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Preface

I am writing a longer [book] than usual because there is not enough time to write a short one.
(Blaise Pascal, paraphrased.)

This book is a sequel to [Mur22]. and provides a deeper dive into various topics in machine learning
(ML). The previous book mostly focused on techniques for learning functions of the form f : X → Y ,
where f is some nonlinear model, such as a deep neural network, X is the set of possible inputs
(typically X = RD), and Y = {1, . . . , C} represents the set of labels for classification problems or
Y = R for regression problems. Judea Pearl, a well known AI researcher, has called this kind of ML
a form of “glorified curve fitting” (quoted in [Har18]).

In this book, we expand the scope of ML to encompass more challenging problems. For example, we
consider training and testing under different distributions; we consider generation of high dimensional
outputs, such as images, text, and graphs, so the output space is, say, Y = R256×256; we discuss
methods for discovering “insights” about data, based on latent variable models; and we discuss how
to use probabilistic models for causal inference and decision making under uncertainty.

We assume the reader has some prior exposure to ML and other relevant mathematical topics (e.g.,
probability, statistics, linear algebra, optimization). This background material can be found in the
prequel to this book, [Mur22], as well several other good books (e.g., [Lin+21b; DFO20]).

Python code (mostly in JAX) to reproduce nearly all of the figures can be found online. In
particular, if a figure caption says “Generated by gauss_plot_2d.ipynb”, then you can find the
corresponding Jupyter notebook at probml.github.io/notebooks#gauss_plot_2d.ipynb. Clicking on
the figure link in the pdf version of the book will take you to this list of notebooks. Clicking on
the notebook link will open it inside Google Colab, which will let you easily reproduce the figure
for yourself, and modify the underlying source code to gain a deeper understanding of the methods.
(Colab gives you access to a free GPU, which is useful for some of the more computationally heavy
demos.)

In addition to the online code, probml.github.io/supp contains some additional supplementary
online content which was excluded from the main book for space reasons. For exercises (and solutions)
related to the topics in this book, see [Gut22].

Contributing authors
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1 Introduction

“Intelligence is not just about pattern recognition and function approximation. It’s about
modeling the world”. — Josh Tenenbaum, NeurIPS 2021.

Much of current machine learning focuses on the task of mapping inputs to outputs (i.e., approximating
functions of the form f : X → Y), often using “deep learning” (see e.g., [LBH15; Sch14; Sej20;
BLH21]). Judea Pearl, a well known AI researcher, has called this “glorified curve fitting” (quoted
in [Har18]). This is a little unfair, since when X and/or Y are high-dimensional spaces — such
as images, sentences, graphs, or sequences of decisions/actions — then the term “curve fitting” is
rather misleading, since one-dimensional intuitions often do not work in higher-dimensional settings
(see e.g., [BPL21a]). Nevertheless, the quote gets at what many feel is lacking in current attempts
to “solve AI” using machine learning techniques, namely that they are too focused on prediction
of observable patterns, and not focused enough on “understanding” the underlying latent structure
behind these patterns.

Gaining a “deep understanding” of the structure behind the observed data is necessary for advancing
science, as well as for certain applications, such as healthcare (see e.g., [DD22]), where identifying
the root causes or mechanisms behind various diseases is the key to developing cures. In addition,
such “deep understanding” is necessary in order to develop robust and efficient systems. By “robust”
we mean methods that work well even if there are unexpected changes to the data distribution to
which the system is applied, which is an important concern in many areas, such as robotics (see e.g.,
[Roy+21]). By “efficient” we generally mean data or statistically efficient, i.e., methods that can learn
quickly from small amounts of data (cf., [Lu+21b]). This is important since data can be limited
in some domains, such as healthcare and robotics, even though it is abundant in other domains,
such as language and vision, due to the ability to scrape the internet. We are also interested in
computationally efficient methods, although this is a secondary concern as computing power continues
to grow. (We also note that this trend has been instrumental to much of the recent progress in AI,
as noted in [Sut19].)

To develop robust and efficient systems, this book adopts a model-based approach, in which we try
to learn parsimonious representations of the underlying “data generating process” (DGP) given
samples from one or more datasets (c.f., [Lak+17; Win+19; Sch20; Ben+21a; Cun22; MTS22]). This
is in fact similar to the scientific method, where we try to explain (features of) the observations by
developing theories or models. One way to formalize this process is in terms of Bayesian inference
applied to probabilistic models, as argued in [Jay03; Box80; GS13]. We discuss inference algorithms
in detail in Part II of the book.1 But before we get there, in Part I we cover some relevant background

1. Note that, in the deep learning community, the term “inference” means applying a function to some inputs to
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material that will be needed. (This part can be skipped by readers who are already familiar with
these basics.)

Once we have a set of inference methods in our toolbox (some of which may be as simple as
computing a maximum likelihood estimate using an optimization method, such as stochastic gradient
descent) we can turn our focus to discussing different kinds of models. The choice of model depends
on our task, the kind and amount of data we have, and our metric(s) of success. We will broadly
consider four main kinds of task: prediction (e.g., classification and regression), generation (e.g., of
images or text), discovery (of “meaningful structure” in data), and control (optimal decision making).
We give more details below.

In Part III, we discuss models for prediction. These models are conditional distributions of the
form p(y|x), where x ∈ X is some input (often high dimensional), and y ∈ Y is the desired output
(often low dimensional). In this part of the book, we assume there is one right answer that we want
to predict, although we may be uncertain about it.

In Part IV, we discuss models for generation. These models are distributions of the form p(x) or
p(x|c), where c are optional conditioning inputs, and where there may be multiple valid outputs.
For example, given a text prompt c, we may want to generate a diverse set of images x that “match”
the caption. Evaluating such models is harder than in the prediction setting, since it is less clear
what the desired output should be.

In Part V, we discuss latent variable models, which are joint models of the form p(z,x) = p(z)p(x|z),
where z is the hidden state and x are the observations that are assumed to be generated from z.
The goal is to compute p(z|x), in order to uncover some (hopefully meaningful/useful) underlying
state or patterns in the observed data. We also consider methods for trying to discover patterns
learned implicitly by predictive models of the form p(y|x), without relying on an explicit generative
model of the data.

Finally, in Part VI, we discuss models and algorithms which can be used to make decisions under
uncertainty. This naturally leads into the very important topic of causality, with which we close the
book.

In view of the broad scope of the book, we cannot go into detail on every topic. However, we
have attempted to cover all the basics. In some cases, we also provide a “deeper dive” into the
research frontier (as of 2022). We hope that by bringing all these topics together, you will find it
easier to make connections between all these seemingly disparate areas, and can thereby deepen your
understanding of the field of machine learning.

compute the output. This is unrelated to Bayesian inference, which is concerned with the much harder task of inverting
a function, and working backwards from observed outputs to possible hidden inputs (causes). The latter is more closely
related to what the deep learning community calls “training”.
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2 Probability

2.1 Introduction

In this section, we formally define what we mean by probability, following the presentation of [Cha21,
Ch. 2]. Other good introductions to this topic can be found in e.g., [GS97; BT08; Bet18; DFO20].

2.1.1 Probability space

We define a probability space to be a triple (Ω,F ,P), where Ω is the sample space, which is the
set of possible outcomes from an experiment; F is the event space, which is the set of all possible
subsets of Ω; and P is the probability measure, which is a mapping from an event E ⊆ Ω to a
number in [0, 1] (i.e., P : F → [0, 1]), which satisfies certain consistency requirements, which we
discuss in Section 2.1.4.

2.1.2 Discrete random variables

The simplest setting is where the outcomes of the experiment constitute a countable set. For example,
consider throwing a 3-sided die, where the faces are labeled “A”, “B”, and “C”. (We choose 3 sides
instead of 6 for brevity.) The sample space is Ω = {A,B,C}, which represents all the possible
outcomes of the “experiment”. The event space is the set of all possible subsets of the sample space,
so F = {∅, {A}, {B}, {C}, {A,B}, {A,C}, {B,C}, {A,B,C}}. An event is an element of the event
space. For example, the event E1 = {A,B} represents outcomes where the die shows face A or B,
and event E2 = {C} represents the outcome where the die shows face C.

Once we have defined the event space, we need to specify the probability measure, which provides
a way to compute the “size” or “weight” of each set in the event space. In the 3-sided die example,
suppose we define the probability of each outcome (atomic event) as P[{A}] = 2

6 , P[{B}] = 1
6 , and

P[{C}] = 3
6 . We can derive the probability of other events by adding up the measures for each

outcome, e.g., P[{A,B}] = 2
6 + 1

6 = 1
2 . We formalize this in Section 2.1.4.

To simplify notation, we will assign a number to each possible outcome in the event space. This
can be done by defining a random variable or rv, which is a function X : Ω→ R that maps an
outcome ω ∈ Ω to a number X(ω) on the real line. For example, we can define the random variable
X for our 3-sided die using X(A) = 1, X(B) = 2, X(C) = 3. As another example, consider an
experiment where we flip a fair coin twice. The sample space is Ω = {ω1 = (H,H), ω2 = (H,T ), ω3 =
(T,H), ω4 = (T, T )}, where H stands for head, and T for tail. Let X be the random variable that
represents the number of heads. Then we have X(ω1) = 2, X(ω2) = 1, X(ω3) = 1, and X(ω4) = 0.
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We define the set of possible values of the random variable to be its state space, denoted
X(Ω) = X . We define the probability of any given state using

pX(a) = P[X = a] = P[X−1(a)] (2.1)

where X−1(a) = {ω ∈ Ω|X(ω) = a} is the pre-image of a. Here pX is called the probability mass
function or pmf for random variable X. In the example where we flip a fair coin twice, the pmf is
pX(0) = P[{(T, T )}] = 1

4 , pX(1) = P[{(T,H), (H,T )}] = 2
4 , and pX(2) = P[{(H,H)}] = 1

4 . The pmf
can be represented by a histogram, or some parametric function (see Section 2.2.1). We call pX the
probability distribution for rv X. We will often drop the X subscript from pX where it is clear
from context.

2.1.3 Continuous random variables

We can also consider experiments with continuous outcomes. In this case, we assume the sample
space is a subset of the reals, Ω ⊆ R, and we define each continuous random variable to be the
identify function, X(ω) = ω.

For example, consider measuring the duration of some event (in seconds). We define the sample
space to be Ω = {t : 0 ≤ t ≤ Tmax}. Since this is an uncountable set, we cannot define all possible
subsets by enumeration, unlike the discrete case. Instead, we need to define event space in terms
of a Borel sigma-field, also called a Borel sigma-algebra. We say that F is a σ-field if (1)
∅ ∈ F and Ω ∈ F ; (2) F is closed under complement, so if E ∈ F then Ec ∈ F ; and (3) F is closed
under countable unions and intersections, meaning that ∪∞i=1Ei ∈ F and ∩∞i=1Ei ∈ F , provided
E1, E2, . . . ∈ F . Finally, we say that B is a Borel σ-field if it is a σ-field generated from semi-closed
intervals of the form (−∞, b] = {x : −∞ < x ≤ b}. By taking unions, intersections and complements
of these intervals, we can see that B contains the following sets:

(a, b), [a, b], (a, b], [a, b], {b}, −∞ ≤ a ≤ b ≤ ∞ (2.2)

In our duration example, we can further restrict the event space to only contain intervals whose
lower bound is 0 and whose upper bound is ≤ Tmax.

To define the probability measure, we assign a weighting function pX(x) ≥ 0 for each x ∈ Ω known
as a probability density function or pdf. See Section 2.2.2 for a list of common pdf’s. We can
then derive the probability of an event E = [a, b] using

P([a, b]) =
∫

E

dP =

∫ b

a

p(x)dx (2.3)

We can also define the cumulative distribution function or cdf for random variable X as follows:

PX(x) ≜ P[X ≤ x] =
∫ x

−∞
pX(x′)dx′ (2.4)

From this we can compute the probability of an interval using

P([a, b]) = p(a ≤ X ≤ b) = PX(b)− PX(a) (2.5)

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024
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The term “probability distribution” could refer to the pdf pX or the cdf PX or even the probabiliy
measure P.

We can generalize the above definitions to multidimensional spaces, Ω ⊆ Rn, as well as more
complex sample spaces, such as functions.

2.1.4 Probability axioms

The probability law associated with the event space must follow the axioms of probability, also
called the Kolmogorov axioms, which are as follows:1
• Non-negativity: P[E] ≥ 0 for any E ⊆ Ω.
• Normalization: P[Ω] = 1.
• Additivity: for any countable sequence of pairwise disjoint sets {E1, E2, . . . , }, we have

P [∪∞i=1Ei] =

∞∑

i=1

P[Ei] (2.6)

In the finite case, where we just have two disjoint sets, E1 and E2, this becomes

P[E1 ∪ E2] = P[E1] + P[E2] (2.7)

This corresponds to the probability of event E1 or E2, assuming they are mutually exclusive
(disjoint sets).
From these axioms, we can derive the complement rule:

P[Ec] = 1− P[E] (2.8)

where Ec = Ω \E is the complement of E. (This follows since P[Ω] = 1 = P[E ∪Ec] = P[E] +P[Ec].)
We can also show that P[E] ≤ 1 (proof by contradiction), and P[∅] = 0 (which follows from first
corollary with E = Ω).

We can also show the following result, known as the addition rule:

P[E1 ∪ E2] = P[E1] + P[E2]− P[E1 ∩ E2] (2.9)

This holds for any pair of events, even if they are not disjoint.

2.1.5 Conditional probability

Consider two events E1 and E2. If P[E2] ̸= 0, we define the conditional probability of E1 given
E2 as

P[E1|E2] ≜
P[E1 ∩ E2]

P[E2]
(2.10)

From this, we can get the multiplication rule:

P[E1 ∩ E2] = P[E1|E2]P[E2] = P[E2|E1]P[E1] (2.11)

1. These laws can be shown to follow from a more basic set of assumptions about reasoning under uncertainty, a result
known as Cox’s theorem [Cox46; Cox61].

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Conditional probability measures how likely an event E1 is given that event E2 has happened.
However, if the events are unrelated, the probability will not change. Formally, We say that E1 and
E2 are independent events if

P[E1 ∩ E2] = P[E1]P[E2] (2.12)

If both P[E1] > 0 and P[E2] > 0, this is equivalent to requiring that P[E1|E2] = P[E1] or equivalently,
P[E2|E1] = P[E2]. Similarly, we say that E1 and E2 are conditionally independent given E3 if

P[E1 ∩ E2|E3] = P[E1|E3]P[E2|E3] (2.13)

From the definition of conditional probability, we can derive the law of total probability, which
states the following: if {A1, . . . , An} is a partition of the sample space Ω, then for any event B ⊆ Ω,
we have

P[B] =

n∑

i=1

P[B|Ai]P[Ai] (2.14)

2.1.6 Bayes’ rule

From the definition of conditional probability, we can derive Bayes’ rule, also called Bayes’
theorem, which says that, for any two events E1 and E2 such that P[E1] > 0 and P[E2] > 0, we
have

P[E1|E2] =
P[E2|E1]P[E1]

P[E2]
(2.15)

For a discrete random variable X with K possible states, we can write Bayes’ rule as follows, using
the law of total probability:

p(X = k|E) =
p(E|X = k)p(X = k)

p(E)
=

p(E|X = k)p(X = k)
∑K
k′=1 p(E|X = k′)p(X = k′)

(2.16)

Here p(X = k) is the prior probability, p(E|X = k) is the likelihood, p(X = k|E) is the posterior
probability, and p(E) is a normalization constant, known as the marginal likelihood.

Similarly, for a continuous random variable X, we can write Bayes’ rule as follows:

p(X = x|E) =
p(E|X = x)p(X = x)

p(E)
=

p(E|X = x)p(X = x)∫
p(E|X = x′)p(X = x′)dx′

(2.17)

2.2 Some common probability distributions

There are a wide variety of probability distributions that are used for various kinds of models. We
summarize some of the more commonly used ones in the sections below. See Supplementary Chapter 2
for more information, and https://ben18785.shinyapps.io/distribution-zoo/ for an interactive
visualization.
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2.2. Some common probability distributions 9

2.2.1 Discrete distributions

In this section, we discuss some discrete distributions defined on subsets of the (non-negative) integers.

2.2.1.1 Bernoulli and binomial distributions

Let x ∈ {0, 1, . . . , N}. The binomial distribution is defined by

Bin(x|N,µ) ≜
(
N

x

)
µx(1− µ)N−x (2.18)

where
(
N
k

)
≜ N !

(N−k)!k! is the number of ways to choose k items from N (this is known as the binomial
coefficient, and is pronounced “N choose k”).

If N = 1, so x ∈ {0, 1}, the binomial distribution reduces to the Bernoulli distribution:

Ber(x|µ) =
{
1− µ if x = 0

µ if x = 1
(2.19)

where µ = E [x] = p(x = 1) is the mean.

2.2.1.2 Categorical and multinomial distributions

If the variable is discrete-valued, x ∈ {1, . . . ,K}, we can use the categorical distribution:

Cat(x|θ) ≜
K∏

k=1

θ
I(x=k)
k (2.20)

Alternatively, we can represent the K-valued variable x with the one-hot binary vector x, which lets
us write

Cat(x|θ) ≜
K∏

k=1

θxkk (2.21)

If the k’th element of x counts the number of times the value k is seen in N =
∑K
k=1 xk trials, then

we get the multinomial distribution:

M(x|N,θ) ≜
(

N

x1 . . . xK

) K∏

k=1

θxkk (2.22)

where the multinomial coefficient is defined as
(

N

k1 . . . km

)
≜

N !

k1! . . . km!
(2.23)

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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2.2.1.3 Poisson distribution

Suppose X ∈ {0, 1, 2, . . .}. We say that a random variable has a Poisson distribution with parameter
λ > 0, written X ∼ Poi(λ), if its pmf (probability mass function) is

Poi(x|λ) = e−λ
λx

x!
(2.24)

where λ is the mean (and variance) of x.

2.2.1.4 Negative binomial distribution

Suppose we have an “urn” with N balls, R of which are red and B of which are blue. Suppose we
perform sampling with replacement until we get n ≥ 1 balls. Let X be the number of these that
are blue. It can be shown that X ∼ Bin(n, p), where p = B/N is the fraction of blue balls; thus X
follows the binomial distribution, discussed in Section 2.2.1.1.

Now suppose we consider drawing a red ball a “failure”, and drawing a blue ball a “success”. Suppose
we keep drawing balls until we observe r failures. Let X be the resulting number of successes (blue
balls); it can be shown that X ∼ NegBinom(r, p), which is the negative binomial distribution
defined by

NegBinom(x|r, p) ≜
(
x+ r − 1

x

)
(1− p)rpx (2.25)

for x ∈ {0, 1, 2, . . .}. (If r is real-valued, we replace
(
x+r−1
x

)
with Γ(x+r)

x!Γ(r) , exploiting the fact that
(x− 1)! = Γ(x).)

This distribution has the following moments:

E [x] =
p r

1− p , V [x] =
p r

(1− p)2 (2.26)

This two parameter family has more modeling flexibility than the Poisson distribution, since it can
represent the mean and variance separately. This is useful, e.g., for modeling “contagious” events,
which have positively correlated occurrences, causing a larger variance than if the occurrences were
independent. In fact, the Poisson distribution is a special case of the negative binomial, since it can
be shown that Poi(λ) = limr→∞NegBinom(r, λ

1+λ ). Another special case is when r = 1; this is called
the geometric distribution.

2.2.2 Continuous distributions on R

In this section, we discuss some univariate distributions defined on the reals, p(x) for x ∈ R.

2.2.2.1 Gaussian (Normal)

The most widely used univariate distribution is the Gaussian distribution, also called the normal
distribution. (See [Mur22, Sec 2.6.4] for a discussion of these names.) The pdf (probability density
function) of the Gaussian is given by

N (x|µ, σ2) ≜
1√
2πσ2

e−
1

2σ2
(x−µ)2 (2.27)

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024
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Figure 2.1: (a) The pdf’s for a N (0, 1), T1(0, 1) and Laplace(0, 1/
√
2). The mean is 0 and the variance is 1

for both the Gaussian and Laplace. The mean and variance of the Student distribution is undefined when ν = 1.
(b) Log of these pdf’s. Note that the Student distribution is not log-concave for any parameter value, unlike
the Laplace distribution. Nevertheless, both are unimodal. Generated by student_laplace_pdf_plot.ipynb.

where
√
2πσ2 is the normalization constant needed to ensure the density integrates to 1. The

parameter µ encodes the mean of the distribution, which is also equal to the mode. The parameter
σ2 encodes the variance. Sometimes we talk about the precision of a Gaussian, by which we mean
the inverse variance: λ = 1/σ2. A high precision means a narrow distribution (low variance) centered
on µ.

The cumulative distribution function or cdf of the Gaussian is defined as

Φ(x;µ, σ2) ≜
∫ x

−∞
N (z|µ, σ2)dz (2.28)

If µ = 0 and σ = 1 (known as the standard normal distribution), we just write Φ(x).

2.2.2.2 Half-normal

For some problems, we want a distribution over non-negative reals. One way to create such a
distribution is to define Y = |X|, where X ∼ N (0, σ2). The induced distribution for Y is called the
half-normal distribution, which has the pdf

N+(y|σ) ≜ 2N (y|0, σ2) =

√
2

σ
√
π
exp

(
− y2

2σ2

)
y ≥ 0 (2.29)

This can be thought of as the N (0, σ2) distribution “folded over” onto itself.

2.2.2.3 Student t-distribution

One problem with the Gaussian distribution is that it is sensitive to outliers, since the probability
decays exponentially fast with the (squared) distance from the center. A more robust distribution is
the Student t-distribution, which we shall call the Student distribution for short. Its pdf is as

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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follows:

Tν(x|µ, σ2) =
1

Z

[
1 +

1

ν

(
x− µ
σ

)2
]−( ν+1

2 )

(2.30)

Z =

√
νπσ2Γ(ν2 )

Γ(ν+1
2 )

=
√
νσB(

1

2
,
ν

2
) (2.31)

where µ is the mean, σ > 0 is the scale parameter (not the standard deviation), and ν > 0 is called
the degrees of freedom (although a better term would be the degree of normality [Kru13], since
large values of ν make the distribution act like a Gaussian). Here Γ(a) is the gamma function
defined by

Γ(a) ≜
∫ ∞

0

xa−1e−xdx (2.32)

and B(a, b) is the beta function, defined by

B(a, b) ≜
Γ(a)Γ(b)

Γ(a+ b)
(2.33)

2.2.2.4 Cauchy distribution

If ν = 1, the Student distribution is known as the Cauchy or Lorentz distribution. Its pdf is defined
by

C(x|µ, γ) = 1

Z

[
1 +

(
x− µ
γ

)2
]−1

(2.34)

where Z = γβ( 12 ,
1
2 ) = γπ. This distribution is notable for having such heavy tails that the integral

that defines the mean does not converge.
The half Cauchy distribution is a version of the Cauchy (with mean 0) that is “folded over” on

itself, so all its probability density is on the positive reals. Thus it has the form

C+(x|γ) ≜
2

πγ

[
1 +

(
x

γ

)2
]−1

(2.35)

2.2.2.5 Laplace distribution

Another distribution with heavy tails is the Laplace distribution, also known as the double sided
exponential distribution. This has the following pdf:

Laplace(x|µ, b) ≜ 1

2b
exp

(
−|x− µ|

b

)
(2.36)

Here µ is a location parameter and b > 0 is a scale parameter. See Figure 2.1 for a plot.
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Figure 2.2: Illustration of Gaussian (blue), sub-Gaussian (uniform, green), and super-Gaussian (Laplace,
red) distributions in 1d and 2d. Generated by sub_super_gauss_plot.ipynb.

2.2.2.6 Sub-Gaussian and super-Gaussian distributions

There are two main variants of the Gaussian distribution, known as super-Gaussian or leptokurtic
(“Lepto” is Greek for “narrow”) and sub-Gaussian or platykurtic (“Platy” is Greek for “broad”).
These distributions differ in terms of their kurtosis, which is a measure of how heavy or light their
tails are (i.e., how fast the density dies off to zero away from its mean). More precisely, the kurtosis
is defined as

kurt(z) ≜
µ4

σ4
=

E
[
(Z − µ)4

]

(E [(Z − µ)2])2 (2.37)

where σ is the standard deviation, and µ4 is the 4th central moment. (Thus µ1 = µ is the mean,
and µ2 = σ2 is the variance.) For a standard Gaussian, the kurtosis is 3, so some authors define the
excess kurtosis as the kurtosis minus 3.

A super-Gaussian distribution (e.g., the Laplace) has positive excess kurtosis, and hence heavier
tails than the Gaussian. A sub-Gaussian distribution, such as the uniform, has negative excess
kurtosis, and hence lighter tails than the Gaussian. See Figure 2.2 for an illustration.

2.2.3 Continuous distributions on R+

In this section, we discuss some univariate distributions defined on the positive reals, p(x) for x ∈ R+.
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Figure 2.3: (a) Some gamma distributions. If a ≤ 1, the mode is at 0; otherwise the mode is away from 0.
As we increase the rate b, we reduce the horizontal scale, thus squeezing everything leftwards and upwards.
Generated by gamma_dist_plot.ipynb. (b) Some beta distributions. If a < 1, we get a “spike” on the left,
and if b < 1, we get a “spike” on the right. If a = b = 1, the distribution is uniform. If a > 1 and b > 1, the
distribution is unimodal. Generated by beta_dist_plot.ipynb.

2.2.3.1 Gamma distribution

The gamma distribution is a flexible distribution for positive real valued rv’s, x > 0. It is defined
in terms of two parameters, called the shape a > 0 and the rate b > 0:

Ga(x|shape = a, rate = b) ≜
ba

Γ(a)
xa−1e−xb (2.38)

Sometimes the distribution is parameterized in terms of the rate a and the scale s = 1/b:

Ga(x|shape = a, scale = s) ≜
1

saΓ(a)
xa−1e−x/s (2.39)

See Figure 2.3a for an illustration.

2.2.3.2 Exponential distribution

The exponential distribution is a special case of the gamma distribution and is defined by

Expon(x|λ) ≜ Ga(x|shape = 1, rate = λ) (2.40)

This distribution describes the times between events in a Poisson process, i.e., a process in which
events occur continuously and independently at a constant average rate λ.

2.2.3.3 Chi-squared distribution

The chi-squared distribution is a special case of the gamma distribution and is defined by

χ2
ν(x) ≜ Ga(x|shape =

ν

2
, rate =

1

2
) (2.41)
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where ν is called the degrees of freedom. This is the distribution of the sum of squared Gaussian
random variables. More precisely, if Zi ∼ N (0, 1), and S =

∑ν
i=1 Z

2
i , then S ∼ χ2

ν . Hence if
X ∼ N (0, σ2) then X2 ∼ σ2χ2

1. Since E
[
χ2
1

]
= 1 and V

[
χ2
1

]
= 2, we have

E
[
X2
]
= σ2,V

[
X2
]
= 2σ4 (2.42)

2.2.3.4 Inverse gamma

The inverse gamma distribution, denoted Y ∼ IG(a, b), is the distribution of Y = 1/X assuming
X ∼ Ga(a, b). This pdf is defined by

IG(x|shape = a, scale = b) ≜
ba

Γ(a)
x−(a+1)e−b/x (2.43)

The mean only exists if a > 1. The variance only exists if a > 2.
The scaled inverse chi-squared distribution is a reparameterization of the inverse gamma

distribution:

χ−2(x|ν, σ2) = IG(x|shape =
ν

2
, scale =

νσ2

2
) (2.44)

=
1

Γ(ν/2)

(
νσ2

2

)ν/2
x−

ν
2−1 exp

(
−νσ

2

2x

)
(2.45)

The regular inverse chi-squared distribution, written χ−2ν (x), is the special case where νσ2 = 1 (i.e.,
σ2 = 1/ν). This corresponds to IG(x|shape = ν/2, scale = 1

2 ).

2.2.3.5 Pareto distribution

The Pareto distribution has the following pdf:

Pareto(x|m,κ) = κmκ 1

x(κ+1)
I (x ≥ m) (2.46)

See Figure 2.4(a) for some plots. We see that x must be greater than the minimum value m, but
then the pdf rapidly decays after that. If we plot the distribution on a log-log scale, it forms the
straight line log p(x) = −a log x+ log(c), where a = (κ+ 1) and c = κmκ: see Figure 2.4(b) for an
illustration.

When m = 0, the distribution has the form p(x) = κx−a. This is known as a power law. If
a = 1, the distribution has the form p(x) ∝ 1/x; if we interpret x as a frequency, this is called a 1/f
function.

The Pareto distribution is useful for modeling the distribution of quantities that exhibit heavy
tails or long tails, in which most values are small, but there are a few very large values. Many forms
of data exhibit this property. ([ACL16] argue that this is because many datasets are generated by a
variety of latent factors, which, when mixed together, naturally result in heavy tailed distributions.)
We give some examples below.
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Figure 2.4: (a) The Pareto pdf Pareto(x|k,m). (b) Same distribution on a log-log plot. Generated by
pareto_dist_plot.ipynb.
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Figure 2.5: A log-log plot of the frequency vs the rank for the words in H. G. Wells’ The Time Machine.
Generated by zipfs_law_plot.ipynb. Adapted from a figure from [Zha+20a, Sec 8.3].

Modeling wealth distributions

The Pareto distribution is named after the Italian economist and sociologist Vilfredo Pareto. He
created it in order to model the distribution of wealth across different countries. Indeed, in economics,
the parameter κ is called the Pareto index. If we set κ = 1.16, we recover the 80-20 rule, which
states that 80% of the wealth of a society is held by 20% of the population.2

Zipf’s law

Zipf’s law says that the most frequent word in a language (such as “the”) occurs approximately
twice as often as the second most frequent word (“of”), which occurs twice as often as the fourth
most frequent word, etc. This corresponds to a Pareto distribution of the form

p(x = r) ∝ κr−a (2.47)

2. In fact, wealth distributions are even more skewed than this. For example, as of 2014, 80 billion-
aires now have as much wealth as 3.5 billion people! (Source: http://www.pbs.org/newshour/making-sense/
wealthiest-getting-wealthier-lobbying-lot.) Such extreme income inequality exists in many plutocratic countries,
including the USA (see e.g., [HP10]).
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where r is the rank of word x when sorted by frequency, and κ and a are constants. If we set a = 1,
we recover Zipf’s law.3 Thus Zipf’s law predicts that if we plot the log frequency of words vs their
log rank, we will get a straight line with slope −1. This is in fact true, as illustrated in Figure 2.5.4
See [Ada00] for further discussion of Zipf’s law, and Section 2.6.2 for a discussion of language models.

2.2.4 Continuous distributions on [0, 1]

In this section, we discuss some univariate distributions defined on the [0, 1] interval.

2.2.4.1 Beta distribution

The beta distribution has support over the interval [0, 1] and is defined as follows:

Beta(x|a, b) = 1

B(a, b)
xa−1(1− x)b−1 (2.48)

where B(a, b) is the beta function, which is given by B(a, b) = Γ(a)Γ(b)
Γ(a+b) , where Γ(z) =

∫∞
0
tz−1e−tdt

is the gamma function.
We require a, b > 0 to ensure the distribution is integrable (i.e., to ensure B(a, b) exists). If

a = b = 1, we get the uniform distribution. If a and b are both less than 1, we get a bimodal
distribution with “spikes” at 0 and 1; if a and b are both greater than 1, the distribution is unimodal.
See Figure 2.3b.

2.2.5 Multivariate continuous distributions

In this section, we summarize some other widely used multivariate continuous distributions.

2.2.5.1 Multivariate normal (Gaussian)

The multivariate normal (MVN), also called the multivariate Gaussian, is by far the most
widely used multivariate distribution. As such, the whole of Section 2.3 is dedicated to it.

2.2.5.2 Multivariate Student distribution

One problem with Gaussians is that they are sensitive to outliers. Fortunately, we can easily extend
the Student distribution, discussed in Main Section 2.2.2.3, to D dimensions. In particular, the pdf
of the multivariate Student distribution is given by

Tν(x|µ,Σ) =
1

Z

[
1 +

1

ν
(x− µ)TΣ−1(x− µ)

]−( ν+D2 )

(2.49)

Z =
Γ(ν/2)

Γ(ν/2 +D/2)

νD/2πD/2

|Σ|−1/2 (2.50)

where Σ is called the scale matrix.

3. For example, p(x = 2) = κ2−1 = 2κ4−1 = 2p(x = 4).
4. We remove the first 10 words from the plot, since they don’t fit the prediction as well.
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The Student has fatter tails than a Gaussian. The smaller ν is, the fatter the tails. As ν →∞,
the distribution tends towards a Gaussian. The distribution has these properties:

mean = µ, mode = µ, cov =
ν

ν − 2
Σ (2.51)

The mean is only well defined (finite) if ν > 1. Similarly, the covariance is only well defined if ν > 2.

2.2.5.3 Circular normal (von Mises Fisher) distribution

Sometimes data lives on the unit sphere, rather than being any point in Euclidean space. For example,
any D dimensional vector that is ℓ2-normalized lives on the unit (D − 1) sphere embedded in RD.

There is an extension of the Gaussian distribution that is suitable for such angular data, known as
the von Mises-Fisher distribution, or the circular normal distribution. It has the following pdf:

vMF(x|µ, κ) ≜ 1

Z
exp(κµTx) (2.52)

Z =
(2π)D/2ID/2−1(κ)

κD/2−1
(2.53)

where µ is the mean (with ||µ|| = 1), κ ≥ 0 is the concentration or precision parameter (analogous
to 1/σ for a standard Gaussian), and Z is the normalization constant, with Ir(·) being the modified
Bessel function of the first kind and order r. The vMF is like a spherical multivariate Gaussian,
parameterized by cosine distance instead of Euclidean distance.

The vMF distribution can be used inside of a mixture model to cluster ℓ2-normalized vectors, as
an alternative to using a Gaussian mixture model [Ban+05]. If κ→ 0, this reduces to the spherical
K-means algorithm. It can also be used inside of an admixture model (Main Section 28.4.2); this is
called the spherical topic model [Rei+10].

If D = 2, an alternative is to use the von Mises distribution on the unit circle, which has the form

vMF(x|µ, κ) = 1

Z
exp(κ cos(x− µ)) (2.54)

Z = 2πI0(κ) (2.55)

2.2.5.4 Matrix normal distribution (MN)

The matrix normal distribution is defined by the following probability density function over matrices
X ∈ Rn×p:

MN (X|M,U,V) ≜
|V|n/2

2πnp/2|U|p/2 exp

{
−1

2
tr
[
(X−M)TU−1(X−M)V

]}
(2.56)

where M ∈ Rn×p is the mean value of X, U ∈ Sn×n++ is the covariance among rows, and V ∈ Sp×p++ is
the precision among columns. It can be seen that

vec(X) ∼ N (vec(M),V−1⊗U). (2.57)
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Note that there is another version of the definition of the matrix normal distribution using the
column-covariance matrix Ṽ = V−1 instead of V, which leads to the density

1

2πnp/2|U|p/2|Ṽ|n/2
exp

{
−1

2
tr
[
(X−M)TU−1(X−M)Ṽ−1

]}
. (2.58)

These two versions of definition are obviously equivalent, but we will see that the definition we adopt
in Equation (2.56) will lead to a neat update of the posterior distribution (just as the precision matrix
is more convenient to use than the covariance matrix in analyzing the posterior of the multivariate
normal distribution with a conjugate prior).

2.2.5.5 Wishart distribution

The Wishart distribution is the generalization of the gamma distribution to positive definite matrices.
Press [Pre05, p107] has said, “The Wishart distribution ranks next to the normal distribution in
order of importance and usefulness in multivariate statistics”. We will mostly use it to model our
uncertainty when estimating covariance matrices (see Section 3.4.4).

The pdf of the Wishart is defined as follows:

Wi(Σ|S, ν) ≜ 1

Z
|Σ|(ν−D−1)/2 exp

(
−1

2
tr(S−1Σ)

)
(2.59)

Z ≜ |S|−ν/22νD/2ΓD(ν/2) (2.60)

Here ν is called the “degrees of freedom” and S is the “scale matrix”. (We shall get more intuition for
these parameters shortly.) The normalization constant only exists (and hence the pdf is only well
defined) if ν > D − 1.

The distribution has these properties:

mean = νS, mode = (ν −D − 1)S (2.61)

Note that the mode only exists if ν > D + 1.
If D = 1, the Wishart reduces to the gamma distribution:

Wi(λ|s−1, ν) = Ga(λ|shape =
ν

2
, rate =

1

2s
) (2.62)

If s = 2, this reduces to the chi-squared distribution.
There is an interesting connection between the Wishart distribution and the Gaussian. In particular,

let xn ∼ N (0,Σ). One can show that the scatter matrix, S =
∑N
n=1 xnx

T
n, has a Wishart distribution:

S ∼Wi(Σ, N).

2.2.5.6 Inverse Wishart distribution

If λ ∼ Ga(a, b), then that 1
λ ∼ IG(a, b). Similarly, if Σ−1 ∼Wi(S−1, ν) then Σ ∼ IW(S, ν), where

IW is the inverse Wishart, the multidimensional generalization of the inverse gamma. It is defined
as follows, for ν > D − 1 and S ≻ 0:

IW(Σ|S−1, ν) = 1

Z
|Σ|−(ν+D+1)/2 exp

(
−1

2
tr(SΣ−1)

)
(2.63)

ZIW = |S|ν/22νD/2ΓD(ν/2) (2.64)
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One can show that the distribution has these properties:

mean =
S

ν −D − 1
, mode =

S

ν +D + 1
(2.65)

If D = 1, this reduces to the inverse gamma:

IW(σ2|s−1, ν) = IG(σ2|ν/2, s/2) (2.66)

If s = 1, this reduces to the inverse chi-squared distribution.

2.2.5.7 Dirichlet distribution

A multivariate generalization of the beta distribution is the Dirichlet5 distribution, which has
support over the probability simplex, defined by

SK = {x : 0 ≤ xk ≤ 1,

K∑

k=1

xk = 1} (2.67)

The pdf is defined as follows:

Dir(x|α) ≜ 1

B(α)

K∏

k=1

xαk−1k I (x ∈ SK) (2.68)

where B(α) is the multivariate beta function,

B(α) ≜

∏K
k=1 Γ(αk)

Γ(
∑K
k=1 αk)

(2.69)

Figure 2.6 shows some plots of the Dirichlet when K = 3. We see that α0 =
∑
k αk controls the

strength of the distribution (how peaked it is), and the αk control where the peak occurs. For example,
Dir(1, 1, 1) is a uniform distribution, Dir(2, 2, 2) is a broad distribution centered at (1/3, 1/3, 1/3),
and Dir(20, 20, 20) is a narrow distribution centered at (1/3, 1/3, 1/3). Dir(3, 3, 20) is an asymmetric
distribution that puts more density in one of the corners. If αk < 1 for all k, we get “spikes” at the
corners of the simplex. Samples from the distribution when αk < 1 are sparse, as shown in Figure 2.7.

For future reference, here are some useful properties of the Dirichlet distribution:

E [xk] =
αk
α0
, mode [xk] =

αk − 1

α0 −K
, V [xk] =

αk(α0 − αk)
α2
0(α0 + 1)

(2.70)

where α0 =
∑
k αk.

Often we use a symmetric Dirichlet prior of the form αk = α/K. In this case, we have E [xk] = 1/K,
and V [xk] =

K−1
K2(α+1) . So we see that increasing α increases the precision (decreases the variance) of

the distribution.

5. Johann Dirichlet was a German mathematician, 1805–1859.

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



2.2. Some common probability distributions 21

1
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(c) (d)

Figure 2.6: (a) The Dirichlet distribution when K = 3 defines a distribution over the simplex, which can be
represented by the triangular surface. Points on this surface satisfy 0 ≤ θc ≤ 1 and

∑3
c=1 θc = 1. Generated

by dirichlet_3d_triangle_plot.ipynb. (b) Plot of the Dirichlet density for α = (20, 20, 20). (c) Plot of the
Dirichlet density for α = (3, 3, 20). (d) Plot of the Dirichlet density for α = (0.1, 0.1, 0.1). Generated by
dirichlet_3d_spiky_plot.ipynb.

The Dirichlet distribution is useful for distinguishing aleatoric (data) uncertainty from epistemic
uncertainty. To see this, consider a 3-sided die. If we know that each outcome is equally likely, we
can use a “peaky” symmetric Dirichlet, such as Dir(20, 20, 20), shown in Figure 2.6(b); this reflects
the fact that we are sure the outcomes will be unpredictable. By contrast, if we are not sure what
the outcomes will be like (e.g., it could be a biased die), then we can use a “flat” symmetric Dirichlet,
such as Dir(1, 1, 1), which can generate a wide range of possible outcome distributions. We can make
the Dirichlet distribution be conditional on inputs, resulting in what is called a prior network
[MG18], since it encodes p(π|x) (output is a distributon) rather than p(y|x) (output is a label).
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Figure 2.7: Samples from a 5-dimensional symmetric Dirichlet distribution for different parameter values. (a)
α = (0.1, . . . , 0.1). This results in very sparse distributions, with many 0s. (b) α = (1, . . . , 1). This results in
more uniform (and dense) distributions. Generated by dirichlet_samples_plot.ipynb.

2.3 Gaussian joint distributions

The most widely used joint probability distribution for continuous random variables is the multivari-
ate Gaussian or multivariate normal (MVN). The popularity is partly because this distribution
is mathematically convenient, but also because the Gaussian assumption is fairly reasonable in many
cases. Indeed, the Gaussian is the distribution with maximum entropy subject to having specified first
and second moments (Section 2.4.7). In view of its importance, this section discusses the Gaussian
distribution in detail.

2.3.1 The multivariate normal

In this section, we discuss the multivariate Gaussian or multivariate normal in detail.

2.3.1.1 Definition

The MVN density is defined by the following:

N (x|µ,Σ) ≜
1

(2π)D/2|Σ|1/2 exp

[
−1

2
(x− µ)TΣ−1(x− µ)

]
(2.71)

where µ = E [x] ∈ RD is the mean vector, and Σ = Cov [x] is the D ×D covariance matrix. The
normalization constant Z = (2π)D/2|Σ|1/2 just ensures that the pdf integrates to 1. The expression
inside the exponential (ignoring the factor of −0.5) is the squared Mahalanobis distance between
the data vector x and the mean vector µ, given by

dΣ(x,µ)
2 = (x− µ)TΣ−1(x− µ) (2.72)

In 2d, the MVN is known as the bivariate Gaussian distribution. Its pdf can be represented as
x ∼ N (µ,Σ), where x ∈ R2, µ ∈ R2 and

Σ =

(
σ2
1 σ2

12

σ2
21 σ2

2

)
=

(
σ2
1 ρσ1σ2

ρσ1σ2 σ2
2

)
(2.73)
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Figure 2.8: Visualization of a 2d Gaussian density in terms of level sets of constant probability density. (a) A
full covariance matrix has elliptical contours. (b) A diagonal covariance matrix is an axis aligned ellipse. (c)
A spherical covariance matrix has a circular shape. Generated by gauss_plot_2d.ipynb.

where the correlation coefficient is given by ρ ≜ σ2
12

σ1σ2
.

Figure 2.8 plots some MVN densities in 2d for three different kinds of covariance matrices. A full
covariance matrix has D(D + 1)/2 parameters, where we divide by 2 since Σ is symmetric. A
diagonal covariance matrix has D parameters, and has 0s in the off-diagonal terms. A spherical
covariance matrix, also called isotropic covariance matrix, has the form Σ = σ2ID, so it only
has one free parameter, namely σ2.

2.3.1.2 Gaussian shells

Multivariate Gaussians can behave rather counterintuitively in high dimensions. In particular, we
can ask: if we draw samples x ∼ N (0, ID), where D is the number of dimensions, where do we
expect most of the x to lie? Since the peak (mode) of the pdf is at the origin, it is natural to expect
most samples to be near the origin. However, in high dimensions, the typical set of a Gaussian is
a thin shell or annulus with a distance from origin given by r = σ

√
D and a thickness of O(σD

1
4 ).

The intuitive reason for this is as follows: although the density decays as e−r
2/2, meaning density

decreases from the origin, the volume of a sphere grows as rD, meaning volume increases from the
origin, and since mass is density times volume, the majority of points end up in this annulus where
these two terms “balance out”. This is called the “Gaussian soap bubble” phenomenon, and is
illustrated in Figure 2.9.6

To see why the typical set for a Gaussian is concentrated in a thin annulus at radius
√
D, consider

the squared distance of a point x from the origin, d(x) =
√∑D

i=1 x
2
i , where xi ∼ N (0, 1). The

expected squared distance is given by E
[
d2
]
=
∑D
i=1 E

[
x2i
]
= D, and the variance of the squared

distance is given by V
[
d2
]
=
∑D
i=1 V

[
x2i
]
= D. As D grows, the coefficient of variation (i.e., the SD

relative to the mean) goes to zero:

lim
D→∞

std
[
d2
]

E [d2]
= lim
D→∞

√
D

D
= 0 (2.74)

6. For a more detailed explanation, see this blog post by Ferenc Huszar: https://www.inference.vc/
high-dimensional-gaussian-distributions-are-soap-bubble/.
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(a) (b)

Figure 2.9: (a) Cartoon illustration of why the typical set of a Gaussian is not centered at the mode of the
distribution. (b) Illustration of the typical set of a Gaussian, which is concentrated in a thin annulus of
thickness σD1/4 and distance σD1/2 from the origin. We also show an image with the highest density (the
all gray image on the left). as well as some high probability samples (the speckle noise images on the right).
From Figure 1 of [Nal+19a]. Used with kind permission of Eric Nalisnick.

Thus the expected square distance concentrates around D, so the expected distance concentrates
around E [d(x)] =

√
D. See [Ver18] for a more rigorous proof, and Section 5.2.3 for a discussion of

typical sets.
To see what this means in the context of images, in Figure 2.9b, we show some grayscale images

that are sampled from a Gaussian of the form N (µ, σ2I), where µ corresponds to the all-gray image.
However, it is extremely unlikely that randomly sampled images would be close to all-gray, as shown
in the figure.

2.3.1.3 Marginals and conditionals of an MVN

Let us partition our vector of random variables x into two parts, x1 and x2, so

µ =

(
µ1

µ2

)
, Σ =

(
Σ11 Σ12

Σ21 Σ22

)
(2.75)

The marginals of this distribution are given by the following (see Section 2.3.1.5 for the proof):

p(x1) =

∫
N (x|µ,Σ)dx2 ≜ N (x1|µm1 ,Σm

1 ) = N (x1|µ1,Σ11) (2.76)

p(x2) =

∫
N (x|µ,Σ)dx1 ≜ N (x2|µm2 ,Σm

2 ) = N (x2|µ2,Σ22) (2.77)

The conditional distributions can be shown to have the following form (see Section 2.3.1.5 for the
proof):

p(x1|x2) = N (x1|µc1|2,Σc
1|2) = N (x1|µ1 +Σ12Σ

−1
22 (x2 − µ2), Σ11 −Σ12Σ

−1
22 Σ21) (2.78)

p(x2|x1) = N (x2|µc2|1,Σc
2|1) = N (x2|µ2 +Σ21Σ

−1
11 (x1 − µ1), Σ22 −Σ21Σ

−1
11 Σ12) (2.79)

Note that the posterior mean of p(x1|x2) is a linear function of x2, but the posterior covariance is
independent of x2; this is a peculiar property of Gaussian distributions.
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2.3.1.4 Information (canonical) form

It is common to parameterize the MVN in terms of the mean vector µ and the covariance matrix Σ.
However, for reasons which are explained in Section 2.4.2.5, it is sometimes useful to represent the
Gaussian distribution using canonical parameters or natural parameters, defined as

Λ ≜ Σ−1, η ≜ Σ−1µ (2.80)

The matrix Λ = Σ−1 is known as the precision matrix, and the vector η is known as the
precision-weighted mean. We can convert back to the more familiar moment parameters using

µ = Λ−1η, Σ = Λ−1 (2.81)

Hence we can write the MVN in canonical form (also called information form) as follows:

Nc(x|η,Λ) ≜ c exp

(
xTη − 1

2
xTΛx

)
(2.82)

c ≜
exp(− 1

2η
TΛ−1η)

(2π)D/2
√

det(Λ−1)
(2.83)

where we use the notation Nc() to distinguish it from the standard parameterization N (). For more
information on moment and natural parameters, see Section 2.4.2.5.

It is also possible to derive the marginalization and conditioning formulas in information form (see
Section 2.3.1.6 for the derivation). For the marginals we have

p(x1) = Nc(x1|ηm1 ,Λm
1 ) = Nc(x1|η1 −Λ12Λ

−1
22 η2,Λ11 −Λ12Λ

−1
22 Λ21) (2.84)

p(x2) = Nc(x2|ηm2 ,Λm
2 ) = Nc(x2|η2 −Λ21Λ

−1
11 η1,Λ22 −Λ21Λ

−1
11 Λ12) (2.85)

For the conditionals we have

p(x1|x2) = Nc(x1|ηc1|2,Λc
1|2) = Nc(x1|η1 −Λ12x2,Λ11) (2.86)

p(x2|x1) = Nc(x2|ηc2|1,Λc
2|1) = Nc(x2|η2 −Λ21x1,Λ22) (2.87)

Thus we see that marginalization is easier in moment form, and conditioning is easier in information
form.

2.3.1.5 Derivation: moment form

In this section, we derive Equation (2.77) and Equation (2.78) for marginalizing and conditioning an
MVN in moment form.

Before we dive in, we need to introduce the following result, for the inverse of a partitioned
matrix of the form

M =

(
E F
G H

)
(2.88)
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where we assume E and H are invertible. One can show (see e.g., [Mur22, Sec 7.3.2] for the proof)
that

M−1 =

(
(M/H)−1 −(M/H)−1FH−1

−H−1G(M/H)−1 H−1 +H−1G(M/H)−1FH−1

)
(2.89)

=

(
E−1 +E−1F(M/E)−1GE−1 −E−1F(M/E)−1

−(M/E)−1GE−1 (M/E)−1

)
(2.90)

where

M/H ≜ E− FH−1G (2.91)

M/E ≜ H−GE−1F (2.92)

We say that M/H is the Schur complement of M wrt H, and M/E is the Schur complement of
M wrt E.

From the above, we also have the following important result, known as the matrix inversion
lemma or the Sherman-Morrison-Woodbury formula:

(M/H)−1 = (E− FH−1G)−1 = E−1 +E−1F(H−GE−1F)−1GE−1 (2.93)

Now we return to the derivation of the MVN conditioning equation. Let us factor the joint p(x1,x2)
as p(x2)p(x1|x2) as follows:

p(x1,x2) ∝ exp

{
−1

2

(
x1 − µ1

x2 − µ2

)T(
Σ11 Σ12

Σ21 Σ22

)−1(
x1 − µ1

x2 − µ2

)}
(2.94)

Using the equation for the inverse of a block structured matrix, the above exponent becomes

p(x1,x2) ∝ exp

{
−1

2

(
x1 − µ1

x2 − µ2

)T(
I 0

−Σ−122 Σ21 I

)(
(Σ/Σ22)

−1 0

0 Σ−122

)
(2.95)

×
(
I −Σ12Σ

−1
22

0 I

)(
x1 − µ1

x2 − µ2

)}
(2.96)

= exp

{
−1

2
(x1 − µ1 −Σ12Σ

−1
22 (x2 − µ2))

T(Σ/Σ22)
−1 (2.97)

(x1 − µ1 −Σ12Σ
−1
22 (x2 − µ2))

}
× exp

{
−1

2
(x2 − µ2)

TΣ−122 (x2 − µ2)

}
(2.98)

This is of the form

exp(quadratic form in x1,x2)× exp(quadratic form in x2) (2.99)

Hence we have successfully factorized the joint as

p(x1,x2) = p(x1|x2)p(x2) (2.100)
= N (x1|µ1|2,Σ1|2)N (x2|µ2,Σ22) (2.101)
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where

µ1|2 = µ1 +Σ12Σ
−1
22 (x2 − µ2) (2.102)

Σ1|2 = Σ/Σ22 ≜ Σ11 −Σ12Σ
−1
22 Σ21 (2.103)

where Σ/Σ22 is as the Schur complement of Σ wrt Σ22.

2.3.1.6 Derivation: information form

In this section, we derive Equation (2.85) and Equation (2.86) for marginalizing and conditioning an
MVN in information form.

First we derive the conditional formula.7 Let us partition the information form parameters as
follows:

η =

(
η1

η2

)
, Λ =

(
Λ11 Λ12

Λ21 Λ22

)
(2.104)

We can now write the joint log probabilty of x1,x2 as

ln p(x1,x2) =−
1

2

(
x1

x2

)T(
Λ11 Λ12

Λ21 Λ22

)(
x1

x2

)
+

(
x1

x2

)T(
η1

η2

)
+ const. (2.105)

=− 1

2
xT1Λ11x1 −

1

2
xT2Λ22x2 −

1

2
xT1Λ12x2 −

1

2
xT2Λ21x1

+ xT1η1 + x
T
2η2 + const.

(2.106)

where the constant term does not depend on x1 or x2.
To calculate the parameters of the conditional distribution p(x1|x2), we fix the value of x2 and

collect the terms which are quadratic in x1 for the conditional precision and then linear in x1 for the
conditional precision-weighted mean. The terms which are quadratic in x1 are just − 1

2x
T
1Λ11x1, and

hence

Λc
1|2 = Λ11 (2.107)

The terms which are linear in x1 are

−1

2
xT1Λ12x2 −

1

2
xT2Λ21x1 + x

T
1η1 = xT1(η1 −Λ12x2) (2.108)

since ΛT
21 = Λ12. Thus the conditional precision-weighted mean is

ηc1|2 = η1 −Λ12x2. (2.109)

We will now derive the results for marginalizing in information form. The marginal, p(x2), can be
calculated by integrating the joint, p(x1,x2), with respect to x1:

p(x2) =

∫
p(x1,x2)dx1 (2.110)

∝
∫
exp

{
−1

2
xT1Λ11x1 −

1

2
xT2Λ22x2 −

1

2
xT1Λ12x2 −

1

2
xT2Λ21x1 + x

T
1η1 + x

T
2η2

}
dx1,

(2.111)

7. This derivation is due to Giles Harper-Donnelly.
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where the terms in the exponent have been decomposed into the partitioned structure in Equa-
tion (2.104) as in Equation (2.106). Next, collecting all the terms involving x1,

p(x2) ∝ exp

{
−1

2
xT2Λ22x2 + x

T
2η2

}∫
exp

{
−1

2
xT1Λ11x1 + x

T
1(η1 −Λ12x2)

}
dx1, (2.112)

we can recognize the integrand as an exponential quadratic form. Therefore the integral is equal to
the normalizing constant of a Gaussian with precision, Λ11, and precision weighted mean, η1−Λ12x2,
which is given by the reciprocal of Equation (2.83). Substituting this in to our equation we have,

p(x2) ∝ exp

{
−1

2
xT2Λ22x2 + x

T
2η2

}
exp

{
1

2
(η1 −Λ12x2)

TΛ−111 (η1 −Λ12x2)

}
(2.113)

∝ exp

{
−1

2
xT2Λ22x2 + x

T
2η2 +

1

2
xT2Λ21Λ

−1
11 Λ12x2 − xT2Λ21Λ

−1
11 η1

}
(2.114)

= exp

{
−1

2
xT2(Λ22 −Λ21Λ

−1
11 Λ12)x2 + x

T
2(η2 −Λ21Λ

−1
11 η1)

}
, (2.115)

which we now recognise as an exponential quadratic form in x2. Extract the quadratic terms to get
the marginal precision,

Λm
22 = Λ22 −Λ21Λ

−1
11 Λ12, (2.116)

and the linear terms to get the marginal precision-weighted mean,

ηm2 = η2 −Λ21Λ
−1
11 η1. (2.117)

2.3.2 Linear Gaussian systems

Consider two random vectors y ∈ RD and z ∈ RL, which are jointly Gaussian with the following
joint distribution:

p(z) = N (z| ⌣µ, ⌣Σ) (2.118)
p(y|z) = N (y|Wz + b,Ω) (2.119)

where W is a matrix of size D × L. This is an example of a linear Gaussian system.

2.3.2.1 Joint distribution

The corresponding joint distribution, p(z,y) = p(z)p(y|z), is itself a D + L dimensional Gaussian,
with mean and covariance given by the following (this result can be obtained by moment matching):

p(z,y) = N (z,y|µ̃, Σ̃) (2.120a)

µ̃ ≜

( ⌣µ
m

)
≜

( ⌣µ
W ⌣µ +b

)
(2.120b)

Σ̃ ≜

(⌣
Σ CT

C S

)
≜

(
⌣
Σ

⌣
Σ WT

W
⌣
Σ W

⌣
Σ WT +Ω

)
(2.120c)

See Algorithm 8.1 on page 369 for some pseudocode to compute this joint distribution.
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2.3.2.2 Posterior distribution (Bayes’ rule for Gaussians)

Now we consider computing the posterior p(z|y) from a linear Gaussian system. Using Equation (2.78)
for conditioning a joint Gaussian, we find that the posterior is given by

p(z|y) = N (z| ⌢µ, ⌢Σ) (2.121a)
⌢µ =⌣µ +

⌣
Σ WT(Ω+W

⌣
Σ WT)−1(y − (W ⌣µ +b)) (2.121b)

⌢
Σ =

⌣
Σ − ⌣

Σ WT(Ω+W
⌣
Σ WT)−1W

⌣
Σ (2.121c)

This is known as Bayes’ rule for Gaussians. We see that if the prior p(z) is Gaussian, and the
likelihood p(y|z) is Gaussian, then the posterior p(z|y) is also Gaussian. We therefore say that the
Gaussian prior is a conjugate prior for the Gaussian likelihood, since the posterior distribution has
the same type as the prior. (In other words, Gaussians are closed under Bayesian updating.)

We can simplify these equations by defining S = W
⌣
Σ WT +Ω, C =

⌣
Σ WT, and m = W ⌣µ +b,

as in Equation (2.120). We also define the Kalman gain matrix:8

K = CS−1 (2.122)

From this, we get the posterior
⌢µ =⌣µ +K(y −m) (2.123)
⌢
Σ =

⌣
Σ −KCT (2.124)

Note that

KSKT = CS−1SS−TCT = CS−1CT = KCT (2.125)

and hence we can also write the posterior covariance as
⌢
Σ =

⌣
Σ −KSKT (2.126)

Using the matrix inversion lemma from Equation (2.93), we can also rewrite the posterior in the
following form [Bis06, p93], which takes O(L3) time instead of O(D3) time:

⌢
Σ = (

⌣
Σ
−1

+WTΩ−1W)−1 (2.127)
⌢µ =

⌢
Σ [WTΩ−1 (y − b)+ ⌣

Σ
−1⌣µ] (2.128)

Finally, note that the corresponding normalization constant for the posterior is just the marginal
on y evaluated at the observed value:

p(y) =

∫
N (z| ⌣µ, ⌣Σ)N (y|Wz + b,Ω)dz

= N (y|W ⌣µ +b,Ω+W
⌣
Σ WT) = N (y|m,S) (2.129)

From this, we can easily compute the log marginal likelihood. We summarize all these equations in
Algorithm 8.1.

8. The name comes from the Kalman filter algorithm, which we discuss in Section 8.2.2.
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Figure 2.10: We observe x = (0,−1) (red cross) and y = (1, 0) (green cross) and estimate E [z|x,y,θ] (black
cross). (a) Equally reliable sensors, so the posterior mean estimate is in between the two circles. (b) Sensor
2 is more reliable, so the estimate shifts more towards the green circle. (c) Sensor 1 is more reliable in
the vertical direction, Sensor 2 is more reliable in the horizontal direction. The estimate is an appropriate
combination of the two measurements. Generated by sensor_fusion_2d.ipynb.

2.3.2.3 Example: Sensor fusion with known measurement noise

Suppose we have an unknown quantity of interest, z ∼ N (µz,Σz), from which we get two noisy
measurements, x ∼ N (z,Σx) and y ∼ N (z,Σy). Pictorially, we can represent this example as
x← z → y. This is an example of a linear Gaussian system. Our goal is to combine the evidence
together, to compute p(z|x,y;θ). This is known as sensor fusion. (In this section, we assume
θ = (Σx,Σy) is known. See Supplementary Section 2.1.2 for the general case.)

We can combine x and y into a single vector v, so the model can be represented as z → v, where
p(v|z) = N (v|Wz,Σv), where W = [I; I] and Σv = [Σx,0;0,Σy] are block-structured matrices. We
can then apply Bayes’ rule for Gaussians (Section 2.3.2.2) to compute p(z|v).

Figure 2.10(a) gives a 2d example, where we set Σx = Σy = 0.01I2, so both sensors are equally
reliable. In this case, the posterior mean is halfway between the two observations, x and y. In
Figure 2.10(b), we set Σx = 0.05I2 and Σy = 0.01I2, so sensor 2 is more reliable than sensor 1. In
this case, the posterior mean is closer to y. In Figure 2.10(c), we set

Σx = 0.01

(
10 1
1 1

)
, Σy = 0.01

(
1 1
1 10

)
(2.130)

so sensor 1 is more reliable in the second component (vertical direction), and sensor 2 is more reliable
in the first component (horizontal direction). In this case, the posterior mean is vertically closer to x
and horizontally closer to y.

2.3.3 A general calculus for linear Gaussian systems

In this section, we discuss a general method for performing inference in linear Gaussian systems.
The key is to define joint distributions over the relevant variables in terms of a potential function,
represented in information form. We can then easily derive rules for marginalizing potentials,
multiplying and dividing potentials, and conditioning them on observations. Once we have defined
these operations, we can use them inside of the belief propagation algorithm (Section 9.3) or junction
tree algorithm (Supplementary Section 9.2) to compute quantities of interest. We give the details on
how to perform these operations below; our presentation is based on [Lau92; Mur02].
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2.3.3.1 Moment and canonical parameterization

We can represent a Gaussian distribution in moment form or in canonical (information) form. In
moment form we have

ϕ(x; p,µ,Σ) = p× exp

(
−1

2
(x− µ)TΣ−1(x− µ)

)
(2.131)

where p = (2π)−n/2|Σ|− 1
2 is the normalizing constant that ensures

∫
x
ϕ(x; p,µ,Σ) = 1. (n is the

dimensionality of x.) Expanding out the quadratic form and collecting terms we get the canonical
form:

ϕ(x; g,h,K) = exp

(
g + xTh− 1

2
xTKx

)
= exp

(
g +

∑

i

hixi −
1

2

∑

i

∑

k

Kijxixj

)
(2.132)

where

K = Σ−1 (2.133)

h = Σ−1µ (2.134)

g = log p− 1

2
µTKµ (2.135)

K is often called the precision matrix.
Note that potentials need not be probability distributions, and need not be normalizable (integrate

to 1). We keep track of the constant terms (p or g) so we can compute the likelihood of the evidence.

2.3.3.2 Multiplication and division

We can define multiplication and division in the Gaussian case by using canonical forms, as follows.
To multiply ϕ1(x1, . . . , xk; g1,h1,K1) by ϕ2(xk+1, . . . , xn; g2,h2,K2), we extend them both to the
same domain x1, . . . , xn by adding zeros to the appropriate dimensions, and then computing

(g1,h1,K1) ∗ (g2,h2,K2) = (g1 + g2,h1 + h2,K1 +K2) (2.136)

Division is defined as follows:

(g1,h1,K1)/(g2,h2,K2) = (g1 − g2,h1 − h2,K1 −K2) (2.137)

2.3.3.3 Marginalization

Let ϕW be a potential over a set W of variables. We can compute the potential over a subset V ⊂W
of variables by marginalizing, denoted ϕV =

∑
W\V ϕW . Let

x =

(
x1

x2

)
, h =

(
h1

h2

)
, K =

(
K11 K12

K21 K22

)
, (2.138)

with x1 having dimension n1 and x2 having dimension n2. It can be shown that
∫

x1

ϕ(x1,x2; g,h,K) = ϕ(x2; ĝ, ĥ, K̂) (2.139)
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where

ĝ = g +
1

2

(
n1 log(2π)− log |K11|+ hT1K−111 h1

)
(2.140)

ĥ = h2 −K21K
−1
11 h1 (2.141)

K̂ = K22 −K21K
−1
11 K12 (2.142)

2.3.3.4 Conditioning on evidence

Consider a potential defined on (x,y). Suppose we observe the value y. The new potential is given
by the following reduced dimensionality object:

ϕ∗(x) = exp

[
g +

(
xT yT

)(hX
hY

)
− 1

2

(
xT yT

)(KXX KXY

KY X KY Y

)(
x
y

)]
(2.143)

= exp

[(
g + hTY y −

1

2
yTKY Y y

)
+ xT (hX −KXY y)−

1

2
xTKXXx

]
(2.144)

This generalizes the corresponding equation in [Lau92] to the vector-valued case.

2.3.3.5 Converting a linear-Gaussian CPD to a canonical potential

Finally we discuss how to create the initial potentials, assuming we start with a directed Gaussian
graphical model. In particular, consider a node with a linear-Gaussian conditional probability
distribution (CPD):

p(x|u) = c exp

[
−1

2

(
(x− µ−BTu)TΣ−1(x− µ−BTu)

)]
(2.145)

= exp

[
−1

2

(
x u

)( Σ−1 −Σ−1BT

−BΣ−1 BΣ−1BT

)(
x
u

)
(2.146)

+
(
x u

)( Σ−1µ
−BΣ−1µ

)
− 1

2
µTΣ−1µ+ log c

]
(2.147)

where c = (2π)−n/2|Σ|− 1
2 . Hence we set the canonical parameters to

g = −1

2
µTΣ−1µ− n

2
log(2π)− 1

2
log |Σ| (2.148)

h =

(
Σ−1µ
−BΣ−1µ

)
(2.149)

K =

(
Σ−1 −Σ−1BT

−BΣ−1 BΣ−1BT

)
=

(
I
−B

)
Σ−1

(
I −B

)
(2.150)

In the special case that x is a scalar, the corresponding result can be found in [Lau92]. In particular
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we have Σ−1 = 1/σ2 , B = b and n = 1, so the above becomes

g =
−µ2

2σ2
− 1

2
log(2πσ2) (2.151)

h =
µ

σ2

(
1
−b

)
(2.152)

K =
1

σ

(
1 −bT
−b bbT

)
. (2.153)

2.3.3.6 Example: Product of Gaussians

As an application of the above results, we can derive the (unnormalized) product of two Gaussians,
as follows (see also [Kaa12, Sec 8.1.8]):

N (x|µ1,Σ1)×N (x|µ2,Σ2) ∝ N (x|µ3,Σ3) (2.154)

where

Σ3 = (Σ−11 +Σ−12 )−1 (2.155)

µ3 = Σ3(Σ
−1
1 µ1 +Σ−12 µ2) (2.156)

We see that the posterior precision is a sum of the individual precisions, and the posterior mean
is a precision-weighted combination of the individual means. We can also rewrite the result in the
following way, which only requires one matrix inversion:

Σ3 = Σ1(Σ1 +Σ2)
−1Σ2 (2.157)

µ3 = Σ2(Σ1 +Σ2)
−1µ1 +Σ1(Σ1 +Σ2)

−1µ2 (2.158)

In the scalar case, this becomes

N (x|µ1, σ
2
1)N (x|µ2, σ

2
2) ∝ N

(
x|µ1σ

2
2 + µ2σ

2
1

σ2
1 + σ2

2

,
σ2
1σ

2
2

σ2
1 + σ2

2

)
(2.159)

2.4 The exponential family

In this section, we define the exponential family, which includes many common probability
distributions. The exponential family plays a crucial role in statistics and machine learning, for
various reasons, including the following:

• The exponential family is the unique family of distributions that has maximum entropy (and
hence makes the least set of assumptions) subject to some user-chosen constraints, as discussed in
Section 2.4.7.

• The exponential family is at the core of GLMs, as discussed in Section 15.1.

• The exponential family is at the core of variational inference, as discussed in Chapter 10.
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• Under certain regularity conditions, the exponential family is the only family of distributions with
finite-sized sufficient statistics, as discussed in Section 2.4.5.

• All members of the exponential family have a conjugate prior [DY79], which simplifies Bayesian
inference of the parameters, as discussed in Section 3.4.

2.4.1 Definition

Consider a family of probability distributions parameterized by η ∈ RK with fixed support over
XD ⊆ RD. We say that the distribution p(x|η) is in the exponential family if its density can be
written in the following way:

p(x|η) ≜ 1

Z(η)
h(x) exp[ηTT (x)] = h(x) exp[ηTT (x)−A(η)] (2.160)

where h(x) is a scaling constant (also known as the base measure, often 1), T (x) ∈ RK are
the sufficient statistics, η are the natural parameters or canonical parameters, Z(η) is
a normalization constant known as the partition function, and A(η) = logZ(η) is the log
partition function. In Section 2.4.3, we show that A is a convex function over the convex set
Ω ≜ {η ∈ RK : A(η) <∞}.

It is convenient if the natural parameters are independent of each other. Formally, we say that an
exponential family is minimal if there is no η ∈ RK \ {0} such that ηTT (x) = 0. This last condition
can be violated in the case of multinomial distributions, because of the sum to one constraint on
the parameters; however, it is easy to reparameterize the distribution using K − 1 independent
parameters, as we show below.

Equation (2.160) can be generalized by defining η = f(ϕ), where ϕ is some other, possibly smaller,
set of parameters. In this case, the distribution has the form

p(x|ϕ) = h(x) exp[f(ϕ)TT (x)−A(f(ϕ))] (2.161)

If the mapping from ϕ to η is nonlinear, we call this a curved exponential family. If η = f(ϕ) = ϕ,
the model is said to be in canonical form. If, in addition, T (x) = x, we say this is a natural
exponential family or NEF. In this case, it can be written as

p(x|η) = h(x) exp[ηTx−A(η)] (2.162)

We define the moment parameters as the mean of the sufficient statistics vector:

m = E [T (x)] (2.163)

We will see some examples below.

2.4.2 Examples

In this section, we consider some common examples of distributions in the exponential family. Each
corresponds to a different way of defining h(x) and T (x) (since Z and hence A are derived from
knowing h and T ).
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2.4.2.1 Bernoulli distribution

The Bernoulli distribution can be written in exponential family form as follows:

Ber(x|µ) = µx(1− µ)1−x (2.164)
= exp[x log(µ) + (1− x) log(1− µ)] (2.165)

= exp[T (x)Tη] (2.166)

where T (x) = [I (x = 1) , I (x = 0)], η = [log(µ), log(1− µ)], and µ is the mean parameter. However,
this is an over-complete representation since there is a linear dependendence between the features.
We can see this as follows:

1TT (x) = I (x = 0) + I (x = 1) = 1 (2.167)

If the representation is overcomplete, η is not uniquely identifiable. It is common to use a minimal
representation, which means there is a unique η associated with the distribution. In this case, we
can just define

Ber(x|µ) = exp

[
x log

(
µ

1− µ

)
+ log(1− µ)

]
(2.168)

We can put this into exponential family form by defining

η = log

(
µ

1− µ

)
(2.169)

T (x) = x (2.170)
A(η) = − log(1− µ) = log(1 + eη) (2.171)
h(x) = 1 (2.172)

We can recover the mean parameter µ from the canonical parameter η using

µ = σ(η) =
1

1 + e−η
(2.173)

which we recognize as the logistic (sigmoid) function.
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2.4.2.2 Categorical distribution

We can represent the discrete distribution with K categories as follows (where xk = I (x = k)):

Cat(x|µ) =
K∏

k=1

µxkk = exp

[
K∑

k=1

xk logµk

]
(2.174)

= exp

[
K−1∑

k=1

xk logµk +

(
1−

K−1∑

k=1

xk

)
log(1−

K−1∑

k=1

µk)

]
(2.175)

= exp

[
K−1∑

k=1

xk log

(
µk

1−∑K−1
j=1 µj

)
+ log(1−

K−1∑

k=1

µk)

]
(2.176)

= exp

[
K−1∑

k=1

xk log

(
µk
µK

)
+ log µK

]
(2.177)

where µK = 1−∑K−1
k=1 µk. We can write this in exponential family form as follows:

Cat(x|η) = exp(ηTT (x)−A(η)) (2.178)

η = [log
µ1

µK
, . . . , log

µK−1
µK

] (2.179)

A(η) = − log(µK) (2.180)
T (x) = [I (x = 1) , . . . , I (x = K − 1)] (2.181)
h(x) = 1 (2.182)

We can recover the mean parameters from the canonical parameters using

µk =
eηk

1 +
∑K−1
j=1 eηj

(2.183)

If we define ηK = 0, we can rewrite this as follows:

µk =
eηk

∑K
j=1 e

ηj
(2.184)

for k = 1 : K. Hence µ = softmax(η), where softmax is the softmax or multinomial logit function in
Equation (15.136). From this, we find

µK = 1−
∑K−1
k=1 eηk

1 +
∑K−1
k=1 eηk

=
1

1 +
∑K−1
k=1 eηk

(2.185)

and hence

A(η) = − log(µK) = log

(
K∑

k=1

eηk

)
(2.186)
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2.4.2.3 Univariate Gaussian

The univariate Gaussian is usually written as follows:

N (x|µ, σ2) =
1

(2πσ2)
1
2

exp[− 1

2σ2
(x− µ)2] (2.187)

=
1

(2π)
1
2

exp[
µ

σ2
x− 1

2σ2
x2 − 1

2σ2
µ2 − log σ] (2.188)

We can put this in exponential family form by defining

η =

(
µ/σ2

− 1
2σ2

)
(2.189)

T (x) =
(
x
x2

)
(2.190)

A(η) =
µ2

2σ2
+ log σ =

−η21
4η2
− 1

2
log(−2η2) (2.191)

h(x) =
1√
2π

(2.192)

The moment parameters are

m = [µ, µ2 + σ2] (2.193)

2.4.2.4 Univariate Gaussian with fixed variance

If we fix σ2 = 1, we can write the Gaussian as a natural exponential family, by defining

η = µ (2.194)
T (x) = x (2.195)

A(µ) =
µ2

2σ2
+ log σ =

µ2

2
(2.196)

h(x) =
1√
2π

exp[−x
2

2
] = N (x|0, 1) (2.197)

Note that this in example, the base measure h(x) is not constant.
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2.4.2.5 Multivariate Gaussian

It is common to parameterize the multivariate normal (MVN) in terms of the mean vector µ and the
covariance matrix Σ. The corresponding pdf is given by

N (x|µ,Σ) =
1

(2π)D/2
√
det(Σ)

exp

(
−1

2
xTΣ−1x+ xTΣ−1µ− 1

2
µTΣ−1µ

)
(2.198)

= c exp

(
xTΣ−1µ− 1

2
xTΣ−1x

)
(2.199)

c ≜
exp(− 1

2µ
TΣ−1µ)

(2π)D/2
√
det(Σ)

(2.200)

However, we can also represent the Gaussian using canonical parameters or natural parame-
ters, also called the information form:

Λ = Σ−1 (2.201)

ξ = Σ−1µ (2.202)

Nc(x|ξ,Λ) ≜ c′ exp

(
xTξ − 1

2
xTΛx

)
(2.203)

c′ =
exp(− 1

2ξ
TΛ−1ξ)

(2π)D/2
√

det(Λ−1)
(2.204)

where we use the notation Nc() to distinguish it from the standard parameterization N (). Here Λ is
called the precision matrix and ξ is the precision-weighted mean vector.

We can convert this to exponential family notation as follows:

Nc(x|ξ,Λ) = (2π)−D/2︸ ︷︷ ︸
h(x)

exp

[
1

2
log |Λ| − 1

2
ξTΛ−1ξ

]

︸ ︷︷ ︸
g(η)

exp

[
−1

2
xTΛx+ xTξ

]
(2.205)

= h(x)g(η) exp

[
−1

2
xTΛx+ xTξ

]
(2.206)

= h(x)g(η) exp


−1

2
(
∑

ij

xixjΛij) + x
Tξ


 (2.207)

= h(x)g(η) exp

[
−1

2
vec(Λ)Tvec(xxT) + xTξ

]
(2.208)

= h(x) exp
[
ηTT (x)−A(η)

]
(2.209)
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where

h(x) = (2π)−D/2 (2.210)

η = [ξ;−1

2
vec(Λ)] = [Σ−1µ;−1

2
vec(Σ−1)] (2.211)

T (x) = [x; vec(xxT)] (2.212)

A(η) = − log g(η) = −1

2
log |Λ|+ 1

2
ξTΛ−1ξ (2.213)

From this, we see that the mean (moment) parameters are given by

m = E [T (x)] = [µ;µµT +Σ] (2.214)

(Note that the above is not a minimal representation, since Λ is a symmetric matrix. We can convert
to minimal form by working with the upper or lower half of each matrix.)

2.4.2.6 Non-examples

Not all distributions of interest belong to the exponential family. For example, the Student distribution
(Section 2.2.2.3) does not belong, since its pdf (Equation (2.30)) does not have the required form.
(However, there is a generalization, known as the ϕ-exponential family [Nau04; Tsa88] which does
include the Student distribution.)

As a more subtle example, consider the uniform distribution, Y ∼ Unif(θ1, θ2). The pdf has the
form

p(y|θ) = 1

θ2 − θ1
I (θ1 ≤ y ≤ θ2) (2.215)

It is tempting to think this is in the exponential family, with h(y) = 1, T (y) = 0, and Z(θ) = θ2− θ1.
However, the support of this distribution (i.e., the set of values Y = {y : p(y) > 0}) depends on the
parameters θ, which violates an assumption of the exponential family.

2.4.3 Log partition function is cumulant generating function

The first and second cumulants of a distribution are its mean E [X] and variance V [X], whereas the
first and second moments are E [X] and E

[
X2
]
. We can also compute higher order cumulants (and

moments). An important property of the exponential family is that derivatives of the log partition
function can be used to generate all the cumulants of the sufficient statistics. In particular, the first
and second cumulants are given by

∇ηA(η) = E [T (x)] (2.216)

∇2
ηA(η) = Cov [T (x)] (2.217)

We prove this result below.
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2.4.3.1 Derivation of the mean

For simplicity, we focus on the 1d case. For the first derivative we have

dA

dη
=

d

dη

(
log

∫
exp(ηT (x))h(x)dx

)
(2.218)

=

d
dη

∫
exp(ηT (x))h(x)dx∫

exp(ηT (x))h(x)dx (2.219)

=

∫
T (x) exp(ηT (x))h(x)dx

exp(A(η))
(2.220)

=

∫
T (x) exp(ηT (x)−A(η))h(x)dx (2.221)

=

∫
T (x)p(x)dx = E [T (x)] (2.222)

For example, consider the Bernoulli distribution. We have A(η) = log(1 + eη), so the mean is given
by

dA

dη
=

eη

1 + eη
=

1

1 + e−η
= σ(η) = µ (2.223)

2.4.3.2 Derivation of the variance

For simplicity, we focus on the 1d case. For the second derivative we have

d2A

dη2
=

d

dη

∫
T (x) exp(ηT (x)−A(η))h(x)dx (2.224)

=

∫
T (x) exp (ηT (x)−A(η))h(x)(T (x)−A′(η))dx (2.225)

=

∫
T (x)p(x)(T (x)−A′(η))dx (2.226)

=

∫
T 2(x)p(x)dx−A′(η)

∫
T (x)p(x)dx (2.227)

= E
[
T 2(X)

]
− E [T (x)]2 = V [T (x)] (2.228)

where we used the fact that A′(η) = dA
dη = E [T (x)]. For example, for the Bernoulli distribution we

have

d2A

dη2
=

d

dη
(1 + e−η)−1 = (1 + e−η)−2e−η (2.229)

=
e−η

1 + e−η
1

1 + e−η
=

1

eη + 1

1

1 + e−η
= (1− µ)µ (2.230)
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2.4.3.3 Connection with the Fisher information matrix

In Section 3.3.4, we show that, under some regularity conditions, the Fisher information matrix
is given by

F(η) ≜ Ep(x|η)
[
∇ log p(x|η)∇ log p(x|η)T

]
= −Ep(x|η)

[
∇2
η log p(x|η)

]
(2.231)

Hence for an exponential family model we have

F(η) = −Ep(x|η)
[
∇2
η(η

TT (x)−A(η))
]
= ∇2

ηA(η) = Cov [T (x)] (2.232)

Thus the Hessian of the log partition function is the same as the FIM, which is the same as the
covariance of the sufficient statistics. See Section 3.3.4.6 for details.

2.4.4 Canonical (natural) vs mean (moment) parameters

Let Ω be the set of normalizable natural parameters:

Ω ≜ {η ∈ RK : Z(η) <∞} (2.233)

We say that an exponential family is regular if Ω is an open set. It can be shown that Ω is a convex
set, and A(η) is a convex function defined over this set.

In Section 2.4.3, we prove that the derivative of the log partition function is equal to the mean of
the sufficient statistics, i.e.,

m = E [T (x)] = ∇ηA(η) (2.234)

The set of valid moment parameters is given by

M = {m ∈ RK : Ep [T (x)] =m} (2.235)

for some distribution p.
We have seen that we can convert from the natural parameters to the moment parameters using

m = ∇ηA(η) (2.236)

If the family is minimal, one can show that

η = ∇mA∗(m) (2.237)

where A∗(m) is the convex conjugate of A:

A∗(m) ≜ sup
η∈Ω

µTη −A(η) (2.238)

Thus the pair of operators (∇A,∇A∗) lets us go back and forth between the natural parameters
η ∈ Ω and the mean parameters m ∈M.

For future reference, note that the Bregman divergences (Section 5.1.10) associated with A and A∗
are as follows:

BA(λ1||λ2) = A(λ1)−A(λ2)− (λ1 − λ2)
T∇λA(λ2) (2.239)

BA∗(µ1||µ2) = A(µ1)−A(µ2)− (µ1 − µ2)
T∇µA(µ2) (2.240)

(2.241)
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2.4.5 MLE for the exponential family

The likelihood of an exponential family model has the form

p(D|η) =
[
N∏

n=1

h(xn)

]
exp

(
ηT[

N∑

n=1

T (xn)]−NA(η)
)
∝ exp

[
ηTT (D)−NA(η)

]
(2.242)

where T (D) are the sufficient statistics:

T (D) = [

N∑

n=1

T1(xn), . . . ,
N∑

n=1

TK(xn)] (2.243)

For example, for the Bernoulli model we have T (D) = [
∑
n I (xn = 1)], and for the univariate

Gaussian, we have T (D) = [
∑
n xn,

∑
n x

2
n].

The Pitman-Koopman-Darmois theorem states that, under certain regularity conditions, the
exponential family is the only family of distributions with finite sufficient statistics. (Here, finite
means a size independent of the size of the dataset.) In other words, for an exponential family with
natural parameters η, we have

p(D|η) = p(T (D)|η) (2.244)

We now show how to use this result to compute the MLE. The log likelihood is given by

log p(D|η) = ηTT (D)−NA(η) + const (2.245)

Since −A(η) is concave in η, and ηTT (D) is linear in η, we see that the log likelihood is concave, and
hence has a unique global maximum. To derive this maximum, we use the fact (shown in Section 2.4.3)
that the derivative of the log partition function yields the expected value of the sufficient statistic
vector:

∇η log p(D|η) = ∇ηηTT (D)−N∇ηA(η) = T (D)−NE [T (x)] (2.246)

For a single data case, this becomes

∇η log p(x|η) = T (x)− E [T (x)] (2.247)

Setting the gradient in Equation (2.246) to zero, we see that at the MLE, the empirical average of
the sufficient statistics must equal the model’s theoretical expected sufficient statistics, i.e., η̂ must
satisfy

E [T (x)] = 1

N

N∑

n=1

T (xn) (2.248)

This is called moment matching. For example, in the Bernoulli distribution, we have T (x) =
I (X = 1), so the MLE satisfies

E [T (x)] = p(X = 1) = µ =
1

N

N∑

n=1

I (xn = 1) (2.249)
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2.4.6 Exponential dispersion family

In this section, we consider a slight extension of the natural exponential family known as the
exponential dispersion family. This will be useful when we discuss GLMs in Section 15.1. For a
scalar variable, this has the form

p(x|η, σ2) = h(x, σ2) exp

[
ηx−A(η)

σ2

]
(2.250)

Here σ2 is called the dispersion parameter. For fixed σ2, this is a natural exponential family.

2.4.7 Maximum entropy derivation of the exponential family

Suppose we want to find a distribution p(x) to describe some data, where all we know are the
expected values (Fk) of certain features or functions fk(x):
∫
dx p(x)fk(x) = Fk (2.251)

For example, f1 might compute x, f2 might compute x2, making F1 the empirical mean and F2 the
empirical second moment. Our prior belief in the distribution is q(x).

To formalize what we mean by “least number of assumptions”, we will search for the distribution
that is as close as possible to our prior q(x), in the sense of KL divergence (Section 5.1), while
satisfying our constraints.

If we use a uniform prior, q(x) ∝ 1, minimizing the KL divergence is equivalent to maximizing the
entropy (Section 5.2). The result is called a maximum entropy model.

To minimize KL subject to the constraints in Equation (2.251), and the constraint that p(x) ≥ 0
and

∑
x p(x) = 1, we need to use Lagrange multipliers. The Lagrangian is given by

J(p,λ) = −
∑

x

p(x) log
p(x)

q(x)
+ λ0

(
1−

∑

x

p(x)

)
+
∑

k

λk

(
Fk −

∑

x

p(x)fk(x)

)
(2.252)

We can use the calculus of variations to take derivatives wrt the function p, but we will adopt a
simpler approach and treat p as a fixed length vector (since we are assuming that x is discrete).
Then we have

∂J

∂pc
= −1− log

p(x = c)

q(x = c)
− λ0 −

∑

k

λkfk(x = c) (2.253)

Setting ∂J
∂pc

= 0 for each c yields

p(x) =
q(x)

Z
exp

(
−
∑

k

λkfk(x)

)
(2.254)

where we have defined Z ≜ e1+λ0 . Using the sum-to-one constraint, we have

1 =
∑

x

p(x) =
1

Z

∑

x

q(x) exp

(
−
∑

k

λkfk(x)

)
(2.255)
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Figure 2.11: Illustration of injective and surjective functions.

Hence the normalization constant is given by

Z =
∑

x

q(x) exp

(
−
∑

k

λkfk(x)

)
(2.256)

This has exactly the form of the exponential family, where f(x) is the vector of sufficient statistics,
−λ are the natural parameters, and q(x) is our base measure.

For example, if the features are f1(x) = x and f2(x) = x2, and we want to match the first and
second moments, we get the Gaussian disribution.

2.5 Transformations of random variables

Suppose x ∼ px(x) is some random variable, and y = f(x) is some deterministic transformation of
it. In this section, we discuss how to compute py(y).

2.5.1 Invertible transformations (bijections)

Let f be a bijection that maps Rn to Rn. (A bijection is a function that is injective, or one-to-one,
and surjective, as illustrated in Figure 2.11; this means that the function has a well-defined inverse.)
Suppose we want to compute the pdf of y = f(x). The change of variables formula tells us that

py(y) = px
(
f−1(y)

) ∣∣det
[
Jf−1(y)

] ∣∣ (2.257)

where Jf−1(y) is the Jacobian of the inverse mapping f−1 evaluated at y, and |detJ| is the absolute
value of the determinant of J. In other words,

Jf−1(y) =




∂x1

∂y1
· · · ∂x1

∂yn
...

∂xn
∂y1

· · · ∂xn
∂yn


 (2.258)
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Figure 2.12: Example of the transformation of a density under a nonlinear transform. Note how the mode of
the transformed distribution is not the transform of the original mode. Adapted from Exercise 1.4 of [Bis06].
Generated by bayes_change_of_var.ipynb.

If the Jacobian matrix is triangular, the determinant reduces to a product of the terms on the main
diagonal:

det(J) =

n∏

i=1

∂xi
∂yi

(2.259)

2.5.2 Monte Carlo approximation

Sometime it is difficult to compute the Jacobian. In this case, we can make a Monte Carlo
approximation, by drawing S samples xs ∼ p(x), computing ys = f(xs), and then constructing the
empirical pdf

pD(y) =
1

S

S∑

s=1

δ(y − ys) (2.260)

For example, let x ∼ N (6, 1) and y = f(x), where f(x) = 1
1+exp(−x+5) . We can approximate p(y)

using Monte Carlo, as shown in Figure 2.12.

2.5.3 Probability integral transform

Suppose that X is a random variable with cdf PX . Let Y (X) = PX(X) be a transformation of
X. We now show that Y has a uniform distribution, a result known as the probability integral
transform (PIT):

PY (y) = Pr(Y ≤ y) = Pr(PX(X) ≤ y) (2.261)

= Pr(X ≤ P−1X (y)) = PX(P−1X (y)) = y (2.262)

For example, in Figure 2.13, we show various distributions with pdf’s pX on the left column. We
sample from these, to get xn ∼ px. Next we compute the empirical cdf of Y = PX(X), by computing
yn = PX(xn) and then sorting the values; the results, shown in the middle column, show that this
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Figure 2.13: Illustration of the probability integral transform. Left column: 3 different pdf’s for p(X) from
which we sample xn ∼ p(x). Middle column: empirical cdf of yn = PX(xn). Right column: empirical
pdf of p(yn) using a kernel density estimate. Adapted from Figure 11.17 of [MKL11]. Generated by
ecdf_sample.ipynb.

distribution is uniform. We can also approximate the pdf of Y by using kernel density estimation;
this is shown in the right column, and we see that it is (approximately) flat.

We can use the PIT to test if a set of samples come from a given distribution using the Kol-
mogorov–Smirnov test. To do this, we plot the empirical cdf of the samples and the theoretical
cdf of the distribution, and compute the maximum distance between these two curves, as illustrated
in Figure 2.14. Formally, the KS statistic is defined as

Dn = max
x
|Pn(x)− P (x)| (2.263)

where n is the sample size, Pn is the empirical cdf, and P is the theoretical cdf. The value Dn should
approach 0 (as n→∞) if the samples are drawn from P .

Another application of the PIT is to generate samples from a distribution: if we have a way to
sample from a uniform distribution, un ∼ Unif(0, 1), we can convert this to samples from any other
distribution with cdf PX by setting xn = P−1X (un).

2.6 Markov chains

Suppose that xt captures all the relevant information about the state of the system. This means it is
a sufficient statistic for predicting the future given the past, i.e.,

p(xt+τ |xt,x1:t−1) = p(xt+τ |xt) (2.264)
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Figure 2.14: Illustration of the Kolmogorov–Smirnov statistic. The red line is a model cdf, the blue line
is an empirical cdf, and the black arrow is the K–S statistic. From https: // en. wikipedia. org/ wiki/
Kolmogorov_ Smirnov_ test . Used with kind permission of Wikipedia author Bscan.

for any τ ≥ 0. This is called the Markov assumption. In this case, we can write the joint
distribution for any finite length sequence as follows:

p(x1:T ) = p(x1)p(x2|x1)p(x3|x2)p(x4|x3) . . . = p(x1)

T∏

t=2

p(xt|xt−1) (2.265)

This is called a Markov chain or Markov model. Below we cover some of the basics of this topic;
more details on the theory can be found in [Kun20].

2.6.1 Parameterization

In this section, we discuss how to represent a Markov model parametrically.

2.6.1.1 Markov transition kernels

The conditional distribution p(xt|xt−1) is called the transition function, transition kernel, or
Markov kernel. This is just a conditional distribution over the states at time t given the state at
time t− 1, and hence it satisfies the conditions p(xt|xt−1) ≥ 0 and

∫
x∈X dx p(xt = x|xt−1) = 1.

If we assume the transition function p(xt|x1:t−1) is independent of time, then the model is said
to be homogeneous, stationary, or time-invariant. This is an example of parameter tying,
since the same parameter is shared by multiple variables. This assumption allows us to model an
arbitrary number of variables using a fixed number of parameters. We will make the time-invariant
assumption throughout the rest of this section.

2.6.1.2 Markov transition matrices

In this section, we assume that the variables are discrete, so Xt ∈ {1, . . . ,K}. This is called a
finite-state Markov chain. In this case, the conditional distribution p(Xt|Xt−1) can be written
as a K ×K matrix A, known as the transition matrix, where Aij = p(Xt = j|Xt−1 = i) is the
probability of going from state i to state j. Each row of the matrix sums to one,

∑
j Aij = 1, so this

is called a stochastic matrix.
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Figure 2.15: State transition diagrams for some simple Markov chains. Left: a 2-state chain. Right: a 3-state
left-to-right chain.

A stationary, finite-state Markov chain is equivalent to a stochastic automaton. It is common
to visualize such automata by drawing a directed graph, where nodes represent states and arrows
represent legal transitions, i.e., non-zero elements of A. This is known as a state transition
diagram. The weights associated with the arcs are the probabilities. For example, the following
2-state chain

A =

(
1− α α
β 1− β

)
(2.266)

is illustrated in Figure 2.15(a). The following 3-state chain

A =



A11 A12 0
0 A22 A23

0 0 1


 (2.267)

is illustrated in Figure 2.15(b). This is called a left-to-right transition matrix.
The Aij element of the transition matrix specifies the probability of getting from i to j in one step.

The n-step transition matrix A(n) is defined as

Aij(n) ≜ p(Xt+n = j|Xt = i) (2.268)

which is the probability of getting from i to j in exactly n steps. Obviously A(1) = A. The
Chapman-Kolmogorov equations state that

Aij(m+ n) =

K∑

k=1

Aik(m)Akj(n) (2.269)

In words, the probability of getting from i to j in m+ n steps is just the probability of getting from
i to k in m steps, and then from k to j in n steps, summed up over all k. We can write the above as
a matrix multiplication

A(m+ n) = A(m)A(n) (2.270)

Hence

A(n) = A A(n− 1) = A A A(n− 2) = · · · = An (2.271)

Thus we can simulate multiple steps of a Markov chain by “powering up” the transition matrix.
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christians first inhabit wherein thou hast forgive if a man childless and of laying of core these
are the heavens shall reel to and fro to seek god they set their horses and children of israel

Figure 2.16: Example output from an 10-gram character-level Markov model trained on the King James Bible.
The prefix “christians” is given to the model. Generated by ngram_character_demo.ipynb.

2.6.1.3 Higher-order Markov models

The first-order Markov assumption is rather strong. Fortunately, we can easily generalize first-order
models to depend on the last n observations, thus creating a model of order (memory length) n:

p(x1:T ) = p(x1:n)

T∏

t=n+1

p(xt|xt−n:t−1) (2.272)

This is called a Markov model of order n. If n = 1, this is called a bigram model, since we need
to represent pairs of characters, p(xt|xt−1). If n = 2, this is called a trigram model, since we need
to represent triples of characters, p(xt|xt−1,xt−2). In general, this is called an n-gram model.

Note, however, we can always convert a higher order Markov model to a first order one by defining
an augmented state space that contains the past n observations. For example, if n = 2, we define
x̃t = (xt−1,xt) and use

p(x̃1:T ) = p(x̃2)

T∏

t=3

p(x̃t|x̃t−1) = p(x1,x2)

T∏

t=3

p(xt|xt−1,xt−2) (2.273)

Therefore we will just focus on first-order models throughout the rest of this section.

2.6.2 Application: language modeling

One important application of Markov models is to create language models (LM), which are models
which can generate (or score) a sequence of words. When we use a finite-state Markov model with
a memory of length m = n − 1, it is called an n-gram model. For example, if m = 1, we get a
unigram model (no dependence on previous words); if m = 2, we get a bigram model (depends
on previous word); if m = 3, we get a trigram model (depends on previous two words); etc. See
Figure 2.16 for some generated text.

These days, most LMs are built using recurrent neural nets (see Section 16.3.4), which have
unbounded memory. However, simple n-gram models can still do quite well when trained with enough
data [Che17].

Language models have various applications, such as priors for spelling correction (see Section 29.3.3)
or automatic speech recognition. In addition, conditional language models can be used to generate
sequences given inputs, such as mapping one language to another, or an image to a sequence, etc.

2.6.3 Parameter estimation

In this section, we discuss how to estimate the parameters of a Markov model.
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Figure 2.17: (a) Hinton diagram showing character bigram counts as estimated from H. G. Wells’s book
The Time Machine. Characters are sorted in decreasing unigram frequency; the first one is a space character.
The most frequent bigram is ’e-’, where - represents space. (b) Same as (a) but each row is normalized across
the columns. Generated by bigram_hinton_diagram.ipynb.

2.6.3.1 Maximum likelihood estimation

The probability of any particular sequence of length T is given by

p(x1:T |θ) = π(x1)A(x1, x2) . . . A(xT−1, xT ) (2.274)

=

K∏

j=1

(πj)
I(x1=j)

T∏

t=2

K∏

j=1

K∏

k=1

(Ajk)
I(xt=k,xt−1=j) (2.275)

Hence the log-likelihood of a set of sequences D = (x1, . . . ,xN ), where xi = (xi1, . . . , xi,Ti) is a
sequence of length Ti, is given by

log p(D|θ) =
N∑

i=1

log p(xi|θ) =
∑

j

N1
j log πj +

∑

j

∑

k

Njk logAjk (2.276)

where we define the following counts:

N1
j ≜

N∑

i=1

I (xi1 = j) , Njk ≜
N∑

i=1

Ti−1∑

t=1

I (xi,t = j, xi,t+1 = k) , Nj =
∑

k

Njk (2.277)

By adding Lagrange multipliers to enforce the sum to one constraints, one can show (see e.g., [Mur22,
Sec 4.2.4]) that the MLE is given by the normalized counts:

π̂j =
N1
j∑

j′ N
1
j′
, Âjk =

Njk
Nj

(2.278)

We often replace N1
j , which is how often symbol j is seen at the start of a sequence, by Nj , which is

how often symbol j is seen anywhere in a sequence. This lets us estimate parameters from a single
sequence.
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The counts Nj are known as unigram statistics, and Njk are known as bigram statistics. For
example, Figure 2.17 shows some 2-gram counts for the characters {a, . . . , z,−} (where - represents
space) as estimated from H. G. Wells’s book The Time Machine.

2.6.3.2 Sparse data problem

When we try to fit n-gram models for large n, we quickly encounter problems with overfitting due
to data sparsity. To see that, note that many of the estimated counts Njk will be 0, since now j
indexes over discrete contexts of size Kn−1, which will become increasingly rare. Even for bigram
models (n = 2), problems can arise if K is large. For example, if we have K ∼ 50, 000 words in our
vocabulary, then a bi-gram model will have about 2.5 billion free parameters, corresponding to all
possible word pairs. It is very unlikely we will see all of these in our training data. However, we do
not want to predict that a particular word string is totally impossible just because we happen not to
have seen it in our training text — that would be a severe form of overfitting.9

A “brute force” solution to this problem is to gather lots and lots of data. For example, Google
has fit n-gram models (for n = 1 : 5) based on one trillion words extracted from the web. Their data,
which is over 100GB when uncompressed, is publically available.10 Although such an approach can
be surprisingly successful (as discussed in [HNP09]), it is rather unsatisfying, since humans are able
to learn language from much less data (see e.g., [TX00]).

2.6.3.3 MAP estimation

A simple solution to the sparse data problem is to use MAP estimation with a uniform Dirichlet
prior, Aj: ∼ Dir(α1). In this case, the MAP estimate becomes

Âjk =
Njk + α

Nj +Kα
(2.279)

If α = 1, this is called add-one smoothing.
The main problem with add-one smoothing is that it assumes that all n-grams are equally likely,

which is not very realistic. We discuss a more sophisticated approach, based on hierarchical Bayes,
in Section 3.7.3.

2.6.4 Stationary distribution of a Markov chain

Suppose we continually draw consecutive samples from a Markov chain. In the case of a finite state
space, we can think of this as “hopping” from one state to another. We will tend to spend more
time in some states than others, depending on the transition graph. The long term distribution over
states is known as the stationary distribution of the chain. In this section, we discuss some of the
relevant theory. In Chapter 12, we discuss an important application, known as MCMC, which is a way
to generate samples from hard-to-normalize probability distributions. In Supplementary Section 2.2

9. A famous example of an improbable, but syntactically valid, English word string, due to Noam Chomsky [Cho57], is
“colourless green ideas sleep furiously”. We would not want our model to predict that this string is impossible. Even
ungrammatical constructs should be allowed by our model with a certain probability, since people frequently violate
grammatical rules, especially in spoken language.
10. See http://googleresearch.blogspot.com/2006/08/all-our-n-gram-are-belong-to-you.html for details.
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Figure 2.18: Some Markov chains. (a) A 3-state aperiodic chain. (b) A reducible 4-state chain.

we consider Google’s PageRank algorithm for ranking web pages, which also leverages the concept of
stationary distributions.

2.6.4.1 What is a stationary distribution?

Let Aij = p(Xt = j|Xt−1 = i) be the one-step transition matrix, and let πt(j) = p(Xt = j) be the
probability of being in state j at time t.

If we have an initial distribution over states of π0, then at time 1 we have

π1(j) =
∑

i

π0(i)Aij (2.280)

or, in matrix notation, π1 = π0A, where we have followed the standard convention of assuming π is
a row vector, so we post-multiply by the transition matrix.

Now imagine iterating these equations. If we ever reach a stage where π = πA, then we say we
have reached the stationary distribution (also called the invariant distribution or equilibrium
distribution). Once we enter the stationary distribution, we will never leave.

For example, consider the chain in Figure 2.18(a). To find its stationary distribution, we write

(
π1 π2 π3

)
=
(
π1 π2 π3

)


1−A12 −A13 A12 A13

A21 1−A21 −A23 A23

A31 A32 1−A31 −A32


 (2.281)

Hence π1(A12 +A13) = π2A21 + π3A31. In general, we have

πi
∑

j ̸=i
Aij =

∑

j ̸=i
πjAji (2.282)

In other words, the probability of being in state i times the net flow out of state i must equal the
probability of being in each other state j times the net flow from that state into i. These are called
the global balance equations. We can then solve these equations, subject to the constraint that∑
j πj = 1, to find the stationary distribution, as we discuss below.

2.6.4.2 Computing the stationary distribution

To find the stationary distribution, we can just solve the eigenvector equation ATv = v, and then
to set π = vT, where v is an eigenvector with eigenvalue 1. (We can be sure such an eigenvector
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exists, since A is a row-stochastic matrix, so A1 = 1; also recall that the eigenvalues of A and AT

are the same.) Of course, since eigenvectors are unique only up to constants of proportionality, we
must normalize v at the end to ensure it sums to one.

Note, however, that the eigenvectors are only guaranteed to be real-valued if all entries in the
matrix are strictly positive, Aij > 0 (and hence Aij < 1, due to the sum-to-one constraint). A more
general approach, which can handle chains where some transition probabilities are 0 or 1 (such as
Figure 2.18(a)), is as follows. We have K constraints from π(I−A) = 0K×1 and 1 constraint from
π1K×1 = 1. Hence we have to solve πM = r, where M = [I−A,1] is a K × (K + 1) matrix, and
r = [0, 0, . . . , 0, 1] is a 1× (K + 1) vector. However, this is overconstrained, so we will drop the last
column of I−A in our definition of M, and drop the last 0 from r. For example, for a 3 state chain
we have to solve this linear system:

(
π1 π2 π3

)


1−A11 −A12 1
−A21 1−A22 1
−A31 −A32 1


 =

(
0 0 1

)
(2.283)

For the chain in Figure 2.18(a) we find π = [0.4, 0.4, 0.2]. We can easily verify this is correct, since
π = πA.

Unfortunately, not all chains have a stationary distribution, as we explain below.

2.6.4.3 When does a stationary distribution exist?

Consider the 4-state chain in Figure 2.18(b). If we start in state 4, we will stay there forever, since
4 is an absorbing state. Thus π = (0, 0, 0, 1) is one possible stationary distribution. However,
if we start in 1 or 2, we will oscillate between those two states forever. So π = (0.5, 0.5, 0, 0) is
another possible stationary distribution. If we start in state 3, we could end up in either of the above
stationary distributions with equal probability. The corresponding transition graph has two disjoint
connected components.

We see from this example that a necessary condition to have a unique stationary distribution is
that the state transition diagram be a singly connected component, i.e., we can get from any state to
any other state. Such chains are called irreducible.

Now consider the 2-state chain in Figure 2.15(a). This is irreducible provided α, β > 0. Suppose
α = β = 0.9. It is clear by symmetry that this chain will spend 50% of its time in each state. Thus
π = (0.5, 0.5). But now suppose α = β = 1. In this case, the chain will oscillate between the two
states, but the long-term distribution on states depends on where you start from. If we start in state
1, then on every odd time step (1,3,5,...) we will be in state 1; but if we start in state 2, then on
every odd time step we will be in state 2.

This example motivates the following definition. Let us say that a chain has a limiting distribution
if πj = limn→∞Anij exists and is independent of the starting state i, for all j. If this holds, then the
long-run distribution over states will be independent of the starting state:

p(Xt = j) =
∑

i

p(X0 = i)Aij(t)→ πj as t→∞ (2.284)

Let us now characterize when a limiting distribution exists. Define the period of state i to be
d(i) ≜ gcd{t : Aii(t) > 0}, where gcd stands for greatest common divisor, i.e., the largest integer
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that divides all the members of the set. For example, in Figure 2.18(a), we have d(1) = d(2) =
gcd(2, 3, 4, 6, ...) = 1 and d(3) = gcd(3, 5, 6, ...) = 1. We say a state i is aperiodic if d(i) = 1. (A
sufficient condition to ensure this is if state i has a self-loop, but this is not a necessary condition.)
We say a chain is aperiodic if all its states are aperiodic. One can show the following important
result:

Theorem 2.6.1. Every irreducible (singly connected), aperiodic finite state Markov chain has a
limiting distribution, which is equal to π, its unique stationary distribution.

A special case of this result says that every regular finite state chain has a unique stationary
distribution, where a regular chain is one whose transition matrix satisfies Anij > 0 for some integer
n and all i, j, i.e., it is possible to get from any state to any other state in n steps. Consequently, after
n steps, the chain could be in any state, no matter where it started. One can show that sufficient
conditions to ensure regularity are that the chain be irreducible (singly connected) and that every
state have a self-transition.

To handle the case of Markov chains whose state space is not finite (e.g, the countable set of all
integers, or all the uncountable set of all reals), we need to generalize some of the earlier definitions.
Since the details are rather technical, we just briefly state the main results without proof. See e.g.,
[GS92] for details.

For a stationary distribution to exist, we require irreducibility (singly connected) and aperiodicity,
as before. But we also require that each state is recurrent, which means that you will return to
that state with probability 1. As a simple example of a non-recurrent state (i.e., a transient state),
consider Figure 2.18(b): state 3 is transient because one immediately leaves it and either spins around
state 4 forever, or oscillates between states 1 and 2 forever. There is no way to return to state 3.

It is clear that any finite-state irreducible chain is recurrent, since you can always get back to where
you started from. But now consider an example with an infinite state space. Suppose we perform
a random walk on the integers, X = {. . . ,−2,−1, 0, 1, 2, . . .}. Let Ai,i+1 = p be the probability of
moving right, and Ai,i−1 = 1− p be the probability of moving left. Suppose we start at X1 = 0. If
p > 0.5, we will shoot off to +∞; we are not guaranteed to return. Similarly, if p < 0.5, we will shoot
off to −∞. So in both cases, the chain is not recurrent, even though it is irreducible. If p = 0.5, we
can return to the initial state with probability 1, so the chain is recurrent. However, the distribution
keeps spreading out over a larger and larger set of the integers, so the expected time to return is
infinite. This prevents the chain from having a stationary distribution.

More formally, we define a state to be non-null recurrent if the expected time to return to this
state is finite. We say that a state is ergodic if it is aperiodic, recurrent, and non-null. We say that
a chain is ergodic if all its states are ergodic. With these definitions, we can now state our main
theorem:

Theorem 2.6.2. Every irreducible, ergodic Markov chain has a limiting distribution, which is equal
to π, its unique stationary distribution.

This generalizes Theorem 2.6.1, since for irreducible finite-state chains, all states are recurrent and
non-null.

2.6.4.4 Detailed balance

Establishing ergodicity can be difficult. We now give an alternative condition that is easier to verify.
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We say that a Markov chain A is time reversible if there exists a distribution π such that

πiAij = πjAji (2.285)

These are called the detailed balance equations. This says that the flow from i to j must equal
the flow from j to i, weighted by the appropriate source probabilities.

We have the following important result.

Theorem 2.6.3. If a Markov chain with transition matrix A is regular and satisfies the detailed
balance equations wrt distribution π, then π is a stationary distribution of the chain.

Proof. To see this, note that
∑

i

πiAij =
∑

i

πjAji = πj
∑

i

Aji = πj (2.286)

and hence π = Aπ.

Note that this condition is sufficient but not necessary (see Figure 2.18(a) for an example of a
chain with a stationary distribution which does not satisfy detailed balance).

2.7 Divergence measures between probability distributions

In this section, we discuss various ways to compare two probability distributions, P and Q, defined
on the same space. For example, suppose the distributions are defined in terms of samples, X =
{x1, . . . ,xN} ∼ P and X ′ = {x̃1, . . . , x̃M} ∼ Q. Determining if the samples come from the same
distribution is known as a two-sample test (see Figure 2.19 for an illustration). This can be
computed by defining some suitable divergence metric D(P,Q) and comparing it to a threshold.
(We use the term “divergence” rather than distance since we will not require D to be symmetric.)
Alternatively, suppose P is an empirical distribution of data, and Q is the distribution induced
by a model. We can check how well the model approximates the data by comparing D(P,Q) to a
threshold; this is called a goodness-of-fit test.

There are two main ways to compute the divergence between a pair of distributions: in terms of
their difference, P −Q (see e.g., [Sug+13]) or in terms of their ratio, P/Q (see e.g., [SSK12]). We
briefly discuss both of these below. (Our presentation is based, in part, on [GSJ19].)

2.7.1 f-divergence

In this section, we compare distributions in terms of their density ratio r(x) = p(x)/q(x). In
particular, consider the f-divergence [Mor63; AS66; Csi67; LV06; CS04], which is defined as follows:

Df (p||q) =
∫
q(x)f

(
p(x)

q(x)

)
dx (2.287)

where f : R+ → R is a convex function satisfying f(1) = 0. From Jensen’s inequality (Section 5.1.2.2),
it follows that Df (p||q) ≥ 0, and obviously Df (p||p) = 0, so Df is a valid divergence. Below we
discuss some important special cases of f -divergences. (Note that f -divergences are also called
ϕ-divergences.)
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(a) (b)

Figure 2.19: Samples from two distributions which are (a) different and (b) similar. From a figure from
[GSJ19]. Used with kind permission of Arthur Gretton.
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Figure 2.20: The Gaussian q which minimizes α-divergence to p (a mixture of two Gaussians), for varying α.
From Figure 1 of [Min05]. Used with kind permission of Tom Minka.

2.7.1.1 KL divergence

Suppose we compute the f -divergence using f(r) = r log(r). In this case, we get a quantity called
the Kullback Leibler divergence, defined as follows:

DKL (p ∥ q) =
∫
p(x) log

p(x)

q(x)
dx (2.288)

See Section 5.1 for more details.

2.7.1.2 Alpha divergence

If f(x) = 4
1−α2 (1− x

1+α
2 ), the f -divergence becomes the alpha divergence [Ama09], which is as

follows:

DA
α (p||q) ≜

4

1− α2

(
1−

∫
p(x)(1+α)/2q(x)(1−α)/2dx

)
(2.289)

where we assume α ̸= ±1. Another common parameterization, and the one used by Minka in [Min05],
is as follows:

DM
α (p||q) = 1

α(1− α)

(
1−

∫
p(x)αq(x)1−αdx

)
(2.290)

This can be converted to Amari’s notation using DA
α′ = DM

α where α′ = 2α− 1. (We will use the
Minka convention.)
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We see from Figure 2.20 that as α→ −∞, q prefers to match one mode of p, whereas when α→∞,
q prefers to cover all of p. More precisely, one can show that as α→ 0, the alpha divergence tends
towards DKL (q ∥ p), and as α → 1, the alpha divergence tends towards DKL (p ∥ q). Also, when
α = 0.5, the alpha divergence equals the Hellinger distance (Section 2.7.1.3).

2.7.1.3 Hellinger distance

The (squared) Hellinger distance is defined as follows:

D2
H(p||q) ≜ 1

2

∫ (
p(x)

1
2 − q(x) 1

2

)2
dx = 1−

∫ √
p(x)q(x)dx (2.291)

This is a valid distance metric, since it is symmetric, nonnegative, and satisfies the triangle inequality.
We see that this is equal (up to constant factors) to the f -divergence with f(r) = (

√
r− 1)2, since

∫
dx q(x)

(
p

1
2 (x)

q
1
2 (x)

− 1

)2

=

∫
dx q(x)

(
p

1
2 (x)− q 1

2 (x)

q
1
2 (x)

)2

=

∫
dx

(
p

1
2 (x)− q 1

2 (x)
)2

(2.292)

2.7.1.4 Chi-squared distance

The chi-squared distance χ2 is defined by

χ2(p, q) ≜
1

2

∫
(q(x)− p(x))2

q(x)
dx (2.293)

This is equal (up to constant factors) to an f -divergence where f(r) = (r − 1)2, since
∫
dx q(x)

(
p(x)

q(x)
− 1

)2

=

∫
dx q(x)

(
p(x)− q(x)

q(x)

)2

=

∫
dx

1

q(x)
(p(x)− q(x))2 (2.294)

2.7.2 Integral probability metrics

In this section, we compute the divergence between two distributions in terms of P −Q using an
integral probability metric or IPM [Sri+09]. This is defined as follows:

DF (P,Q) ≜ sup
f∈F
|Ep(x) [f(x)]− Eq(x′) [f(x

′)] | (2.295)

where F is some class of “smooth” functions. The function f that maximizes the difference between
these two expectations is called the witness function. See Figure 2.21 for an illustration.

There are several ways to define the function class F . One approach is to use an RKHS, defined in
terms of a positive definite kernel function; this gives rise to the method known as maximum mean
discrepancy or MMD. See Section 2.7.3 for details.

Another approach is to define F to be the set of functions that have bounded Lipschitz constant,
i.e., F = {||f ||L ≤ 1}, where

||f ||L = sup
x̸=x′

|f(x)− f(x′)|
||x− x′|| (2.296)
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(a) (b)

Figure 2.21: A smooth witness function for comparing two distributions which are (a) different and (b)
similar. From a figure from [GSJ19]. Used with kind permission of Arthur Gretton.

The IPM in this case is equal to the Wasserstein-1 distance

W1(P,Q) ≜ sup
||f ||L≤1

|Ep(x) [f(x)]− Eq(x′) [f(x
′)] | (2.297)

See Section 6.8.2.4 for details.

2.7.3 Maximum mean discrepancy (MMD)

In this section, we describe the maximum mean discrepancy or MMD method of [Gre+12],
which defines a discrepancy measure D(P,Q) using samples from the two distributions. The samples
are compared using positive definite kernels (Section 18.2), which can handle high-dimensional
inputs. This approach can be used to define two-sample tests, and to train implicit generative models
(Section 26.2.4).

2.7.3.1 MMD as an IPM

The MMD is an integral probability metric (Section 2.7.2) of the form

MMD(P,Q;F) = sup
f∈F :||f ||≤1

[
Ep(x) [f(x)]− Eq(x′) [f(x

′)]
]

(2.298)

where F is an RKHS (Section 18.3.7.1) defined by a positive definite kernel function K. We can
represent functions in this set as an infinite sum of basis functions

f(x) = ⟨f, ϕ(x)⟩F =

∞∑

l=1

flϕl(x) (2.299)

We restrict the set of witness functions f to be those that are in the unit ball of this RKHS, so
||f ||2F =

∑∞
l=1 f

2
l ≤ 1. By the linearity of expectation, we have

Ep(x) [f(x)] = ⟨f,Ep(x) [ϕ(x)]⟩F = ⟨f,µP ⟩F (2.300)
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where µP is called the kernel mean embedding of distribution P [Mua+17]. Hence

MMD(P,Q;F) = sup
||f ||≤1

⟨f,µP − µQ⟩F =
µP − µQ
||µP − µQ||

(2.301)

since the unit vector f that maximizes the inner product is parallel to the difference in feature means.
To get some intuition, suppose ϕ(x) = [x, x2]. In this case, the MMD computes the difference in

the first two moments of the two distributions. This may not be enough to distinguish all possible
distributions. However, using a Gaussian kernel is equivalent to comparing two infinitely large feature
vectors, as we show in Section 18.2.6, and hence we are effectively comparing all the moments of the
two distributions. Indeed, one can show that MMD=0 iff P = Q, provided we use a non-degenerate
kernel.

2.7.3.2 Computing the MMD using the kernel trick

In this section, we describe how to compute Equation (2.301) in practice, given two sets of samples,
X = {xn}Nn=1 and X ′ = {x′m}Mm=1, where xn ∼ P and x′m ∼ Q. Let µP = 1

N

∑N
n=1 ϕ(xn) and

µQ = 1
M

∑M
m=1 ϕ(x

′
m) be empirical estimates of the kernel mean embeddings of the two distributions.

Then the squared MMD is given by

MMD2(X ,X ′) ≜ || 1
N

N∑

n=1

ϕ(xn)−
1

M

M∑

m=1

ϕ(x′m)||2 (2.302)

=
1

N2

N∑

n=1

N∑

n′=1

ϕ(xn)
Tϕ(xn′)− 2

NM

N∑

n=1

M∑

m=1

ϕ(xn)
Tϕ(x′m)

+
1

M2

M∑

m=1

M∑

m′=1

ϕ(x′m′)Tϕ(x′m) (2.303)

Since Equation (2.303) only involves inner products of the feature vectors, we can use the kernel
trick (Section 18.2.5) to rewrite the above as follows:

MMD2(X ,X ′) = 1

N2

N∑

n=1

N∑

n′=1

K(xn,xn′)− 2

NM

N∑

n=1

M∑

m=1

K(xn,x′m) +
1

M2

M∑

m=1

M∑

m′=1

K(x′m,x′m′)

(2.304)

2.7.3.3 Linear time computation

The MMD takes O(N2) time to compute, where N is the number of samples from each distribution.
In [Chw+15], they present a different test statistic called the unnormalized mean embedding or
UME, that can be computed in O(N) time.

The key idea is to notice that evaluating

witness2(v) = (µQ(v)− µP (v))2 (2.305)
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(a) (b) (c)

Figure 2.22: Effect of decreasing the bandwidth parameter σ on the witness function defined by a Gaussian
kernel. From a figure from [GSJ19]. Used with kind permission of Dougal Sutherland.

at a set of test locations v1, . . . ,vJ is enough to detect a difference between P and Q. Hence we
define the (squared) UME as follows:

UME2(P,Q) =
1

J

J∑

j=1

[
µP (vj)− µQ(vj)

]2 (2.306)

where µP (v) = Ep(x) [K(x,v)] can be estimated empirically in O(N) time, and similarly for µQ(v).
A normalized version of UME, known as NME, is presented in [Jit+16]. By maximizing NME wrt

the locations vj , we can maximize the statistical power of the test, and find locations where P and
Q differ the most. This provides an interpretable two-sample test for high dimensional data.

2.7.3.4 Choosing the right kernel

The effectiveness of MMD (and UME) obviously crucially depends on the right choice of kernel. Even
for distiguishing 1d samples, the choice of kernel can be very important. For example, consider a
Gaussian kernel, Kσ(x,x′) = exp(− 1

2σ2 ||x− x′||2). The effect of changing σ in terms of the ability
to distinguish two different sets of 1d samples is shown in Figure 2.22. Fortunately, the MMD is
differentiable wrt the kernel parameters, so we can choose the optimal σ2 so as to maximize the power
of the test [Sut+17]. (See also [Fla+16] for a Bayesian approach, which maximizes the marginal
likelihood of a GP representation of the kernel mean embedding.)

For high-dimensional data such as images, it can be useful to use a pre-trained CNN model as a
way to compute low-dimensional features. For example, we can define K(x,x′) = Kσ(h(x),h(x′)),
where h is some hidden layer of a CNN. such as the “inception” model of [Sze+15a]. The resulting
MMD metric is known as the kernel inception distance [Biń+18]. This is similar to the Fréchet
inception distance [Heu+17a], but has nicer statistical properties, and is better correlated with
human perceptual judgement [Zho+19a].
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Figure 2.23: Summary of the two main kinds of divergence measures between two probability distributions P
and Q. From a figure from [GSJ19]. Used with kind permission of Arthur Gretton.

2.7.4 Total variation distance

The total variation distance between two probability distributions is defined as follows:

DTV(p, q) ≜
1

2
||p− q||1 =

1

2

∫
|p(x)− q(x)|dx (2.307)

This is equal to an f -divergence where f(r) = |r − 1|/2, since

1

2

∫
q(x)|p(x)

q(x)
− 1|dx =

1

2

∫
q(x)|p(x)− q(x)

q(x)
|dx =

1

2

∫
|p(x)− q(x)|dx (2.308)

One can also show that the TV distance is an integral probability measure. In fact, it is the only
divergence that is both an IPM and an f -divergence [Sri+09]. See Figure 2.23 for a visual summary.

2.7.5 Density ratio estimation using binary classifiers

In this section, we discuss a simple approach for comparing two distributions that turns out to be
equivalent to IPMs and f -divergences.

Consider a binary classification problem in which points from P have label y = 1 and points from
Q have label y = 0, i.e., P (x) = p(x|y = 1) and Q(x) = p(x|y = 0). Let p(y = 1) = π be the class
prior. By Bayes’ rule, the density ratio r(x) = P (x)/Q(x) is given by

P (x)

Q(x)
=
p(x|y = 1)

p(x|y = 0)
=
p(y = 1|x)p(x)

p(y = 1)
/
p(y = 0|x)p(x)

p(y = 0)
(2.309)

=
p(y = 1|x)
p(y = 0|x)

1− π
π

(2.310)

If we assume π = 0.5, then we can estimate the ratio r(x) by fitting a binary classifier or discriminator
h(x) = p(y = 1|x) and then computing r = h/(1− h). This is called the density ratio estimation
or DRE trick.

We can optimize the classifer h by minimizing the risk (expected loss). For example, if we use
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log-loss, we have

R(h) = Ep(x|y)p(y) [−y log h(x)− (1− y) log(1− h(x))] (2.311)
= πEP (x) [− log h(x)] + (1− π)EQ(x) [− log(1− h(x))] (2.312)

We can also use other loss functions ℓ(y, h(x)) (see Section 26.2.2).
Let Rℓh∗ = infh∈F R(h) be the minimum risk achievable for loss function ℓ, where we minimize

over some function class F .11 In [NWJ09], they show that for every f -divergence, there is a loss
function ℓ such that −Df (P,Q) = Rℓh∗ . For example (using the notation ỹ ∈ {−1, 1} instead of
y ∈ {0, 1}), total-variation distance corresponds to hinge loss, ℓ(ỹ, h) = max(0, 1 − ỹh); Hellinger
distance corresponds to exponential loss, ℓ(ỹ, h) = exp(−ỹh); and χ2 divergence corresponds to
logistic loss, ℓ(ỹ, h) = log(1 + exp(−ỹh)).

We can also establish a connection between binary classifiers and IPMs [Sri+09]. In particular, let
ℓ(ỹ, h) = −2ỹh, and p(ỹ = 1) = p(ỹ = −1) = 0.5. Then we have

Rh∗ = inf
h

∫
ℓ(ỹ, h(x))p(x|ỹ)p(ỹ)dxdỹ (2.313)

= inf
h

0.5

∫
ℓ(1, h(x))p(x|ỹ = 1)dx+ 0.5

∫
ℓ(−1, h(x))p(x|ỹ = −1)dx (2.314)

= inf
h

∫
h(x)Q(x)dx−

∫
h(x)P (x)dx (2.315)

= sup
h
−
∫
h(x)Q(x)dx+

∫
h(x)P (x)dx (2.316)

which matches Equation (2.295). Thus the classifier plays the same role as the witness function.

11. If P is a fixed distribution, and we minimize the above objective wrt h, while also maximizing it wrt a model
Q(x), we recover a technique known as a generative adversarial network for fitting an implicit model to a distribution
of samples P (see Chapter 26 for details). However, in this section, we assume Q is known.
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3 Statistics

3.1 Introduction

Probability theory (which we discussed in Chapter 2) is concerned with modeling the distribution
over observed data outcomes D given known parameters θ by computing p(D|θ). By contrast,
statistics is concerned with the inverse problem, in which we want to infer the unknown parameters
θ given observations, i.e., we want to compute p(θ|D). Indeed, statistics was originally called inverse
probability theory. Nowadays, there are two main approaches to statistics, frequentist statistics
and Bayesian statistics, as we discuss below. (See also Section 34.1, where we compare the
frequentist and Bayesian approaches to decision theory.) Note, however, that most of this chapter
(and the entire book) focuses on the Bayesian approach, for reasons that will become clear.

3.2 Bayesian statistics

In the Bayesian approach to statistics, we treat the parameters θ as unknown, and the data D as fixed
and known. (This is the opposite of the frequentist approach, which we discuss in Section 3.3.) We
represent our uncertainty about the parameters, after (posterior to) seeing the data, by computing
the posterior distribution using Bayes’ rule:

p(θ|D) = p(θ)p(D|θ)
p(D) =

p(θ)p(D|θ)∫
p(θ′)p(D|θ′)dθ′ (3.1)

Here p(θ) is called the prior, and represents our beliefs about the parameters before seeing the data;
p(D|θ) is called the likelihood, and represents our beliefs about what data we expect to see for
each setting of the parameters; p(θ|D) is called the posterior, and represents our beliefs about the
parameters after seeing the data; and p(D) is called the marginal likelihood or evidence, and is a
normalization constant that we will use later.

The task of computing this posterior is called Bayesian inference, posterior inference, or just
inference. We will give many examples in the following sections of this chapter, and will discuss
algorithmic issues in Part II. For more details on Bayesian statistics, see e.g., [Ber97a; Hof09; Lam18;
Kru15; McE20] for introductory level material, [Gel+14a; MKL21; GHV20a] for intermediate level
material, and [BS94; Ber85b; Rob07] for more advanced theory. For applications to cognitive science
and neuroscience, see e.g., [Ten+06; Doy+07; Has+17; MKG23].
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3.2.1 Tossing coins

It is common to explain the key ideas behind Bayesian inference by considering a coin tossing
experiment. We shall follow this tradition (although also see Supplementary Section 3.1 for an
alternative gentle introduction to Bayes using the example of Bayesian concept learning).

Let θ ∈ [0, 1] be the chance that some coin comes up heads, an event we denote by Y = 1. Suppose
we toss a coin N times, and we record the outcomes as D = {yn ∈ {0, 1} : n = 1 : N}. We want to
compute p(θ|D), which represents our beliefs about the parameter after doing collecting the data. To
compute the posterior, we can use Bayes’ rule, as in Equation (3.1). We give the details below.

3.2.1.1 Likelihood

We assume the data are iid or independent and identically distributed. Thus the likelihood
has the form

p(D|θ) =
N∏

n=1

θyn(1− θ)1−yn = θN1(1− θ)N0 (3.2)

where we have defined N1 =
∑N
n=1 I (yn = 1) and N0 =

∑N
n=1 I (yn = 0), representing the number of

heads and tails. These counts are called the sufficient statistics of the data, since this is all we
need to know about D to infer θ. The total count, N = N0 +N1, is called the sample size.

Note that we can also consider a Binomial likelihood model, in which we perform N trials and
observe the number of heads, y, rather than observing a sequence of coin tosses. Now the likelihood
has the following form:

p(D|θ) = Bin(y|N, θ) =
(
N

y

)
θy(1− θ)N−y (3.3)

The scaling factor
(
N
y

)
is independent of θ, so we can ignore it. Thus this likelihood is proportional

to the Bernoulli likelihood in Equation (3.2), so our inferences about θ will be the same for both
models.

3.2.1.2 Prior

We also need to specify a prior. Let us assume we know nothing about the parameter, except that it
lies in the interval [0, 1]. We can represent this uninformative prior using a uniform distribution,

p(θ) = Unif(θ|0, 1) (3.4)

More generally, we will write the prior using a beta distribution (Section 2.2.4.1), for reasons that
will become clear shortly. That is, we assume

p(θ) = Beta(θ| ⌣α, ⌣β) ∝ θ⌣α−1(1− θ)
⌣
β−1 (3.5)

Here ⌣α and
⌣
β are called hyper-parameters, since they are parameters of the prior which determine

our beliefs about the “main” parameter θ. If we set ⌣α=
⌣
β= 1, we recover the uniform prior as a special

case.
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Figure 3.1: Updating a Beta prior with a Bernoulli likelihood with sufficient statistics N1 = 4, N0 = 1. (a)
Uniform Beta(1,1) prior. (a) Beta(2,2) prior. Generated by beta_binom_post_plot.ipynb.

We can think of these hyper-parameters as pseudocounts, which play a role analogous to the
empirical counts N1 and N0 derived from the real data. The strength of the prior is controlled by
⌣
N=⌣α +

⌣
β; this is called the equivalent sample size, since it plays a role analogous to the observed

sample size, N = N1 +N0.

3.2.1.3 Posterior

We can compute the posterior by multiplying the likelihood by the prior:

p(θ|D) ∝ θN1(1− θ)N0 θ
⌣α−1(1− θ)

⌣
β−1 ∝ Beta(θ| ⌣α +N1,

⌣
β +N0) = Beta(θ| ⌢α, ⌢β) (3.6)

where ⌢α≜⌣α +N1 and
⌢
β≜

⌣
β +N0 are the parameters of the posterior. Since the posterior has the same

functional form as the prior, we say that it is a conjugate prior (see Section 3.4 for more details).
For example, suppose we observe N1 = 4 heads and N0 = 1 tails. If we use a uniform prior, we

get the posterior shown in Figure 3.1a. Not surprisingly, this has exactly the same shape as the
likelihood (but is scaled to integrate to 1 over the range [0, 1]).

Now suppose we use a prior that has a slight preference for values of θ near to 0.5, reflecting our
prior belief that it is more likely than not that the coin is fair. We will make this a weak prior by
setting ⌣α=

⌣
β= 2. The effect of using this prior is illustrated in Figure 3.1b. We see the posterior

(blue line) is a “compromise” between the prior (red line) and the likelihood (black line).

3.2.1.4 Posterior mode (MAP estimate)

The most probable value of the parameter is given by the MAP estimate

θ̂map = argmax
θ
p(θ|D) = argmax

θ
log p(θ|D) = argmax

θ
log p(θ) + log p(D|θ) (3.7)

Using calculus, one can show that this is given by

θ̂map =
⌣α +N1 − 1

⌣α +N1 − 1+
⌣
β +N0 − 1

(3.8)
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If we use a uniform prior, p(θ) ∝ 1, the MAP estimate becomes the MLE, since log p(θ) = 0:

θ̂mle = argmax
θ

log p(D|θ) = N1

N1 +N0
=
N1

N
(3.9)

This is intuitive and easy to compute. However, the MLE can be very misleading in the small sample
setting. For example, suppose we toss the coins N times, but never see any heads, so N1 = 0. In
this case, we would estimate that θ̂ = 0, which means we would not predict any future observations
to be heads either. This is a very extreme estimate, that is likely due to insufficient data. We can
solve this problem using a MAP estimate with a stronger prior. For example, if we use a Beta(θ|2, 2)
prior, we get the estimate

θ̂map =
N1 + 1

N1 + 1 +N0 + 1
=
N1 + 1

N + 2
(3.10)

This is called add-one smoothing.

3.2.1.5 Posterior mean

The posterior mode can be a poor summary of the posterior, since it corresponds to picking a single
point from the entire distribution. The posterior mean is a more robust estimate, since it is a
summary statistic derived by integrating over the distribution, θ =

∫
θp(θ|D)dθ. In the case of a

beta posterior, p(θ|D) = Beta(θ| ⌢α, ⌢β), the posterior mean is given by

θ ≜ E [θ|D] =
⌢α

⌢
β + ⌢α

=
⌢α
⌢
N

(3.11)

where ⌢
N=

⌢
β + ⌢α is the strength (equivalent sample size) of the posterior.

We will now show that the posterior mean is a convex combination of the prior mean, m =⌣α /
⌣
N

and the MLE, θ̂mle =
N1

N :

E [θ|D] =
⌣α +N1

⌣α +N1+
⌣
β +N0

=

⌣
N m+N1

N+
⌣
N

(3.12)

=

⌣
N

N+
⌣
N
m+

N

N+
⌣
N

N1

N
= λm+ (1− λ)θ̂mle (3.13)

where λ =
⌣
N
⌢
N

is the ratio of the prior to posterior equivalent sample size. We see that the weaker the
prior is, the smaller λ is, and hence the closer the posterior mean is to the MLE.

3.2.1.6 Posterior variance

To capture some notion of uncertainty in our estimate, a common approach is to compute the
standard error of our estimate, which is just the posterior standard deviation:

se(θ) =
√
V [θ|D] (3.14)
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In the case of the Bernoulli model, we showed that the posterior is a beta distribution. The variance
of the beta posterior is given by

V [θ|D] =
⌢α
⌢
β

(⌢α +
⌢
β)2(⌢α +

⌢
β +1)

=
(⌣α +N1)(

⌣
β +N0)

(⌣α +N1+
⌣
β +N0)2(

⌣α +N1+
⌣
β +N0 + 1)

(3.15)

If N ≫⌣α +
⌣
β, this simplifies to

V [θ|D] ≈ N1N0

(N1 +N0)2(N1 +N0)
=
N1

N

N0

N

1

N
=
θ̂(1− θ̂)
N

(3.16)

where θ̂ = N1/N is the MLE. Hence the standard error is given by

σ =
√

V [θ|D] ≈

√
θ̂(1− θ̂)
N

(3.17)

We see that the uncertainty goes down at a rate of 1/
√
N . We also see that the uncertainty (variance)

is maximized when θ̂ = 0.5, and is minimized when θ̂ is close to 0 or 1. This makes sense, since it is
easier to be sure that a coin is biased than to be sure that it is fair.

3.2.1.7 Credible intervals

A posterior distribution is (usually) a high dimensional object that is hard to visualize and work
with. A common way to summarize such a distribution is to compute a point estimate, such as the
posterior mean or mode, and then to compute a credible interval, which quantifies the uncertainty
associated with that estimate. (A credible interval is not the same as a confidence interval, which is
a concept from frequentist statistics which we discuss in Section 3.3.5.1.)

More precisely, we define a 100(1− α)% credible interval to be a (contiguous) region C = (ℓ, u)
(standing for lower and upper) which contains 1− α of the posterior probability mass, i.e.,

Cα(D) = (ℓ, u) : P (ℓ ≤ θ ≤ u|D) = 1− α (3.18)

There may be many intervals that satisfy Equation (3.18), so we usually choose one such that there
is (1−α)/2 mass in each tail; this is called a central interval. If the posterior has a known functional
form, we can compute the posterior central interval using ℓ = F−1(α/2) and u = F−1(1−α/2), where
F is the cdf of the posterior, and F−1 is the inverse cdf. For example, if the posterior is Gaussian,
p(θ|D) = N (0, 1), and α = 0.05, then we have ℓ = Φ−1(α/2) = −1.96, and u = Φ−1(1− α/2) = 1.96,
where Φ denotes the cdf of the Gaussian. This justifies the common practice of quoting a credible
interval in the form of µ ± 2σ, where µ represents the posterior mean, σ represents the posterior
standard deviation, and 2 is a good approximation to 1.96.

A problem with central intervals is that there might be points outside the central interval which
have higher probability than points that are inside, as illustrated in Figure 3.2(a). This motivates an
alternative quantity known as the highest posterior density or HPD region, which is the set of
points which have a probability above some threshold. More precisely we find the threshold p∗ on
the pdf such that

1− α =

∫

θ:p(θ|D)>p∗
p(θ|D)dθ (3.19)
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Figure 3.2: (a) Central interval and (b) HPD region for a Beta(3,9) posterior. The CI is (0.06, 0.52) and
the HPD is (0.04, 0.48). Adapted from Figure 3.6 of [Hof09]. Generated by betaHPD.ipynb.

and then define the HPD as

Cα(D) = {θ : p(θ|D) ≥ p∗} (3.20)

In 1d, the HPD region is sometimes called a highest density interval or HDI. For example,
Figure 3.2(b) shows the 95% HDI of a Beta(3, 9) distribution, which is (0.04, 0.48). We see that this
is narrower than the central interval, even though it still contains 95% of the mass; furthermore,
every point inside of it has higher density than every point outside of it.

3.2.1.8 Posterior predictive distribution

Suppose we want to predict future observations. The optimal Bayesian approach is to compute the
posterior predictive distribution, by marginalizing out all the unkown parameters:

p(y|D) =
∫
p(y|θ)p(θ|D)dθ (3.21)

Sometimes computing this integral can be difficult (even if we already have access to the posterior).
A common approximation is to just “plug in” a point estimate of the parameters, θ̂ = δ(D), where
δ() is some estimator such as a method to compute the MLE or MAP, which gives

p(y|D) ≈ p(y|θ̂) (3.22)

This is called a plugin approximation. This is equivalent to modeling the posterior with a
degenerate distribution centered at the point estimate

p(θ|D) ≈ δ(θ − θ̂) (3.23)

where δ is the Dirac delta function. This follows from the sifting property of delta functions:

p(y|D) =
∫
p(y|θ)p(θ|D)dθ =

∫
p(y|θ)δ(θ − θ̂)dθ = p(y|θ̂) (3.24)
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Unfortunately, the plugin approximation can result in overfitting. For example, consider the coin
tossing example, and suppose we have seen N = 3 heads in a row. The MLE is θ̂ = 3/3 = 1. However,
if we use this estimate for prediction, we would predict that tails are impossible, and would be very
surprised if one ever showed up.1

Instead of the plugin approximation, we can marginalize over all parameter values to compute the
exact posterior predictive, as follows:

p(y = 1|D) =
∫ 1

0

p(y = 1|θ)p(θ|D)dθ (3.25)

=

∫ 1

0

θ Beta(θ| ⌢α, ⌢β)dθ = E [θ|D] =
⌢α

⌢α +
⌢
β

(3.26)

If we use a uniform prior, p(θ) = Beta(θ|1, 1), the predictive distribution becomes

p(y = 1|D) = N1 + 1

N1 +N0 + 2
(3.27)

This is known as Laplace’s rule of succession. Note that this is equivalent to plugging in the
add-one smoothing estimate from Equation (3.10); however, that relied on the rather unnatural
Beta(2,2) prior, whereas Laplace smoothing uses a uniform prior.

3.2.1.9 Marginal likelihood

The marginal likelihood or evidence for a model M is defined as

p(D|M) =

∫
p(θ|M)p(D|θ,M)dθ (3.28)

When performing inference for the parameters of a specific model, we can ignore this term, since it is
constant wrt θ. However, this quantity plays a vital role when choosing between different models,
as we discuss in Section 3.8.1. It is also useful for estimating the hyperparameters from data (an
approach known as empirical Bayes), as we discuss in Section 3.7.

In general, computing the marginal likelihood can be hard. However, in the case of the beta-
Bernoulli model, the marginal likelihood is proportional to the ratio of the posterior normalizer to
the prior normalizer. To see this, recall that the posterior is given by p(θ|D) = Beta(θ| ⌢α, ⌢β), where
⌢α=⌣α +N1 and

⌢
β=

⌣
β +N0. We know the normalization constant of the posterior is B(⌢α,

⌢
β), where B

is the beta function. Hence

p(θ|D) = p(D|θ)p(θ)
p(D) =

1

p(D)
[
θN1(1− θ)N0

] [ 1

B(⌣α,
⌣
β)
θ
⌣α−1(1− θ)

⌣
β−1

]
(3.29)

=
1

p(D)
1

B(⌣α,
⌣
β)

[
θ
⌣α+N1−1(1− θ)

⌣
β+N0−1

]
=

1

B(⌢α,
⌢
β)

[
θ
⌢α(1− θ)

⌢
β
]

(3.30)

1. This is analogous to a black swan event, which refers to the discovery of black swans by Dutch explorers
when they first arrived in Australia in 1697, after only ever having seen white swans their entire lives (see https:
//en.wikipedia.org/wiki/Black_swan_theory for details).
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So the marginal likelihood is given by the ratio of normalization constants for the posterior and
prior, p(D) = B(⌢α,

⌢
β )

B(⌣α,
⌣
β )

. For the special case where we use the Jeffrey’s prior in Equation (3.225)
(i.e., p(θ) = Beta(θ| ⌣α= 1

2 ,
⌣
β= 1

2 )), the marginal likelihood reduces to the Krichevski-Trofimov
estimator or KT estimator [WST96]:

p(D) = B(⌢α,
⌢
β)

B(⌣α,
⌣
β)

=
Γ(N1 +

1
2 )Γ(N0 +

1
2 )

Γ(N1 +N0 +
1
2 + 1

2 )

Γ( 12 + 1
2 )

Γ( 12 )Γ(
1
2 )

=
1

π
B

(
N1 +

1

2
, N0 +

1

2

)
(3.31)

where we used the facts that B(a, b) = Γ(a)Γ(b)
Γ(a+b) , Γ(1) = 1 and Γ( 12 ) =

√
π.

3.2.2 Modeling more complex data

In Section 3.2.1, we showed how the Bayesian approach can be applied to analyse a very simple
model, namely a Bernoulli distribution for representing binary events such as coin tosses. The same
basic ideas can be applied to more complex models. For example, in machine learning, we are often
very interested in predicting outcomes y given input features x. For this, we can use a conditional
probability distribution of the form p(y|x,θ), which can be a generalized linear model (Chapter 15),
or a neural network (Chapter 16), etc.

The main quantity of interest is the posterior predictive distribution, given by

p(y|x,D) =
∫
p(y|x,θ)p(θ|D)dθ (3.32)

By integrating out, or marginalizing out, the unknown parameters, we reduce the chance of
overfitting, since we are effectively computing the weighted average of predictions from an infinite
number of models. This act of integrating over uncertainty is at the heart of the Bayesian approach
to machine learning. (Of course, the Bayesian approach requires a prior, but so too do methods that
rely on regularization, so the prior is not so much the distinguishing aspect.)

It is worth contrasting the Bayesian approach to the more common plugin approximation, in
which we compute a point estimate θ̂ of the parameters (such as the MLE), and then plug them into
the model to make predictions using p(y|x, θ̂). As we explained in Section 3.2.1.8, this is equivalent
to approximate the posterior by a delta function, p(θ|D) ≈ δ(θ − θ̂), since

p(y|x,D) ≈
∫
p(y|x,θ)δ(θ − θ̂)dθ = p(y|x, θ̂) (3.33)

The plugin approximation is simple and widely used. However, it ignores uncertainty in the
parameter estimates, which can result in an underestimate of the predictive uncertainty. For example,
Figure 3.3a plots the plugin approximation p(y|x, θ̂) for a linear regression model p(y|x,θ) =
N (y|ŵT

mlex, σ̂
2
mle), where we plug in the MLEs for w and σ2. (See Section 15.2.1 for details on how

to compute these MLEs.) We see that the size of the predicted variance is a constant (namely σ̂2).
The uncertainty captured by σ is called aleatoric uncertainty or intrinsic uncertainty, and

would persist even if we knew the true model and true parameters. However, since we don’t know
the parameters, we have an additional, and orthogonal, source of uncertainty, called epistemic
uncertainty (since it arises due to a lack of knowledge about the truth). In the Bayesian approach,
we take this into account, which can be useful for applications such as active learning (Section 34.7),
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Figure 3.3: Predictions made by a polynomial regression model fit to a small dataset. (a) Plugin approximation
to predictive density using the MLE. The curves shows the posterior mean, E [y|x], and the error bars show the
posterior standard deviation, std [y|x], around this mean. (b) Bayesian posterior predictive density, obtained
by integrating out the parameters. Generated by linreg_post_pred_plot.ipynb.

Bayesian optimization (Section 6.6), and risk-sensitive decision making (Section 34.1.3). The resulting
Bayesian posterior predictive distribution for this example is shown in Figure 3.3b. We see that now
the error bars get wider as we move away from the training data. For more details on Bayesian linear
regression, see Section 15.2.

We can use similiar Bayesian methods for more complex nonlinear models such as neural nets, as
we discuss in Section 17.1, as well as for unconditional generative models, as we discuss in Part IV.

3.2.3 Selecting the prior

A challenge with the Bayesian approach is that it requires the user to specify a prior, which may be
difficult in large models, such as neural networks. We discuss the topic of prior selection at length later
in this chapter. In particular, in Section 3.4, we discuss conjugate priors, which are computationally
convenient; in Section 3.5, we discuss uninformative priors, which often correspond to a limit of a
conjugate prior where we “know nothing”; in Section 3.6, we discuss hierarchical priors, which
are useful when we have multiple related datasets; and in Section 3.7, we discuss empirical priors,
which can be learned from the data.

3.2.4 Computational issues

Another challenge with the Bayesian approach is that it can be computationally expensive to compute
the posterior and/or posterior predictive. We give an overview of suitable approximate posterior
inference methods in Section 7.4, and discuss the topic at length in Part II. (See also [MFR20] for a
historical review of this topic.)

3.2.5 Exchangeability and de Finetti’s theorem

An interesting philosophical question is: where do priors come from, given that they refer to
parameters which are just abstract quantities in a model, and not directly observable. A fundamental
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result, known as de Finetti’s theorem, explains how they are related to our beliefs about observable
outcomes.

To explain the result, we first need a definition. We say that a sequence of random variables
(x1,x2, . . .) is infinitely exchangeable if, for any n, the joint probability p(x1, . . . ,xn) is invariant
to permutation of the indices. That is, for any permutation π, we have

p(x1, . . . ,xn) = p(xπ1 , . . . ,xπn) (3.34)

Exchangeability is a more general concept compared to the more familiar concept of a sequence of
independent, identically distributed or iid variables. For example, suppose D = (x1, . . . ,xn) is a
sequence of images, where each xi ∼ p∗ is generated independently from the same “true distribution”
p∗. We see that this is an iid sequence. Now suppose x0 is a background image. The sequence
(x0 + x1, . . . ,x0 + xn) is infinitely exchangeable but not iid, since all the variables share a hidden
common factor, namely the background x0. Thus the more examples we see, the better we will be
able to estimate the shared x0, and thus the better we can predict future elements.

More generally, we can view an exchangeable sequence as coming from a hidden common cause,
which we can treat as an unknown random variable θ. This is formalized by de Finetti’s theorem:

Theorem 3.2.1 (de Finetti’s theorem). A sequence of random variables (x1,x2, . . .) is infinitely
exchangeable iff, for all n, we have

p(x1, . . . ,xn) =

∫ n∏

i=1

p(xi|θ)p(θ)dθ (3.35)

where θ is some hidden common random variable (possibly infinite dimensional). That is, xi are iid
conditional on θ.

We often interpret θ as a parameter. The theorem tells us that, if our data is exchangeable, then
there must exist a parameter θ, and a likelihood p(xi|θ), and a prior p(θ). Thus the Bayesian
approach follows automatically from exchangeability [O’N09]. (The approach can also be extended
to conditional probability models using a concept called partially exchangeable [Dia88a].)

3.3 Frequentist statistics

Bayesian statistics, which we discussed in Section 3.2, treats parameters of models just like any
other unknown random variable, and applies the rules of probability theory to infer them from data.
Attempts have been made to devise approaches to statistical inference that avoid treating parameters
like random variables, and which thus avoid the use of priors and Bayes rule. This alternative
approach is known as frequentist statistics, classical statistics or orthodox statistics.

The basic idea (formalized in Section 3.3.1) is to represent uncertainty by calculating how a quantity
estimated from data (such as a parameter or a predicted label) would change if the data were changed.
It is this notion of variation across repeated trials that forms the basis for modeling uncertainty
used by the frequentist approach. By contrast, the Bayesian approach views probability in terms
of information rather than repeated trials. This allows the Bayesian to compute the probability of
one-off events, such as the probability that the polar ice cap will melt by 2030. In addition, the
Bayesian approach avoids certain paradoxes that plague the frequentist approach (see Section 3.3.5),
and which are a source of much confusion.
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Despite the disadvantages of frequentist statistics, it is a widely used approach, and it has some
concepts (such as cross validation, model checking and conformal prediction) that are useful even
for Bayesians [Rub84]. Thus it is important to know some of the basic principles. We give a brief
summary of these principles below. For more details, see other texbooks, such as [Was04; Cox06;
YS10; EH16].

3.3.1 Sampling distributions

In frequentist statistics, uncertainty is not represented by the posterior distribution of a random
variable, but instead by the sampling distribution of an estimator. (We define these two terms below.)

As explained in the section on decision theory in Section 34.1.2, an estimator is a decision
procedure that specifies what action to take given some observed data. In the context of parameter
estimation, where the action space is to return a parameter vector, we will denote this by θ̂ = Θ̂(D).
For example, θ̂ could be the maximum likelihood estimate, the MAP estimate, or the method of
moments estimate.

The sampling distribution of an estimator is the distribution of results we would see if we
applied the estimator multiple times to different datasets sampled from some distribution; in the
context of parameter estimation, it is the distribution of θ̂, viewed as a random variable that depends
on the random sample D. In more detail, imagine sampling S different data sets, each of size N ,
from some true model p(x|θ∗) to generate

D̃(s) = {xn ∼ p(xn|θ∗) : n = 1 : N} (3.36)

We denote this by D̃(s) ∼ θ∗ for brevity. Now apply the estimator to each D̃(s) to get a set of estimates,
{θ̂(D̃(s))}. As we let S →∞, the distribution induced by this set is the sampling distribution of the
estimator. More precisely, we have

p(Θ̂(D̃) = θ|D̃ ∼ θ∗) ≈ 1

S

S∑

s=1

δ(θ − Θ̂(D̃(s))) (3.37)

We often approximate this by Monte Carlo, as we discuss in Section 3.3.2, although in some cases we
can compute approximate it analytically, as we discuss in Section 3.3.3.

3.3.2 Bootstrap approximation of the sampling distribution

In cases where the estimator is a complex function of the data, or when the sample size is small, it is
often useful to approximate its sampling distribution using a Monte Carlo technique known as the
bootstrap [ET93].

The idea is simple. If we knew the true parameters θ∗, we could generate many (say S) fake
datasets, each of size N , from the true distribution, using D̃(s) = {xn ∼ p(xn|θ∗) : n = 1 : N}. We
could then compute our estimate from each sample, θ̂s = Θ̂(D̃(s)) and use the empirical distribution
of the resulting θ̂s as our estimate of the sampling distribution, as in Equation (3.37). Since θ∗
is unknown, the idea of the parametric bootstrap is to generate each sampled dataset using
θ̂ = Θ̂(D) instead of θ∗, i.e., we use D̃(s) = {xn ∼ p(xn|θ̂) : n = 1 : N} in Equation (3.37). This is a
plug-in approximation to the sampling distribution.
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Figure 3.4: Bootstrap (top row) vs Bayes (bottom row). The N data cases were generated from Ber(θ = 0.7).
Left column: N = 10. Right column: N = 100. (a-b) A bootstrap approximation to the sampling distribution
of the MLE for a Bernoulli distribution. We show the histogram derived from B = 10, 000 bootstrap samples.
(c-d) Histogram of 10,000 samples from the posterior distribution using a uniform prior. Generated by
bootstrap_demo_bernoulli.ipynb.

The above approach requires that we have a parametric generative model for the data, p(x|θ). An
alternative, called the non-parametric bootstrap, is to sample N data points from the original
dataset with replacement. This creates a new distribution D(s) which has the same size as the original.
However, the number of unique data points in a bootstrap sample is just 0.632 × N , on average.
(To see this, note that the probability an item is picked at least once is (1 − (1 − 1/N)N ), which
approaches 1− e−1 ≈ 0.632 for large N .) Fortunately, various improved versions of the bootstrap
have been developed (see e.g., [ET93]).

Figure 3.4(a-b) shows an example where we compute the sampling distribution of the MLE for a
Bernoulli using the parametric bootstrap. (Results using the non-parametric bootstrap are essentially
the same.) When N = 10, we see that the sampling distribution is asymmetric, and therefore quite
far from Gaussian, but when N = 100, the distribution looks more Gaussian, as theory suggests (see
Section 3.3.3).

A natural question is: what is the connection between the parameter estimates θ̂s = Θ̂(D(s)) com-
puted by the bootstrap and parameter values sampled from the posterior, θs ∼ p(·|D)? Conceptually
they are quite different. But in the common case that the estimator is MLE and the prior is not very
strong, they can be quite similar. For example, Figure 3.4(c-d) shows an example where we compute

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024

https://probml.github.io/notebooks#bootstrap_demo_bernoulli.ipynb


3.3. Frequentist statistics 75

the posterior using a uniform Beta(1,1) prior, and then sample from it. We see that the posterior
and the sampling distribution are quite similar. So one can think of the bootstrap distribution as a
“poor man’s” posterior [HTF01, p235].

However, perhaps surprisingly, bootstrap can be slower than posterior sampling. The reason is that
the bootstrap has to generate S sampled datasets, and then fit a model to each one. By contrast, in
posterior sampling, we only have to “fit” a model once given a single dataset. (Some methods for
speeding up the bootstrap when applied to massive data sets are discussed in [Kle+11].)

3.3.3 Asymptotic normality of the sampling distribution of the MLE

The most common estimator is the MLE. When the sample size becomes large, the sampling
distribution of the MLE for certain models becomes Gaussian. This is known as the asymptotic
normality of the sampling distribution. More formally, we have the following result:

Theorem 3.3.1. Under various technical conditions, we have
√
N(θ̂ − θ∗)→ N (0,F(θ∗)−1) (3.38)

where F(θ∗) is the Fisher information matrix, defined in Equation (3.40), θ∗ are the parameters
of the data generating process to which the estimator will be applied, and → means convergence in
distribution.

The Fisher information matrix equals the Hessian of the log likelihood, as we show in Section 3.3.4,
so F(θ∗) measures the amount of curvature of the log-likelihood surface at the true parameter value.
Thus we can intepret this theorem as follows: as the sample size goes to infinity, the sampling
distribution of the MLE will converge to a Gaussian centered on the true parameter, with a precision
equal to the Fisher information. Thus a problem with an informative (peaked) likelihood will ensure
that the parameters are “well determined” by the data, and hence there will be little variation in the
estimates θ̂ around θ∗ as this estimator is applied across different datasets D̃.

3.3.4 Fisher information matrix

In this section, we discuss an important quantity called the Fisher information matrix, which is
related to the curvature of the log likelihood function. This plays a key role in frequentist statistics,
for characterizing the sampling distribution of the MLE, discussed in Section 3.3.3. However, it is also
used in Bayesian statistics (to derive Jeffreys’ uninformative priors, discussed in Section 3.5.2), as
well as in optimization (as part of the natural gradient descent, procedure, discussed in Section 6.4).

3.3.4.1 Definition

The score function is defined to be the gradient of the log likelihood wrt the parameter vector:

s(θ) ≜ ∇θ log p(x|θ) (3.39)

The Fisher information matrix (FIM) is defined to be the covariance of the score function:

F(θ) ≜ Ex∼p(x|θ)
[
∇θ log p(x|θ)∇θ log p(x|θ)T

]
(3.40)
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so the (i, j)’th entry has the form

Fij = Ex∼θ
[(

∂

∂θi
log p(x|θ)

)(
∂

∂θj
log p(x|θ)

)]
(3.41)

We give an interpretation of this quantity below.

3.3.4.2 Equivalence between the FIM and the Hessian of the NLL

In this section, we prove that the Fisher information matrix equals the expected Hessian of the
negative log likelihood (NLL)

NLL(θ) = − log p(D|θ) (3.42)

Since the Hessian measures the curvature of the likelihood, we see that the FIM tells us how well
the likelihood function can identify the best set of parameters. (If a likelihood function is flat, we
cannot infer anything about the parameters, but if it is a delta function at a single point, the best
parameter vector will be uniquely determined.) Thus the FIM is intimately related to the frequentist
notion of uncertainty of the MLE, which is captured by the variance we expect to see in the MLE if
we were to compute it on multiple different datasets drawn from our model.

More precisely, we have the following theorem.

Theorem 3.3.2. If log p(x|θ) is twice differentiable, and under certain regularity conditions, the
FIM is equal to the expected Hessian of the NLL, i.e.,

F(θ)ij ≜ Ex∼θ
[(

∂

∂θi
log p(x|θ)

)(
∂

∂θj
log p(x|θ)

)]
= −Ex∼θ

[
∂2

∂θiθj
log p(x|θ)

]
(3.43)

Before we prove this result, we establish the following important lemma.

Lemma 3.3.1. The expected value of the score function is zero, i.e.,

Ep(x|θ) [∇ log p(x|θ)] = 0 (3.44)

We prove this lemma in the scalar case. First, note that since
∫
p(x|θ)dx = 1, we have

∂

∂θ

∫
p(x|θ)dx = 0 (3.45)

Combining this with the identity

∂

∂θ
p(x|θ) =

[
∂

∂θ
log p(x|θ)

]
p(x|θ) (3.46)

we have

0 =

∫
∂

∂θ
p(x|θ)dx =

∫ [
∂

∂θ
log p(x|θ)

]
p(x|θ)dx = E [s(θ)] (3.47)

Now we return to the proof of our main theorem. For simplicity, we will focus on the scalar case,
following the presentation of [Ric95, p263].
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Proof. Taking derivatives of Equation (3.47), we have

0 =
∂

∂θ

∫ [
∂

∂θ
log p(x|θ)

]
p(x|θ)dx (3.48)

=

∫ [
∂2

∂θ2
log p(x|θ)

]
p(x|θ)dx+

∫ [
∂

∂θ
log p(x|θ)

]
∂

∂θ
p(x|θ)dx (3.49)

=

∫ [
∂2

∂θ2
log p(x|θ)

]
p(x|θ)dx+

∫ [
∂

∂θ
log p(x|θ)

]2
p(x|θ)dx (3.50)

and hence

−Ex∼θ
[
∂2

∂θ2
log p(x|θ)

]
= Ex∼θ

[(
∂

∂θ
log p(x|θ)

)2
]

(3.51)

as claimed.

Now consider the Hessian of the NLL given N iid samples D = {xn : n = 1 : N}:

Hij ≜ −
∂2

∂θiθj
log p(D|θ) = −

N∑

n=1

∂2

∂θiθj
log p(xn|θ) (3.52)

From the above theorem, we have

Ep(D|θ) [H(D)|θ] = NF(θ) (3.53)

This is useful when deriving the sampling distribution of the MLE, as discussed in Section 3.3.3.

3.3.4.3 Example: FIM for the binomial

Suppose x ∼ Bin(n, θ). The log likelihood for a single sample is

l(θ|x) = x log θ + (n− x) log(1− θ) (3.54)

The score function is just the gradient of the log-likelihood:

s(θ|x) ≜ d

dθ
l(θ|x) = x

θ
− n− x

1− θ (3.55)

The gradient of the score function is

s′(θ|x) = − x

θ2
− n− x

(1− θ)2 (3.56)

Hence the Fisher information is given by

F (θ) = Ex∼θ [−s′(θ|x)] =
nθ

θ2
+

n− nθ
(1− θ)2 =

n

θ
+

n

1− θ =
n

θ(1− θ) (3.57)
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3.3.4.4 Example: FIM for the univariate Gaussian

Consider a univariate Gaussian p(x|θ) = N (x|µ, v). We have

ℓ(θ) = log p(x|θ) = − 1

2v
(x− µ)2 − 1

2
log(v)− 1

2
log(2π) (3.58)

The partial derivatives are given by

∂ℓ

∂µ
= (x− µ)v−1, ∂

2ℓ

∂µ2
= −v−1 (3.59)

∂ℓ

∂v
=

1

2
v−2(x− µ)2 − 1

2
v−1,

∂ℓ

∂v2
= −v−3(x− µ)2 + 1

2
v−2 (3.60)

∂ℓ

∂µ∂v
= −v−2(x− µ) (3.61)

and hence

F(θ) =

(
E
[
v−1

]
E
[
v−2(x− µ)

]

E
[
v−2(x− µ)

]
E
[
v−3(x− µ)2 − 1

2v
−2]
)

=

(
1
v 0
0 1

2v2

)
(3.62)

3.3.4.5 Example: FIM for logistic regression

Consider ℓ2-regularized binary logistic regression. The negative log joint has the following form:

L(w) = − log[p(y|X,w)p(w|λ)] = −wTXTy +

N∑

n=1

log(1 + ew
Txn) +

λ

2
wTw (3.63)

The derivative has the form

∇wL(w) = −XTy +XTs+ λw (3.64)

where sn = σ(wTxn). The FIM is given by

F(w) = Ep(y|X,w,λ)
[
∇2L(w)

]
= XTΛX+ λI (3.65)

where Λ is the N ×N diagonal matrix with entries

Λnn = σ(wTxn)(1− σ(wTxn)) (3.66)

3.3.4.6 FIM for the exponential family

In this section, we discuss how to derive the FIM for an exponential family distribution with natural
parameters η, which generalizes many of the previous examples. Recall from Equation (2.216) that
the gradient of the log partition function is the expected sufficient statistics

∇ηA(η) = E [T (x)] =m (3.67)

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



3.3. Frequentist statistics 79

and from Equation (2.247) that the gradient of the log likelihood is the statistics minus their expected
value:

∇η log p(x|η) = T (x)− E [T (x)] (3.68)

Hence the FIM wrt the natural parameters Fη is given by

(Fη)ij = Ep(x|η)
[
∂ log p(x|η)

∂ηi

∂ log p(x|η)
∂ηj

]
(3.69)

= Ep(x|η) [(T (x)i −mi)(T (x)j −mj)] (3.70)
= Cov [T (x)i, T (x)j ] (3.71)

or, in short,

Fη = Cov [T (x)] (3.72)

Sometimes we need to compute the Fisher wrt the moment parameters m:

(Fm)ij = Ep(x|m)

[
∂ log p(x|η)

∂mi

∂ log p(x|η)
∂mj

]
(3.73)

From the chain rule we have

∂ log p(x)

∂α
=
∂ log p(x)

∂β

∂β

∂α
(3.74)

and hence

Fα =
∂β

∂α

T

Fβ
∂β

∂α
(3.75)

Using the log trick

∇Ep(x) [f(x)] = Ep(x) [f(x)∇ log p(x)] (3.76)

and Equation (3.68) we have

∂mi

∂ηj
=
∂E [T (x)i]

∂ηj
= E

[
T (x)i

∂ log p(x|η)
∂ηj

]
= E [T (x)i(T (x)j −mj)] (3.77)

= E [T (x)iT (x)j ]− E [T (x)i]mj = Cov [T (x)iT (x)j ] = (Fη)ij (3.78)

and hence

∂η

∂m
= F−1η (3.79)

so

Fm =
∂η

∂m

T

Fη
∂η

∂m
= F−1η FηF

−1
η = F−1η = Cov [T (x)]−1 (3.80)
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3.3.5 Counterintuitive properties of frequentist statistics

Although the frequentist approach to statistics is widely taught, it suffers from certain pathological
properties, resulting in its often being misunderstood and/or misused, as has been pointed out in
multiple articles (see e.g., [Bol02; Bri12; Cla21; Gel16; Hoe+14; Jay03; Kru10; Lav00; Lyu+20;
Min99; Mac03; WG17]). We give some examples below.

3.3.5.1 Confidence intervals

In frequentist statistics, we use the variability induced by the sampling distribution as a way to
estimate uncertainty of a parameter estimate. In particular, we define a 100(1− α)% confidence
interval as any interval I(D̃) = (ℓ(D̃), u(D̃)) derived from a hypothetical dataset D̃ such that

Pr(θ ∈ I(D̃)|D̃ ∼ θ) = 1− α (3.81)

It is common to set α = 0.05, which yields a 95% CI. This means that, if we repeatedly sampled
data, and compute I(D̃) for each such dataset, then about 95% of such intervals will contain the true
parameter θ. We say that the CI has 95% coverage.

Note, however, that Equation (3.81) does not mean that for any particular dataset that θ ∈ I(D)
with 95% probability, which is what a Bayesian credible interval computes (Section 3.2.1.7), and
which is what most people are usually interested in. So we see that the concept of frequentist CI
and Bayesian CI are quite different: In the frequentist approach, θ is treated as an unknown fixed
constant, and the data is treated as random. In the Bayesian approach, we treat the data as fixed
(since it is known) and the parameter as random (since it is unknown).

This counter-intuitive definition of confidence intervals can lead to bizarre results. Consider the
following example from [Ber85a, p11]. Suppose we draw two integers D = (y1, y2) from

p(y|θ) =





0.5 if y = θ
0.5 if y = θ + 1
0 otherwise

(3.82)

If θ = 39, we would expect the following outcomes each with probability 0.25:

(39, 39), (39, 40), (40, 39), (40, 40) (3.83)

Let m = min(y1, y2) and define the following interval:

[ℓ(D), u(D)] = [m,m] (3.84)

For the above samples this yields

[39, 39], [39, 39], [39, 39], [40, 40] (3.85)

Hence Equation (3.84) is clearly a 75% CI, since 39 is contained in 3/4 of these intervals. However, if
we observe D = (39, 40) then p(θ = 39|D) = 1.0, so we know that θ must be 39, yet we only have 75%
“confidence” in this fact. We see that the CI will “cover” the true parameter 75% of the time, if we
compute multiple CIs from different randomly sampled datasets, but if we just have a single observed
dataset, and hence a single CI, then the frequentist “coverage” probability can be very misleading.
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Several more interesting examples, along with Python code, can be found at [Van14]. See
also [Hoe+14; Mor+16; Lyu+20; Cha+19b], who show that many people, including professional
statisticians, misunderstand and misuse frequentist confidence intervals in practice, whereas Bayesian
credible intervals do not suffer from these problems.

3.3.5.2 p-values

The frequentist approach to hypothesis testing, known as null hypothesis significance testing
or NHST, is to define a decision procedure for deciding whether to accept or reject the null
hypothesis H0 based on whether some observed test statistic t(D) is likely or not under the
sampling distribution of the null model. We describe this procedure in more detail in Section 3.10.1.

Rather than accepting or rejecting the null hypothesis, we can compute a quantity related to how
likely the null hypothesis is to be true. In particular, we can compute a quantity called a p-value,
which is defined as

pval(t(D)) ≜ Pr(t(D̃) ≥ t(D)|D̃ ∼ H0) (3.86)

where D̃ ∼ H0 is hypothetical future data. That is, the p-value is just the tail probability of observing
the value t(D) under the sampling distribution. (Note that the p-value does not explicitly depend
on a model of the data, but most common test statistics implicitly define a model, as we discuss in
Section 3.10.3.)

A p-value is often interpreted as the likelihood of the data under the null hypothesis, so small
values are interpreted to mean that H0 is unlikely, and therefore that H1 is likely. The reasoning is
roughly as follows:

If H0 is true, then this test statistic would probably not occur. This statistic did occur.
Therefore H0 is probably false.

However, this is invalid reasoning. To see why, consider the following example (from [Coh94]):

If a person is an American, then he is probably not a member of Congress. This person is a
member of Congress. Therefore he is probably not an American.

This is obviously fallacious reasoning. By contrast, the following logical argument is valid reasoning:

If a person is a Martian, then he is not a member of Congress. This person is a member of
Congress. Therefore he is not a Martian.

The difference between these two cases is that the Martian example is using deduction, that is,
reasoning forward from logical definitions to their consequences. More precisely, this example uses a
rule from logic called modus tollens, in which we start out with a definition of the form P ⇒ Q;
when we observe ¬Q, we can conclude ¬P . By contrast, the American example concerns induction,
that is, reasoning backwards from observed evidence to probable (but not necessarily true) causes
using statistical regularities, not logical definitions.

To perform induction, we need to use probabilistic inference (as explained in detail in [Jay03]). In
particular, to compute the probability of the null hypothesis, we should use Bayes rule, as follows:

p(H0|D) =
p(D|H0)p(H0)

p(D|H0)p(H0) + p(D|H1)p(H1)
(3.87)
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If the prior is uniform, so p(H0) = p(H1) = 0.5, this can be rewritten in terms of the likelihood
ratio LR = p(D|H0)/p(D|H1) as follows:

p(H0|D) =
LR

LR+ 1
(3.88)

In the American Congress example, D is the observation that the person is a member of Congress.
The null hypothesis H0 is that the person is American, and the alternative hypothesis H1 is that the
person is not American. We assume that p(D|H0) is low, since most Americans are not members of
Congress. However, p(D|H1) is also low — in fact, in this example, it is 0, since only Americans can
be members of Congress. Hence LR =∞, so p(H0|D) = 1.0, as intuition suggests.

Note, however, that NHST ignores p(D|H1) as well as the prior p(H0), so it gives the wrong results,
not just in this problem, but in many problems. Indeed, even most scientists misinterpret p-values.2.
Consequently the journal The American Statistician published a whole special issue warning about
the use of p-values and NHST [WSL19], and several journals have even banned p-values [TM15;
AGM19].

3.3.5.3 Discussion

The above problems stem from the fact that frequentist inference is not conditional on the actually
observed data, but instead is based on properties derived from the sampling distribution of the
estimator. However, conditional probability statements are what most people want. As Jim Berger
writes in [Ber85a]:

Users of statistics want to know the probability (after seeing the data) that a hypothesis is
true, or the probability that θ is in a given interval, and yet classical statistics does not allow
one to talk of such things. Instead, artificial concepts such as error probabilities and coverage
probabilites are introduced as substitutes. It is ironic that non-Bayesians often claim that the
Bayesians form a dogmatic unrealistic religion, when instead it is the non-Bayesian methods
that are often founded on elaborate and artificial structures. Unfortunately, those who become
used to these artificial structures come to view them as natural, and hence this line of argument
tends to have little effect on the established non-Bayesian. – Jim Berger, [Ber85a].

3.3.6 Why isn’t everyone a Bayesian?

I believe that it would be very difficult to persuade an intelligent person that current [frequentist]
statistical practice was sensible, but that there would be much less difficulty with an approach
via likelihood and Bayes’ theorem. — George Box, 1962 (quoted in [Jay76]).

In Section 3.3.5 we showed that inference based on frequentist principles can exhibit various forms
of counterintuitive behavior that can sometimes contradict common sense. Given these problems of
frequentist statistics, an obvious question to ask is: “Why isn’t everyone a Bayesian?” The statistician
Bradley Efron wrote a paper with exactly this title [Efr86]. His short paper is well worth reading for
anyone interested in this topic. Below we quote his opening section:

2. See e.g., https://fivethirtyeight.com/features/not-even-scientists-can-easily-explain-p-values/.
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The title is a reasonable question to ask on at least two counts. First of all, everyone used to
be a Bayesian. Laplace wholeheartedly endorsed Bayes’s formulation of the inference problem,
and most 19th-century scientists followed suit. This included Gauss, whose statistical work is
usually presented in frequentist terms.

A second and more important point is the cogency of the Bayesian argument. Modern
statisticians, following the lead of Savage and de Finetti, have advanced powerful theoretical
arguments for preferring Bayesian inference. A byproduct of this work is a disturbing catalogue
of inconsistencies in the frequentist point of view.

Nevertheless, everyone is not a Bayesian. The current era (1986) is the first century in which
statistics has been widely used for scientific reporting, and in fact, 20th-century statistics is
mainly non-Bayesian. However, Lindley (1975) predicts a change for the 21st century.

Time will tell whether Lindley was right. However, the trends seem to be going in this direction.
Traditionally, computation has been a barrier to using Bayesian methods, but this is less of an issue
these days, due to faster computers and better algorithms, which we discuss in Part II.

Another, more fundamental, concern is that the Bayesian approach is only as correct as its modeling
assumptions. In particular, it is important to check sensitivity of the conclusions to the choice of prior
(and likelihood), using techniques such as Bayesian model checking (Section 3.9.1). In particular, as
Donald Rubin wrote in his paper called “Bayesianly Justifiable and Relevant Frequency Calculations
for the Applied Statistician” [Rub84]:

The applied statistician should be Bayesian in principle and calibrated to the real world in
practice. [They] should attempt to use specifications that lead to approximately calibrated pro-
cedures under reasonable deviations from [their assumptions]. [They] should avoid models that
are contradicted by observed data in relevant ways — frequency calculations for hypothetical
replications can model a model’s adequacy and help to suggest more appropriate models.

A final issue is more practical. Most users of statistical methods are not experts in statistics,
but instead are experts in their own domain, such as psychology or social science. They often just
want a simple (and fast!) method for testing a hypothesis, and so they turn to standard “cookie
cutter” frequentist procedures, such as t-tests and χ2-tests. Fortunately there are simple Bayesian
alternatives to these tests, as we discuss in Section 3.10, which avoid the conceptual problems we
discussed in Section 3.3.5, and which can also be easily “upgraded” to use more complex (and realistic)
modeling assumptions when necessary. Furthermore, by using an empirical Bayes approach, it is
possible to derive automatic and robust Bayesian methods that have good frequentist properties but
which are also conditional on the data, thus providing the best of both worlds.

For a more detailed discussion of the pros and cons of the Bayesian approach, specifically in the
context of machine learning, see https://bit.ly/3Rbd4lo and https://bit.ly/3j8miSR.

3.4 Conjugate priors

In this section, we consider Bayesian inference for a class of models with a special form of prior,
known as a conjugate prior, which simplifies the computation of the posterior. Formally, we say
that a prior p(θ) ∈ F is a conjugate prior for a likelihood function p(D|θ) if the posterior is in
the same parameterized family as the prior, i.e., p(θ|D) ∈ F . In other words, F is closed under
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Bayesian updating. If the family F corresponds to the exponential family (defined in Section 2.4),
then the computations can be performed in closed form. In more complex settings, we cannot perform
closed-form inference, but we can often leverage these results as tractable subroutines inside of a
larger computational pipeline.

3.4.1 The binomial model

One of the simplest examples of conjugate Bayesian analysis is the beta-binomial model. This is
covered in detail in Section 3.2.1.

3.4.2 The multinomial model

In this section, we generalize the results from Section 3.4.1 from binary variables (e.g., coins) to
K-ary variables (e.g., dice). Let y ∼ Cat(θ) be a discrete random variable drawn from a categorical
distribution. The likelihood has the form

p(D|θ) =
N∏

n=1

Cat(yn|θ) =
N∏

n=1

C∏

c=1

θI(yn=c)c =

C∏

c=1

θNcc (3.89)

where Nc =
∑
n I (yn = c). We can generalize this to the multinomial distribution by defining

y ∼ M(N,θ), where N is the number of trials, and yc = Nc is the number of times value c is
observed. The likelihood becomes

p(y|N,θ) =
(

N

N1 . . . NC

) C∏

c=1

θNcc (3.90)

This is the same as the categorical likelihood modulo a scaling factor. Going forwards, we will work
with the categorical model, for notational simplicity.

The conjugate prior for a categorical distribution is the Dirichlet distribution, which we discussed
in Section 2.2.5.7. We denote this by p(θ) = Dir(θ| ⌣α), where ⌣α is the vector of prior pseudo-counts.
Often we use a symmetric Dirichlet prior of the form ⌣αk=

⌣α /K. In this case, we have E [θk] = 1/K,
and V [θk] =

K−1
K2(⌣α+1) . Thus we see that increasing the prior sample size ⌣α decreases the variance of

the prior, which is equivalent to using a stronger prior.
We can combine the multinomial likelihood and Dirichlet prior to compute the Dirichlet posterior,

as follows:

p(θ|D) ∝ p(D|θ)Dir(θ| ⌣α) ∝
[∏

k

θNkk

][∏

k

θ
⌣αk−1
k

]
(3.91)

∝ Dir(θ| ⌣α1 +N1, . . . ,
⌣αK +NK) = Dir(θ| ⌢α) (3.92)

where ⌢αk=
⌣αk +Nk are the parameters of the posterior. So we see that the posterior can be computed

by adding the empirical counts to the prior counts. In particular, the posterior mode is given by

θ̂k =
⌢αk −1∑K
k′=1

⌢αk −1
=

Nk+
⌣αk −1∑K

k′=1Nk+
⌣αk −1

(3.93)
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If we set αk = 1 we recover the MLE; if we set αk = 2, we recover the add-one smoothing estimate.
The marginal likelihood for the Dirichlet-categorical model is given by the following:

p(D) = B(N+α)

B(α)
(3.94)

where

B(α) =

∏K
k=1 Γ(αk)

Γ(
∑
k αk)

(3.95)

Hence we can rewrite the above result in the following form, which is what is usually presented in
the literature:

p(D) = Γ(
∑
k αk)

Γ(N +
∑
k αk)

∏

k

Γ(Nk + αk)

Γ(αk)
(3.96)

For more details on this model, see [Mur22, Sec 4.6.3].

3.4.3 The univariate Gaussian model

In this section, we derive the posterior p(µ, σ2|D) for a univariate Gaussian. For simplicity, we consider
this in three steps: inferring just µ, inferring just σ2, and then inferring both. See Section 3.4.4 for
the multivariate case.

3.4.3.1 Posterior of µ given σ2

If σ2 is a known constant, the likelihood for µ has the form

p(D|µ) ∝ exp

(
− 1

2σ2

N∑

n=1

(yn − µ)2
)

(3.97)

One can show that the conjugate prior is another Gaussian, N (µ| ⌣m, ⌣τ 2). Applying Bayes’ rule for
Gaussians (Equation (2.121)), we find that the corresponding posterior is given by

p(µ|D, σ2) = N (µ| ⌢m, ⌢τ 2) (3.98)

⌢τ 2 =
1

N
σ2 + 1

⌣τ 2

=
σ2 ⌣τ 2

N ⌣τ 2 +σ2
(3.99)

⌢m =⌢τ 2
( ⌣m

⌣τ 2
+
Ny

σ2

)
=

σ2

N ⌣τ 2 +σ2

⌣m +
N ⌣τ 2

N ⌣τ 2 +σ2
y (3.100)

where y ≜ 1
N

∑N
n=1 yn is the empirical mean.

This result is easier to understand if we work in terms of the precision parameters, which are
just inverse variances. Specifically, let λ = 1/σ2 be the observation precision, and ⌣

λ= 1/ ⌣τ 2 be the
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precision of the prior. We can then rewrite the posterior as follows:

p(µ|D, λ) = N (µ| ⌢m,⌢λ−1) (3.101)
⌢
λ =

⌣
λ +Nλ (3.102)

⌢m =
Nλy+

⌣
λ

⌣m
⌢
λ

=
Nλ

Nλ+
⌣
λ
y +

⌣
λ

Nλ+
⌣
λ

⌣m (3.103)

These equations are quite intuitive: the posterior precision ⌢
λ is the prior precision ⌣

λ plus N units of
measurement precision λ. Also, the posterior mean ⌢m is a convex combination of the empirical mean
y and the prior mean ⌣m. This makes it clear that the posterior mean is a compromise between the
empirical mean and the prior. If the prior is weak relative to the signal strength (⌣λ is small relative
to λ), we put more weight on the empirical mean. If the prior is strong relative to the signal strength
(⌣λ is large relative to λ), we put more weight on the prior. This is illustrated in Figure 3.5. Note
also that the posterior mean is written in terms of Nλx, so having N measurements each of precision
λ is like having one measurement with value x and precision Nλ.

To gain further insight into these equations, consider the posterior after seeing a single datapoint
y (so N = 1). Then the posterior mean can be written in the following equivalent ways:

⌢m =

⌣
λ
⌢
λ

⌣m +
λ
⌢
λ
y (3.104)

=⌣m +
λ
⌢
λ
(y− ⌣m) (3.105)

= y −
⌣
λ
⌢
λ
(y− ⌣m) (3.106)

The first equation is a convex combination of the prior mean and the data. The second equation
is the prior mean adjusted towards the data y. The third equation is the data adjusted towards
the prior mean; this is called a shrinkage estimate. This is easier to see if we define the weight
w =

⌣
λ/⌢

λ. Then we have

⌢m= y − w(y− ⌣m) = (1− w)y + w ⌣m (3.107)

Note that, for a Gaussian, the posterior mean and posterior mode are the same. Thus we can use
the above equations to perform MAP estimation.

3.4.3.2 Posterior of σ2 given µ

If µ is a known constant, the likelihood for σ2 has the form

p(D|σ2) ∝ (σ2)−N/2 exp

(
− 1

2σ2

N∑

n=1

(yn − µ)2
)

(3.108)

where we can no longer ignore the 1/(σ2) term in front. The standard conjugate prior is the inverse
gamma distribution (Section 2.2.3.4), given by

IG(σ2| ⌣a,⌣b) =
⌣
b
⌣a

Γ(⌣a)
(σ2)−(

⌣a+1) exp(−
⌣
b

σ2
) (3.109)
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Figure 3.5: Inferring the mean of a univariate Gaussian with known σ2. (a) Using strong prior, p(µ) =
N (µ|0, 1). (b) Using weak prior, p(µ) = N (µ|0, 5). Generated by gauss_infer_1d.ipynb.
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Figure 3.6: Sequential updating of the posterior for σ2 starting from an uninformative prior. The data
was generated from a Gaussian with known mean µ = 5 and unknown variance σ2 = 10. Generated by
gauss_seq_update_sigma_1d.ipynb

Multiplying the likelihood and the prior, we see that the posterior is also IG:

p(σ2|µ,D) = IG(σ2| ⌢a,⌢b) (3.110)
⌢a =⌣a +N/2 (3.111)

⌢
b =

⌣
b +

1

2

N∑

n=1

(yn − µ)2 (3.112)

See Figure 3.6 for an illustration.
One small annoyance with using the IG(⌣a,

⌣
b) distribution is that the strength of the prior is

encoded in both ⌣a and ⌣
b . Therefore, in the Bayesian statistics literature it is common to use an

alternative parameterization of the IG distribution, known as the (scaled) inverse chi-squared
distribution:

χ−2(σ2| ⌣ν, ⌣τ 2) = IG(σ2|
⌣ν

2
,
⌣ν ⌣τ 2

2
) ∝ (σ2)−

⌣ν /2−1 exp(−
⌣ν ⌣τ 2

2σ2
) (3.113)

Here ⌣ν (called the degrees of freedom or dof parameter) controls the strength of the prior, and ⌣τ 2
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encodes the prior mean. With this prior, the posterior becomes

p(σ2|D, µ) = χ−2(σ2| ⌢ν, ⌢τ 2) (3.114)
⌢ν =⌣ν +N (3.115)

⌢τ 2 =
⌣ν ⌣τ 2 +

∑N
n=1(yn − µ)2
⌢ν

(3.116)

We see that the posterior dof ⌢ν is the prior dof ⌣ν plus N , and the posterior sum of squares ⌢ν⌢τ 2 is
the prior sum of squares ⌣ν⌣τ 2 plus the data sum of squares.

3.4.3.3 Posterior of µ and σ2: conjugate prior

Now suppose we want to infer both the mean and variance. The corresponding conjugate prior is the
normal inverse gamma:

NIG(µ, σ2| ⌣m,⌣κ,⌣a,⌣b) ≜ N (µ| ⌣m,σ2/ ⌣κ) IG(σ2| ⌣a,⌣b) (3.117)

However, it is common to use a reparameterization of this known as the normal inverse chi-squared
or NIX distribution [Gel+14a, p67], which is defined by

NIχ2(µ, σ2| ⌣m,⌣κ, ⌣ν, ⌣τ 2) ≜ N (µ| ⌣m,σ2/ ⌣κ) χ−2(σ2| ⌣ν, ⌣τ 2) (3.118)

∝ (
1

σ2
)(

⌣ν+3)/2 exp

(
−

⌣ν⌣τ 2 + ⌣κ (µ− ⌣m)2

2σ2

)
(3.119)

See Figure 3.7 for some plots. Along the µ axis, the distribution is shaped like a Gaussian, and along
the σ2 axis, the distribution is shaped like a χ−2; the contours of the joint density have a “squashed
egg” appearance. Interestingly, we see that the contours for µ are more peaked for small values of
σ2, which makes sense, since if the data is low variance, we will be able to estimate its mean more
reliably.

One can show (based on Section 3.4.4.3) that the posterior is given by

p(µ, σ2|D) = NIχ2(µ, σ2| ⌢m,⌢κ, ⌢ν, ⌢τ 2) (3.120)

⌢m =
⌣κ⌣m +Nx

⌢κ
(3.121)

⌢κ =⌣κ +N (3.122)
⌢ν =⌣ν +N (3.123)

⌢ν⌢τ 2 =⌣ν⌣τ 2 +

N∑

n=1

(yn − y)2 +
N ⌣κ

⌣κ +N
(⌣m −y)2 (3.124)

The interpretation of this is as follows. For µ, the posterior mean ⌢m is a convex combination of
the prior mean ⌣m and the MLE x; the strength of this posterior, ⌢κ, is the prior strength ⌣κ plus the
number of datapoints N . For σ2, we work instead with the sum of squares: the posterior sum of
squares, ⌢ν⌢τ 2, is the prior sum of squares ⌣ν⌣τ 2 plus the data sum of squares,

∑N
n=1(yn − y)2, plus

a term due to the discrepancy between the prior mean ⌣m and the MLE y. The strength of this
posterior, ⌢ν , is the prior strength ⌣ν plus the number of datapoints N ;
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Figure 3.7: The NIχ2(µ, σ2|m,κ, ν, σ2) distribution. m is the prior mean and κ is how strongly we believe
this; σ2 is the prior variance and ν is how strongly we believe this. (a) m = 0, κ = 1, ν = 1, σ2 = 1. Notice
that the contour plot (underneath the surface) is shaped like a “squashed egg”. (b) We increase the strength of
our belief in the mean by setting κ = 5, so the distribution for µ around m = 0 becomes narrower. Generated
by nix_plots.ipynb.

The posterior marginal for σ2 is just

p(σ2|D) =
∫
p(µ, σ2|D)dµ = χ−2(σ2| ⌢ν, ⌢τ 2) (3.125)

with the posterior mean given by E
[
σ2|D

]
=

⌢ν
⌢ν−2

⌢τ 2.
The posterior marginal for µ has a Student distribution, which follows from the fact that the

Student distribution is a (scaled) mixture of Gaussians:

p(µ|D) =
∫
p(µ, σ2|D)dσ2 = T (µ| ⌢m, ⌢τ 2 / ⌢κ, ⌢ν) (3.126)

with the posterior mean given by E [µ|D] =⌢m.

3.4.3.4 Posterior of µ and σ2: uninformative prior

If we “know nothing” about the parameters a priori, we can use an uniformative prior. We discuss how
to create such priors in Section 3.5. A common approach is to use a Jeffreys prior. In Section 3.5.2.3,
we show that the Jeffreys prior for a location and scale parameter has the form

p(µ, σ2) ∝ p(µ)p(σ2) ∝ σ−2 (3.127)

We can simulate this with a conjugate prior by using

p(µ, σ2) = NIχ2(µ, σ2| ⌣m= 0,⌣κ= 0, ⌣ν= −1, ⌣τ 2= 0) (3.128)

With this prior, the posterior has the form

p(µ, σ2|D) = NIχ2(µ, σ2| ⌢m= y,⌢κ= N, ⌢ν= N − 1, ⌢τ 2= s2) (3.129)
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where

s2 ≜
1

N − 1

N∑

n=1

(yn − y)2 =
N

N − 1
σ̂2
mle (3.130)

s is known as the sample standard deviation. Hence the marginal posterior for the mean is given
by

p(µ|D) = T (µ|y, s
2

N
,N − 1) = T (µ|y,

∑N
n=1(yn − y)2
N(N − 1)

, N − 1) (3.131)

Thus the posterior variance of µ is

V [µ|D] =
⌢ν

⌢ν −2
⌢τ 2=

N − 1

N − 3

s2

N
→ s2

N
(3.132)

The square root of this is called the standard error of the mean:

se(µ) ≜
√
V [µ|D] ≈ s√

N
(3.133)

Thus we can approximate the 95% credible interval for µ using

I.95(µ|D) = y ± 2
s√
N

(3.134)

3.4.4 The multivariate Gaussian model

In this section, we derive the posterior p(µ,Σ|D) for a multivariate Gaussian. For simplicity, we
consider this in three steps: inferring just µ, inferring just Σ, and then inferring both.

3.4.4.1 Posterior of µ given Σ

The likelihood has the form

p(D|µ) = N (y|µ, 1
N

Σ) (3.135)

For simplicity, we will use a conjugate prior, which in this case is a Gaussian. In particular,
if p(µ) = N (µ| ⌣m,

⌣
V) then we can derive a Gaussian posterior for µ based on the results in

Section 2.3.2.2 We get

p(µ|D,Σ) = N (µ| ⌢m,
⌢
V) (3.136)

⌢
V
−1

=
⌣
V
−1

+NΣ−1 (3.137)
⌢m =

⌢
V (Σ−1(Ny)+

⌣
V
−1 ⌣m) (3.138)

Figure 3.8 gives a 2d example of these results.
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Figure 3.8: Illustration of Bayesian inference for a 2d Gaussian random vector z. (a) The data is generated
from yn ∼ N (z,Σy), where z = [0.5, 0.5]T and Σy = 0.1([2, 1; 1, 1]). We assume the sensor noise covariance
Σy is known but z is unknown. The black cross represents z. (b) The prior is p(z) = N (z|0, 0.1I2). (c) We
show the posterior after 10 datapoints have been observed. Generated by gauss_infer_2d.ipynb.

3.4.4.2 Posterior of Σ given µ

We now discuss how to compute p(Σ|D,µ).

Likelihood

We can rewrite the likelihood as follows:

p(D|µ,Σ) ∝ |Σ|−N2 exp

(
−1

2
tr(SµΣ

−1)

)
(3.139)

where

Sµ ≜
N∑

n=1

(yn − µ)(yn − µ)T (3.140)

is the scatter matrix around µ.

Prior

The conjugate prior is known as the inverse Wishart distribution, which is a distribution over
positive definite matrices, as we explained in Section 2.2.5.5. This has the following pdf:

IW(Σ| ⌣
Ψ
−1
, ⌣ν) ∝ |Σ|−(⌣ν+D+1)/2 exp

(
−1

2
tr(

⌣
Ψ Σ−1)

)
(3.141)

Here ⌣ν> D − 1 is the degrees of freedom (dof), and
⌣
Ψ is a symmetric pd matrix. We see that

⌣
Ψ

plays the role of the prior scatter matrix, and N0 ≜⌣ν +D + 1 controls the strength of the prior, and
hence plays a role analogous to the sample size N .

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license

https://probml.github.io/notebooks#gauss_infer_2d.ipynb


92 Chapter 3. Statistics

Posterior

Multiplying the likelihood and prior we find that the posterior is also inverse Wishart:

p(Σ|D,µ) ∝ |Σ|−N2 exp

(
−1

2
tr(Σ−1Sµ)

)
|Σ|−(⌣ν+D+1)/2

exp

(
−1

2
tr(Σ−1

⌣
Ψ)

)
(3.142)

= |Σ|−N+(⌣ν+D+1)
2 exp

(
−1

2
tr
[
Σ−1(Sµ+

⌣
Ψ)
])

(3.143)

= IW(Σ| ⌢
Ψ, ⌢ν) (3.144)

⌢ν =⌣ν +N (3.145)
⌢
Ψ =

⌣
Ψ +Sµ (3.146)

In words, this says that the posterior strength ⌢ν is the prior strength ⌣ν plus the number of observations
N , and the posterior scatter matrix

⌢
Ψ is the prior scatter matrix

⌣
Ψ plus the data scatter matrix Sµ.

3.4.4.3 Posterior of Σ and µ

In this section, we compute p(µ,Σ|D) using a conjugate prior.

Likelihood

The likelihood is given by

p(D|µ,Σ) ∝ |Σ|−N2 exp

(
−1

2

N∑

n=1

(yn − µ)TΣ−1(yn − µ)
)

(3.147)

One can show that
N∑

n=1

(yn − µ)TΣ−1(yn − µ) = tr(Σ−1S) +N(y − µ)TΣ−1(y − µ) (3.148)

where

S ≜ Sy =

N∑

n=1

(yn − y)(yn − y)T = YTCNY (3.149)

is empirical scatter matrix, and CN is the centering matrix

CN ≜ IN −
1

N
1N1TN (3.150)

Hence we can rewrite the likelihood as follows:

p(D|µ,Σ) ∝ |Σ|−N2 exp

(
−N

2
(µ− y)TΣ−1(µ− y)

)
exp

(
−1

2
tr(SΣ−1)

)
(3.151)

We will use this form below.
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Figure 3.9: Graphical models representing different kinds of assumptions about the parameter priors. (a) A
semi-conjugate prior for a Gaussian. (b) A conjugate prior for a Gaussian.

Prior

The obvious prior to use is the following

p(µ,Σ) = N (µ| ⌣m,
⌣
V)IW(Σ| ⌣

Ψ
−1
, ⌣ν) (3.152)

where IW is the inverse Wishart distribution. Unfortunately, µ and Σ appear together in a non-
factorized way in the likelihood in Equation (3.151) (see the first exponent term), so the factored
prior in Equation (3.152) is not conjugate to the likelihood.3

The above prior is sometimes called conditionally conjugate, since both conditionals, p(µ|Σ) and
p(Σ|µ), are individually conjugate. To create a fully conjugate prior, we need to use a prior where µ
and Σ are dependent on each other. We will use a joint distribution of the form p(µ,Σ) = p(µ|Σ)p(Σ).
Looking at the form of the likelihood equation, Equation (3.151), we see that a natural conjugate
prior has the form of a normal-inverse-Wishart or NIW distribution, defined as follows:

NIW(µ,Σ| ⌣m,⌣κ, ⌣ν,
⌣
Ψ) ≜ N (µ| ⌣m,

1
⌣κ
Σ)× IW(Σ| ⌣

Ψ
−1
, ⌣ν) (3.153)

=
1

ZNIW
|Σ|− 1

2 exp

(
−

⌣κ

2
(µ− ⌣m)TΣ−1(µ− ⌣m)

)

× |Σ|−
⌣ν+D+1

2 exp

(
−1

2
tr(

⌣
Ψ Σ−1)

)
(3.154)

where the normalization constant is given by

ZNIW ≜ 2
⌣νD/2ΓD(

⌣ν /2)(2π/ ⌣κ)D/2| ⌣
Ψ |⌣ν /2 (3.155)

The parameters of the NIW can be interpreted as follows: ⌣m is our prior mean for µ, and ⌣κ is how
strongly we believe this prior;

⌣
Ψ is (proportional to) our prior mean for Σ, and ⌣ν is how strongly we

believe this prior.4

3. Using the language of directed graphical models, we see that µ and Σ become dependent when conditioned on D
due to explaining away. See Figure 3.9(a).
4. Note that our uncertainty in the mean is proportional to the covariance. In particular, if we believe that the variance
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Posterior

To derive the posterior, let us first rewrite the scatter matrix as follows:

S = YTY − 1

N
(

N∑

n=1

yn)(

N∑

n=1

yn)
T = YTY −NyyT (3.156)

where YTY =
∑N
n=1 yny

T
n is the sum of squares matrix.

Now we can multiply the likelihood and the prior to give

p(µ,Σ|D) ∝ |Σ|−N2 exp

(
−N

2
(µ− y)TΣ−1(µ− y)

)
exp

(
−1

2
tr(Σ−1S)

)
(3.157)

× |Σ|−
⌣ν+D+2

2 exp

(
−

⌣κ

2
(µ− ⌣m)TΣ−1(µ− ⌣m)

)
exp

(
−1

2
tr(Σ−1

⌣
Ψ)

)
(3.158)

= |Σ|−(N+⌣ν+D+2)/2 exp(−1

2
tr(Σ−1M)) (3.159)

where

M ≜ N(µ− y)(µ− y)T+ ⌣κ (µ− ⌣m)(µ− ⌣m)T + S+
⌣
Ψ (3.160)

= (⌣κ +N)µµT − µ(⌣κ ⌣m +Ny)T − (⌣κ ⌣m +Ny)µT+ ⌣κ ⌣m ⌣mT
+YTY+

⌣
Ψ (3.161)

We can simplify the M matrix as follows:

(⌣κ +N)µµT − µ(⌣κ ⌣m +Ny)T − (⌣κ ⌣m +Ny)µT (3.162)

= (⌣κ +N)

(
µ−

⌣κ ⌣m +Ny
⌣κ +N

)(
µ−

⌣κ ⌣m +Ny
⌣κ +N

)T

(3.163)

− (⌣κ ⌣m +Ny)(⌣κ ⌣m +Ny)T

⌣κ +N
(3.164)

=⌢κ (µ− ⌢m)(µ− ⌢m)T− ⌢κ ⌢m ⌢mT (3.165)

Hence we can rewrite the posterior as follows:

p(µ,Σ|D) ∝ |Σ|(⌢ν+D+2)/2 exp

(
−1

2
tr
[
Σ−1

(
⌢κ (µ− ⌢m)(µ− ⌢m)T+

⌢
Ψ
)])

(3.166)

= NIW(µ,Σ| ⌢m,⌢κ, ⌢ν,
⌢
Ψ) (3.167)

is large, then our uncertainty in µ must be large too. This makes sense intuitively, since if the data has large spread, it
will be hard to pin down its mean.
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where

⌢m =
⌣κ ⌣m +Ny

⌢κ
=

⌣κ
⌣κ +N

⌣m +
N

⌣κ +N
y (3.168)

⌢κ =⌣κ +N (3.169)
⌢ν =⌣ν +N (3.170)
⌢
Ψ =

⌣
Ψ +S+

⌣κ N
⌣κ +N

(y− ⌣m)(y− ⌣m)T (3.171)

=
⌣
Ψ +YTY+ ⌣κ ⌣m ⌣mT − ⌢κ ⌢m ⌢mT (3.172)

This result is actually quite intuitive: the posterior mean ⌢m is a convex combination of the prior
mean and the MLE; the posterior scatter matrix

⌢
Ψ is the prior scatter matrix

⌣
Ψ plus the empirical

scatter matrix S plus an extra term due to the uncertainty in the mean (which creates its own virtual
scatter matrix); and the posterior confidence factors ⌢κ and ⌢ν are both incremented by the size of the
data we condition on.

Posterior marginals

We have computed the joint posterior

p(µ,Σ|D) = N (µ|Σ,D)p(Σ|D) = N (µ| ⌢m,
1
⌢κ
Σ)IW(Σ| ⌢

Ψ
−1
, ⌢ν) (3.173)

We now discuss how to compute the posterior marginals, p(Σ|D) and p(µ|D).
It is easy to see that the posterior marginal for Σ is

p(Σ|D) =
∫
p(µ,Σ|D)dµ = IW(Σ| ⌢

Ψ
−1
, ⌢ν) (3.174)

For the mean, one can show that

p(µ|D) =
∫
p(µ,Σ|D)dΣ = T (µ| ⌢µ,

⌢
Ψ
⌢κ⌢ν ′

, ⌢ν ′) (3.175)

where ⌢ν ′≜⌢ν −D+1. Intuitively this result follows because p(µ|D) is an infinite mixture of Gaussians,
where each mixture component has a value of Σ drawn from the IW distribution; by mixing these
altogether, we induce a Student distribution, which has heavier tails than a single Gaussian.

Posterior mode

The maximum a posteriori (MAP) estimate of µ and Σ is the mode of the posterior NIW distribution
with density

p(µ,Σ|Y) = N (µ| ⌢µ,⌢κ−1 Σ)IW(Σ| ⌢
Ψ
−1
, ⌢ν) (3.176)

To find the mode, we firstly notice that µ only appears in the conditional distribution N (µ| ⌢µ,⌢κ−1 Σ),
and the mode of this normal distribution equals its mean, i.e., µ =⌢µ. Also notice that this holds for
any choice of Σ. So we can plug µ =⌢µ in Equation (3.176) and derive the mode of Σ. Notice that

−2 ∗ log p(µ =⌢µ,Σ|Y) = (⌢ν +D + 2) log(|Σ|) + tr(
⌢
Ψ Σ−1) + c (3.177)
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where c is a constant irrelevant to Σ. We then take the derivative over Σ:

∂ log p(µ =⌢µ Σ|Y)

∂Σ
= (⌢ν +D + 2)Σ−1 −Σ−1

⌢
Ψ Σ−1 (3.178)

By setting the derivative to 0 and solving for Σ, we see that (⌢ν +D + 2)−1
⌢
Ψ is the matrix that

maximizes Equation (3.177). By checking that
⌢
Ψ is a positive definite matrix, we conclude that

⌢
Ψ is

the MAP estimate of the covariance matrix Σ.
In conclusion, the MAP estimate of {µ,Σ} are

µ̂ =
⌣κ⌣µ +N ȳ
⌣κ +N

(3.179)

Σ̂ =
1

⌢ν +D + 2

⌢
Ψ (3.180)

Posterior predictive

We now discuss how to predict future data by integrating out the parameters. If y ∼ N (µ,Σ), where
(µ,Σ|D) ∼ NIW( ⌢m,⌢κ, ⌢ν,

⌢
Ψ), then one can show that the posterior predictive distribution, for a

single observation vector, is as follows:

p(y|D) =
∫
N (x|µ,Σ)NIW(µ,Σ| ⌢m,⌢κ, ⌢ν,

⌢
Ψ)dµdΣ (3.181)

= T (y| ⌢m,

⌢
Ψ (⌢κ +1)

⌢κ⌢ν ′
, ⌢ν ′) (3.182)

where ⌢ν ′=⌢ν −D + 1.

3.4.5 The exponential family model

We have seen that exact Bayesian analysis is considerably simplified if the prior is conjugate to the
likelihood. Since the posterior must have the same form as the prior, and hence the same number of
parameters, the likelihood function must have fixed-sized sufficient statistics, so that we can write
p(D|θ) = p(s(D)|θ). This suggests that the only family of distributions for which conjugate priors
exist is the exponential family, a result proved in [DY79].5 In the sections below, we show how to
perform conjugate analysis for a generic exponential family model.

3.4.5.1 Likelihood

Recall that the likelihood of the exponential family is given by

p(D|η) = h(D) exp(ηTs(D)−NA(η)) (3.183)

where s(D) =∑N
n=1 s(xn) and h(D) ≜∏N

n=1 h(xn).

5. There are some exceptions. For example, the uniform distribution Unif(x|0, θ) has finite sufficient statistics
(N,m = maxi xi), as discussed in Section 2.4.2.6; hence this distribution has a conjugate prior, namely the Pareto
distribution (Section 2.2.3.5), p(θ) = Pareto(θ|θ0, κ), yielding the posterior p(θ|x) = Pareto(max(θ0,m), κ+N).
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3.4.5.2 Prior

Let us write the prior in a form that mirrors the likelihood:

p(η| ⌣τ , ⌣ν) = 1

Z(⌣τ , ⌣ν)
exp(⌣τT η− ⌣ν A(η)) (3.184)

where ⌣ν is the strength of the prior, and ⌣τ / ⌣ν is the prior mean, and Z(⌣τ , ⌣ν) is a normalizing factor.
The parameters ⌣τ can be derived from virtual samples representing our prior beliefs.

3.4.5.3 Posterior

The posterior is given by

p(η|D) = p(D|η)p(η)
p(D) (3.185)

=
h(D)

Z(⌣τ , ⌣ν)p(D) exp
(
(⌣τ +s(D))Tη − (⌣ν +N)A(η)

)
(3.186)

=
1

Z(⌢τ , ⌢ν)
exp

(
⌢τT η− ⌢ν A(η)

)
(3.187)

where

⌢τ =⌣τ +s(D) (3.188)
⌢ν =⌣ν +N (3.189)

Z(⌢τ , ⌢ν) =
Z(⌣τ , ⌣ν)

h(D) p(D) (3.190)

We see that this has the same form as the prior, but where we update the sufficient statistics and the
sample size.

The posterior mean is given by a convex combination of the prior mean and the empirical mean
(which is the MLE):

E [η|D] =
⌢τ
⌢ν

=
⌣τ +s(D)
⌣ν +N

=
⌣ν

⌣ν +N

⌣τ
⌣ν
+

N
⌣ν +N

s(D)
N

(3.191)

= λE [η] + (1− λ)η̂mle (3.192)

where λ =
⌣ν

⌣ν+N .

3.4.5.4 Marginal likelihood

From Equation (3.190) we see that the marginal likelihood is given by

p(D) = Z(⌢τ , ⌢ν)h(D)
Z(⌣τ , ⌣ν)

(3.193)

See Section 3.2.1.9 for a detailed example in the case of the beta-Bernoulli model.
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3.4.5.5 Posterior predictive density

We now derive the predictive density for future observables D′ = (x̃1, . . . , x̃N ′) given past data
D = (x1, . . . ,xN ):

p(D′|D) =
∫
p(D′|η)p(η|D)dη (3.194)

=

∫
h(D′) exp(ηTs(D′)−N ′A(η)) 1

Z(⌢τ , ⌢ν)
exp(ηT ⌢τ − ⌢ν A(η))dη (3.195)

= h(D′)Z(
⌣τ +s(D) + s(D′), ⌣ν +N +N ′)

Z(⌣τ +s(D), ⌣ν +N)
(3.196)

3.4.5.6 Example: Bernoulli distribution

As a simple example, let us revisit the Beta-Bernoulli model in our new notation.
The likelihood is given by

p(D|θ) = (1− θ)N exp

(
log(

θ

1− θ )
∑

i

xn

)
(3.197)

Hence the conjugate prior is given by

p(θ|ν0, τ0) ∝ (1− θ)ν0 exp
(
log(

θ

1− θ )τ0
)

(3.198)

= θτ0(1− θ)ν0−τ0 (3.199)

If we define α = τ0 + 1 and β = ν0 − τ0 + 1, we see that this is a beta distribution.
We can derive the posterior as follows, where s =

∑
i I (xi = 1) is the sufficient statistic:

p(θ|D) ∝ θτ0+s(1− θ)ν0−τ0+n−s (3.200)

= θτn(1− θ)νn−τn (3.201)

We can derive the posterior predictive distribution as follows. Assume p(θ) = Beta(θ|α, β), and
let s = s(D) be the number of heads in the past data. We can predict the probability of a given
sequence of future heads, D′ = (x̃1, . . . , x̃m), with sufficient statistic s′ =

∑m
n=1 I (x̃i = 1), as follows:

p(D′|D) =
∫ 1

0

p(D′|θ|Beta(θ|αn, βn)dθ (3.202)

=
Γ(αn + βn)

Γ(αn)Γ(βn)

∫ 1

0

θαn+t
′−1(1− θ)βn+m−t′−1dθ (3.203)

=
Γ(αn + βn)

Γ(αn)Γ(βn)

Γ(αn+m)Γ(βn+m)

Γ(αn+m + βn+m)
(3.204)

where

αn+m = αn + s′ = α+ s+ s′ (3.205)
βn+m = βn + (m− s′) = β + (n− s) + (m− s′) (3.206)
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3.4.6 Beyond conjugate priors

We have seen various examples of conjugate priors, all of which have come from the exponential
family (see Section 2.4). These priors have the advantages of being easy to interpret (in terms of
sufficient statistics from a virtual prior dataset), and being easy to compute with. However, for most
models, there is no prior in the exponential family that is conjugate to the likelihood. Furthermore,
even where there is a conjugate prior, the assumption of conjugacy may be too limiting. Therefore
in the sections below, we briefly discuss various other kinds of priors. (We defer the question of
posterior inference with these priors until Section 7.1, where we discuss algorithmic issues, since we
can no longer use closed-form solutions when the prior is not conjugate.)

3.4.6.1 Mixtures of conjugate priors

In this section, we show how we can create a mixture of conjugate priors for increased modeling
flexibility. Fortunately, the resulting mixture prior is still conjugate.

As an example, suppose we want to predict the outcome of a coin toss at a casino, and we believe
that the coin may be fair, but it may also be biased towards heads. This prior cannot be represented
by a beta distribution. Fortunately, it can be represented as a mixture of beta distributions. For
example, we might use

p(θ) = 0.5 Beta(θ|20, 20) + 0.5 Beta(θ|30, 10) (3.207)

If θ comes from the first distribution, the coin is fair, but if it comes from the second, it is biased
towards heads.

We can represent a mixture by introducing a latent indicator variable h, where h = k means that
θ comes from mixture component k. The prior has the form

p(θ) =
∑

k

p(h = k)p(θ|h = k) (3.208)

where each p(θ|h = k) is conjugate, and p(h = k) are called the (prior) mixing weights. One can
show that the posterior can also be written as a mixture of conjugate distributions as follows:

p(θ|D) =
∑

k

p(h = k|D)p(θ|D, h = k) (3.209)

where p(h = k|D) are the posterior mixing weights given by

p(h = k|D) = p(h = k)p(D|h = k)∑
k′ p(h = k′)p(D|h = k′)

(3.210)

Here the quantity p(D|h = k) is the marginal likelihood for mixture component k (see Section 3.2.1.9).
Returning to our example above, if we have the prior in Equation (3.207), and we observe N1 = 20

heads and N0 = 10 tails, then, using Equation (3.31), the posterior becomes

p(θ|D) = 0.346 Beta(θ|40, 30) + 0.654 Beta(θ|50, 20) (3.211)

See Figure 3.10 for an illustration.
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Figure 3.10: A mixture of two Beta distributions. Generated by mixbetademo.ipynb.

We can compute the posterior probability that the coin is biased towards heads as follows:

Pr(θ > 0.5|D) =
∑

k

Pr(θ > 0.5|D, h = k)p(h = k|D) = 0.9604 (3.212)

If we just used a single Beta(20,20) prior, we would get a slightly smaller value of Pr(θ > 0.5|D) =
0.8858. So if we were “suspicious” initially that the casino might be using a biased coin, our fears
would be confirmed more quickly than if we had to be convinced starting with an open mind.

3.4.6.2 Robust (heavy-tailed) priors

The assessment of the influence of the prior on the posterior is called sensitivity analysis, or
robustness analysis. There are many ways to create robust priors. (see e.g., [IR00]). Here we
consider a simple approach, namely the use of a heavy-tailed distribution.

To motivate this, let us consider an example from [Ber85a, p7]. Suppose x ∼ N (θ, 1). We observe
that x = 5 and we want to estimate θ. The MLE is of course θ̂ = 5, which seems reasonable. The
posterior mean under a uniform prior is also θ = 5. But now suppose we know that the prior median
is 0, and that there is 25% probability that θ lies in any of the intervals (−∞,−1), (−1, 0), (0, 1),
(1,∞). Let us also assume the prior is smooth and unimodal.

One can show that a Gaussian prior of the form N (θ|0, 2.192) satisfies these prior constraints. But
in this case the posterior mean is given by 3.43, which doesn’t seem very satisfactory. An alternative
distribution that captures the same prior information is the Cauchy prior T1(θ|0, 1). With this prior,
we find (using numerical method integration: see robust_prior_demo.ipynb for the code) that the
posterior mean is about 4.6, which seems much more reasonable. In general, priors with heavy tails
tend to give results which are more sensitive to the data, which is usually what we desire.

Heavy-tailed priors are usually not conjugate. However, we can often approximate a heavy-tailed
prior by using a (possibly infinite) mixture of conjugate priors. For example, in Section 28.2.3, we
show that the Student distribution (of which the Cauchy is a special case) can be written as an
infinite mixture of Gaussians, where the mixing weights come from a gamma distribution. This is an
example of a hierarchical prior; see Section 3.6 for details.
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3.4.6.3 Priors for scalar variances

In this section, we discuss some commonly used priors for variance parameters. Such priors play
an important role in determining how much regularization a model exhibits. For example, consider
a linear regression model, p(y|x,w, σ2) = N (y|wTx, σ2). Suppose we use a Gaussian prior on the
weights, p(w) = N (w|0, τ2I). The value of τ2 (relative to σ2) plays a role similar to the strength
of an ℓ2-regularization term in ridge regression. In the Bayesian setting, we need to ensure we use
sensible priors for the variance parameters, τ2 and σ2. This becomes even more important when we
discuss hierarchical models, in Section 3.6.

We start by considering the simple problem of inferting a variance parameter σ2 from a Gaussian
likelihood with known mean, as in Section 3.4.3.2. The uninformative prior is p(σ2) = IG(σ2|0, 0),
which is improper, meaning it does not integrate to 1. This is fine as long as the posterior is proper.
This will be the case if the prior is on the variance of the noise of N ≥ 2 observable variables.
Unfortunately the posterior is not proper, even if N →∞, if we use this prior for the variance of the
(non observable) weights in a regression model [Gel06; PS12], as we discuss in Section 3.6.

One solution to this is to use a weakly informative proper prior such as IG(ϵ, ϵ) for small ϵ.
However, this turns out to not work very well, for reasons that are explained in [Gel06; PS12]. Instead,
it is recommended to use other priors, such as uniform, exponential, half-normal, half-Student-t, or
half-Cauchy; all of these are bounded below by 0, and just require 1 or 2 hyperparameters. (The
term “half” refers to the fact that the distribution is “folded over” onto itself on the positive side of
the real axis.)

3.4.6.4 Priors for covariance matrices

The conjugate prior for a covariance matrix is the inverse Wishart (Section 2.2.5.6). However, it can
be hard to set the parameters for this in an uninformative way. One approach, discussed in [HW13],
is to use a scale mixture of inverse Wisharts, where the scaling parameters have inverse gamma
distributions. It is possible to choose shape and scale parameters to ensure that all the correlation
parameters have uniform (−1, 1) marginals, and all the standard deviations have half-Student
distributions.

Unfortunately, the Wishart distribution has heavy tails, which can lead to poor performance
when used in a sampling algorithm.6 A more common approach, following Equation (3.213), is to
represent the D ×D covariance matrix Σ in terms of a product of the marginal standard deviations,
σ = (σ1, . . . , σD), and the D ×D correlation matrix R, as follows:

Σ = diag(σ) R diag(σ) (3.213)

For example, if D = 2 ,we have

Σ =

(
σ1 0
0 σ2

)(
1 ρ
ρ 1

)(
σ1 0
0 σ2

)
=

(
σ2
1 ρσ1σ2

ρσ1σ2 σ2
2

)
(3.214)

We can put a factored prior on the standard deviations, following the recommendations of Sec-

6. See comments from Michael Betancourt at https://github.com/pymc-devs/pymc/issues/538.
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Figure 3.11: Distribution on the correlation coefficient ρ induced by a 2d LKJ distribution with varying
parameter. Adapted from Figure 14.3 of [McE20]. Generated by lkj_1d.ipynb.

tion 3.4.6.3. For example,

p(σ) =

D∏

d=1

Expon(σd|1) (3.215)

For the correlation matrix, it is common to use as a prior the LKJ distribution, named after the
authors of [LKJ09]. This has the form

LKJ(R|η) ∝ |R|η−1 (3.216)

so it only has one free parameter. When η = 1, it is a uniform prior; when η = 2, it is a “weakly
regularizing” prior, that encourages small correlations (close to 0). See Figure 3.11 for a plot.

In practice, it is more common to define R in terms of its Cholesky decomposition, R = LLT,
where L is an unconstrained lower triangular matrix. We then represent the prior using

LKJchol(L|η) ∝ |L|−η−1 (3.217)

3.5 Noninformative priors

When we have little or no domain specific knowledge, it is desirable to use an uninformative,
noninformative, or objective priors, to “let the data speak for itself”. Unfortunately, there is no
unique way to define such priors, and they all encode some kind of knowledge. It is therefore better
to use the term diffuse prior, minimally informative prior, or default prior.

In the sections below, we briefly mention some common approaches for creating default priors. For
further details, see e.g., [KW96] and the Stan website.7

3.5.1 Maximum entropy priors

A natural way to define an uninformative prior is to use one that has maximum entropy, since
it makes the least commitments to any particular value in the state space (see Section 5.2 for a

7. https://github.com/stan-dev/stan/wiki/Prior-Choice-Recommendations.
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discussion of entropy). This is a formalization of Laplace’s principle of insufficient reason, in
which he argued that if there is no reason to prefer one prior over another, we should pick a “flat”
one.

For example, in the case of a Bernoulli distribution with rate θ ∈ [0, 1], the maximum entropy
prior is the uniform distribution, p(θ) = Beta(θ|1, 1), which makes intuitive sense.

However, in some cases we know something about our random variable θ, and we would like our
prior to match these constraints, but otherwise be maximally entropic. More precisely, suppose
we want to find a distribution p(θ) with maximum entropy, subject to the constraints that the
expected values of certain features or functions fk(θ) match some known quantities Fk. This is called
a maxent prior. In Section 2.4.7, we show that such distributions must belong to the exponential
family (Section 2.4).

For example, suppose θ ∈ {1, 2, . . . , 10}, and let pc = p(θ = c) be the corresponding prior. Suppose
we know that the prior mean is 1.5. We can encode this using the following constraint

E [f1(θ)] = E [θ] =
∑

c

c pc = 1.5 (3.218)

In addition, we have the constraint
∑
c pc = 1. Thus we need to solve the following optimization

problem:

min
p

H(p) s.t.
∑

c

c pc = 1.5,
∑

c

pc = 1.0 (3.219)

This gives the decaying exponential curve in Figure 3.12. Now suppose we know that θ is either 3 or
4 with probability 0.8. We can encode this using

E [f1(θ)] = E [I (θ ∈ {3, 4})] = Pr(θ ∈ {3, 4}) = 0.8 (3.220)

This gives the inverted U-curve in Figure 3.12. We note that this distribution is flat in as many
places as possible.

3.5.2 Jeffreys priors

Let θ be a random variable with prior pθ(θ), and let ϕ = f(θ) be some invertible transformation of
θ. We want to choose a prior that is invariant to this function f , so that the posterior does not
depend on how we parameterize the model.

For example, consider a Bernoulli distribution with rate parameter θ. Suppose Alice uses a binomial
likelihood with data D, and computes p(θ|D). Now suppose Bob uses the same likelihood and data,
but parameterizes the model in terms of the odds parameter, ϕ = θ

1−θ . He converts Alice’s prior to
p(ϕ) using the change of variables formula, and them computes p(ϕ|D). If he then converts back to
the θ parameterization, he should get the same result as Alice.

We can achieve this goal that provided we use a Jeffreys prior, named after Harold Jeffreys.8 In
1d, the Jeffreys prior is given by p(θ) ∝

√
F (θ), where F is the Fisher information (Section 3.3.4).

In multiple dimensions, the Jeffreys prior has the form p(θ) ∝
√

detF(θ), where F is the Fisher
information matrix (Section 3.3.4).

8. Harold Jeffreys, 1891–1989, was an English mathematician, statistician, geophysicist, and astronomer. He is not to
be confused with Richard Jeffrey, a philosopher who advocated the subjective interpretation of probability [Jef04].
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Figure 3.12: Illustration of 3 different maximum entropy priors. Adapted from Figure 1.10 of [MKL11].
Generated by maxent_priors.ipynb.

To see why the Jeffreys prior is invariant to parameterization, consider the 1d case. Suppose
pθ(θ) ∝

√
F (θ). Using the change of variables, we can derive the corresponding prior for ϕ as follows:

pϕ(ϕ) = pθ(θ)

∣∣∣∣
dθ

dϕ

∣∣∣∣ (3.221)

∝
√
F (θ)

(
dθ

dϕ

)2

=

√√√√E

[(
d log p(x|θ)

dθ

)2
](

dθ

dϕ

)2

(3.222)

=

√√√√E

[(
d log p(x|θ)

dθ

dθ

dϕ

)2
]
=

√√√√E

[(
d log p(x|ϕ)

dϕ

)2
]

(3.223)

=
√
F (ϕ) (3.224)

Thus the prior distribution is the same whether we use the θ parameterization or the ϕ parameteriza-
tion.

We give some examples of Jeffreys priors below.

3.5.2.1 Jeffreys prior for binomial distribution

Let us derive the Jeffreys prior for the binomial distribution using the rate parameterization θ. From
Equation (3.57), we have

p(θ) ∝ θ− 1
2 (1− θ)− 1

2 =
1√

θ(1− θ)
∝ Beta(θ|1

2
,
1

2
) (3.225)

Now consider the odds parameterization, ϕ = θ/(1− θ), so θ = ϕ
ϕ+1 . The likelihood becomes

p(x|ϕ) ∝
(

ϕ

ϕ+ 1

)x(
1− ϕ

ϕ+ 1

)n−x
= ϕx(ϕ+ 1)−x(ϕ+ 1)−n+x = ϕx(ϕ+ 1)−n (3.226)
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Figure 3.13: Illustration of Jeffreys prior for Alice (who uses the rate θ) and Bob (who uses the odds
ϕ = θ/(1− θ)). Adapted from Figure 1.9 of [MKL11]. Generated by jeffreys_prior_binomial.ipynb.

Thus the log likelihood is

ℓ = x log ϕ− n log ϕ+ 1 (3.227)

The first and second derivatives are

dℓ

dϕ
=
x

ϕ
− n

ϕ+ 1
(3.228)

d2ℓ

dϕ2
= − x

ϕ2
+

n

(ϕ+ 1)2
(3.229)

Since E [x] = nθ = n ϕ
ϕ+1 , the Fisher information matrix is given by

F (ϕ) = −E
[
d2ℓ

dϕ2

]
n

ϕ(ϕ+ 1)
− n

(ϕ+ 1)2
(3.230)

=
n(ϕ+ 1)− nϕ
ϕ(ϕ+ 1)2

=
n

ϕ(ϕ+ 1)2
(3.231)

Hence

pϕ(ϕ) ∝ ϕ−0.5(1 + ϕ)−1 (3.232)

See Figure 3.13 for an illustration.

3.5.2.2 Jeffreys prior for multinomial distribution

For a categorical random variable with K states, one can show that the Jeffreys prior is given by

p(θ) ∝ Dir(θ|1
2
, . . . ,

1

2
) (3.233)

Note that this is different from the more obvious choices of Dir( 1
K , . . . ,

1
K ) or Dir(1, . . . , 1).
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3.5.2.3 Jeffreys prior for the mean and variance of a univariate Gaussian

Consider a 1d Gaussian x ∼ N (µ, σ2) with both parameters unknown, so θ = (µ, σ). From
Equation (3.62), the Fisher information matrix is

F(θ) =

(
1/σ2 0
0 1/(2σ4)

)
(3.234)

so
√

det(F(θ)) = 1√
2σ3

. However, the standard Jeffreys uninformative prior for the Gaussian is
defined as the product of independent uninformative priors (see [KW96]), i.e.,

p(µ, σ2) ∝ p(µ)p(σ2) ∝ 1/σ2 (3.235)

It turns out that we can emulate this prior with a conjugate NIX prior:

p(µ, σ2) = NIχ2(µ, σ2|µ0 = 0,⌣κ= 0, ⌣ν= −1,⌣σ2= 0) (3.236)

This lets us easily reuse the results for conjugate analysis of the Gaussian in Section 3.4.3.3, as we
showed in Section 3.4.3.4.

3.5.3 Invariant priors

If we have “objective” prior knowledge about a problem in the form of invariances, we may be able to
encode this into a prior, as we show below.

3.5.3.1 Translation-invariant priors

A location-scale family is a family of probability distributions parameterized by a location µ and
scale σ. If x is an rv in this family, then y = a+ bx is also an rv in the same family.

When inferring the location parameter µ, it is intuitively reasonable to want to use a translation-
invariant prior, which satisfies the property that the probability mass assigned to any interval,
[A,B] is the same as that assigned to any other shifted interval of the same width, such as [A−c,B−c].
That is,
∫ B−c

A−c
p(µ)dµ =

∫ B

A

p(µ)dµ (3.237)

This can be achieved using

p(µ) ∝ 1 (3.238)

since
∫ B−c

A−c
1dµ = (B − c)− (A− c) = (B −A) =

∫ B

A

1dµ (3.239)

This is the same as the Jeffreys prior for a Gaussian with unknown mean µ and fixed variance.
This follows since F (µ) = 1/σ2 ∝ 1, from Equation (3.62), and hence p(µ) ∝ 1.
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3.5.3.2 Scale-invariant prior

When inferring the scale parameter σ, we may want to use a scale-invariant prior, which satisfies
the property that the probability mass assigned to any interval [A,B] is the same as that assigned to
any other interval [A/c,B/c], where c > 0. That is,
∫ B/c

A/c

p(σ)dσ =

∫ B

A

p(σ)dσ (3.240)

This can be achieved by using

p(σ) ∝ 1/σ (3.241)

since then
∫ B/c

A/c

1

σ
dσ = [log σ]

B/c
A/c = log(B/c)− log(A/c) = log(B)− log(A) =

∫ B

A

1

σ
dσ (3.242)

This is the same as the Jeffreys prior for a Gaussian with fixed mean µ and unknown scale σ. This
follows since F (σ) = 2/σ2, from Equation (3.62), and hence p(σ) ∝ 1/σ.

3.5.3.3 Learning invariant priors

Whenever we have knowledge of some kind of invariance we want our model to satisfy, we can use this
to encode a corresponding prior. Sometimes this is done analytically (see e.g., [Rob07, Ch.9]). When
this is intractable, it may be possible to learn invariant priors by solving a variational optimization
problem (see e.g., [NS18]).

3.5.4 Reference priors

One way to define a noninformative prior is as a distribution which is maximally far from all possible
posteriors, when averaged over datasets. This is the basic idea behind a reference prior [Ber05;
BBS09]. More precisely, we say that p(θ) is a reference prior if it maximizes the expected KL
divergence between posterior and prior:

p∗(θ) = argmax
p(θ)

∫

D
p(D)DKL (p(θ|D) ∥ p(θ)) dD (3.243)

where p(D) =
∫
p(D|θ)p(θ)dθ. This is the same as maximizing the mutual information I(θ,D).

We can eliminate the integral over datasets by noting that
∫
p(D)

∫
p(θ|D) log p(θ|D)

p(θ)
=

∫
p(θ)

∫
p(D|θ) log p(D|θ)

p(D) = Eθ [DKL (p(D|θ) ∥ p(D))] (3.244)

where we used the fact that p(θ|D)
p(θ) = p(D|θ)

p(D) .
One can show that, in 1d, the corresponding prior is equivalent to the Jeffreys prior. In higher

dimensions, we can compute the reference prior for one parameter at a time, using the chain rule.
However, this can become computationally intractable. See [NS17] for a tractable approximation
based on variational inference (Section 10.1).
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3.6 Hierarchical priors

Bayesian models require specifying a prior p(θ) for the parameters. The parameters of the prior are
called hyperparameters, and will be denoted by ξ. If these are unknown, we can put a prior on
them; this defines a hierarchical Bayesian model, or multi-level model, which can visualize like
this: ξ → θ → D. We assume the prior on the hyper-parameters is fixed (e.g., we may use some kind
of minimally informative prior), so the joint distribution has the form

p(ξ,θ,D) = p(ξ)p(θ|ξ)p(D|θ) (3.245)

The hope is that we can learn the hyperparameters by treating the parameters themselves as
datapoints.

A common setting in which such an approach makes sense is when we have J > 1 related datasets,
Dj , each with their own parameters θj . Inferring p(θj |Dj) independently for each group j can give
poor results if Dj is a small dataset (e.g., if condition j corresponds to a rare combination of features,
or a sparsely population region). We could of course pool all the data to compute a single model,
p(θ|D), but that would not let us model the subpopulations. A hierarchical Bayesian model lets us
borrow statistical strength from groups with lots of data (and hence well-informed posteriors
p(θj |D)) in order to help groups with little data (and hence highly uncertain posteriors p(θj |D)).
The idea is that well-informed groups j will have a good estimate of θj , from which we can infer
ξ, which can be used to help estimate θk for groups k with less data. (Information is shared via
the hidden common parent node ξ in the graphical model, as shown in Figure 3.14.) We give some
examples of this below.

After fitting such models, we can compute two kinds of posterior predictive distributions. If we
want to predict observations for an existing group j, we need to use

p(yj |D) =
∫
p(yj |θj)p(θj |D)dθj (3.246)

However, if we want to predict observations for a new group ∗ that has not yet been measured, but
which is comparable to (or exchangeable with) the existing groups 1 : J , we need to use

p(y∗|D) =
∫
p(y∗|θ∗)p(θ∗|ξ)p(ξ|D)dθ∗dξ (3.247)

We give some examples below. (More information can be found in e.g., [GH07; Gel+14a].)

3.6.1 A hierarchical binomial model

Suppose we want to estimate the prevalence of some disease amongst different group of individuals,
either people or animals. Let Nj be the size of the j’th group, and let yj be the number of positive
cases for group j = 1 : J . We assume yj ∼ Bin(Nj , θj), and we want to estimate the rates θj . Since
some groups may have small population sizes, we may get unreliable results if we estimate each θj
separately; for example we may observe yj = 0 resulting in θ̂j = 0, even though the true infection
rate is higher.

One solution is to assume all the θj are the same; this is called parameter tying. The resulting
pooled MLE is just θ̂pooled =

∑
j yj∑
j Nj

. But the assumption that all the groups have the same rate is a
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Figure 3.14: PGM for a hierarchical binomial model. (a) “Unrolled” model. (b) Same model, using plate
notation.

rather strong one. A compromise approach is to assume that the θj are similar, but that there may
be group-specific variations. This can be modeled by assuming the θj are drawn from some common
distribution, say θj ∼ Beta(a, b). The full joint distribution can be written as

p(D,θ, ξ) = p(ξ)p(θ|ξ)p(D|θ) = p(ξ)




J∏

j=1

Beta(θj |ξ)






J∏

j=1

Bin(yj |Nj , θj)


 (3.248)

where ξ = (a, b). In Figure 3.14 we represent these assumptions using a directed graphical model
(see Section 4.2.8 for an explanation of such diagrams).

It remains to specify the prior p(ξ). Following [Gel+14a, p110], we use

p(a, b) ∝ (a+ b)−5/2 (3.249)

3.6.1.1 Posterior inference

We can perform approximate posterior inference in this model using a variety of methods. In
Section 3.7.1 we discuss an optimization based approach, but here we discuss one of the most popular
methods in Bayesian statistics, known as HMC or Hamiltonian Monte Carlo. This is described in
Section 12.5, but in short it is a form of MCMC (Markov chain Monte Carlo) that exploits information
from the gradient of the log joint to guide the sampling process. This algorithm generates samples
in an unconstrained parameter space, so we need to define the log joint over all the parameters
ω = (θ̃, ξ̃) ∈ RD as follows:

log p(D,ω) = log p(D|θ) + log p(θ|ξ) + log p(ξ) (3.250)

+

J∑

j=1

log |Jac(σ)(θ̃j)|+
2∑

i=1

log |Jac(σ+)(ξ̃i)| (3.251)
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Figure 3.15: Data and inferences for the hierarchical binomial model fit using HMC. Generated by hierarchi-
cal_binom_rats.ipynb.

where θj = σ(θ̃j) is the sigmoid transform, and ξi = σ+(ξ̃i) is the softplus transform. (We need
to add the Jacobian terms to account for these deterministic transformations.) We can then use
automatic differentation to compute ∇ω log p(D,ω), which we pass to the HMC algorithm. This
algorithm returns a set of (correlated) samples from the posterior, (ξ̃s, θ̃s) ∼ p(ω|D), which we can
back transform to (ξs,θs). We can then estimate the posterior over quantities of interest by using a
Monte Carlo approximation to p(f(θ)|D) for suitable f (e.g., to compute the posterior mean rate for
group j, we set f(θ) = θj).

3.6.1.2 Example: the rats dataset

In this section, we apply this model to analyze the number of rats that develop a certain kind of tumor
during a particular clinical trial (see [Gel+14a, p102] for details). We show the raw data in rows 1–2
of Figure 3.15a. In row 3, we show the MLE θ̂j for each group. We see that some groups have θ̂j = 0,
which is much less than the pooled MLE θ̂pooled (red line). In row 4, we show the posterior mean
E[θj |D] estimated from all the data, as well as the population mean E[θ|D] = E[a/(a+ b)|D] shown
in the red lines. We see that groups that have low counts have their estimates increased towards
the population mean, and groups that have large counts have their estimates decreased towards
the population mean. In other words, the groups regularize each other; this phenomenon is called
shrinkage. The amount of shrinkage is controlled by the prior on (a, b), which is inferred from the
data.

In Figure 3.15b, we show the 95% credible intervals for each parameter, as well as the overall
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Figure 3.16: Eight schools dataset. (a) Raw data. Each row plots yj ± σj. Vertical line is the pooled
estimate. (b) Posterior 95% credible intervals for θj. Vertical line is posterior mean E [µ|D]. Generated by
schools8.ipynb.

population mean. (This is known as a forest plot.) We can use this to decide if any group is
significantly different than any specified target value (e.g., the overall average).

3.6.2 A hierarchical Gaussian model

In this section, we consider a variation of the model in Section 3.6.1, where this time we have
real-valued data instead of binary count data. More specificially we assume yij ∼ N (θj , σ

2), where
θj is the unknown mean for group j, and σ2 is the observation variance (assumed to be shared across
groups and fixed, for simplicity). Note that having Nj observations yij each with variance σ2 is like
having one measurement yj ≜ 1

Nj

∑Nj
i=1 yij with variance σ2

j ≜ σ2/Nj . This lets us simplify notation
and use one observation per group, with likelihood yj ∼ N (θ, σ2

j ), where we assume the σj ’s are
known.

We use a hierarchical model by assuming each group’s parameters come from a common distribution,
θj ∼ N (µ, τ2). The model becomes

p(µ, τ2,θ1:J |D) ∝ p(µ)p(τ2)
J∏

j=1

N (θj |µ, τ2)N (yj |θj , σ2
j ) (3.252)

where p(µ)p(τ2) is some kind of prior over the hyper-parameters. See Figure 3.19a for the graphical
model.

3.6.2.1 Example: the eight schools dataset

Let us now apply this model to some data. We will consider the eight schools dataset from [Gel+14a,
Sec 5.5]. The goal is to estimate the effects on a new coaching program on SAT scores. Let ynj be
the observed improvement in score for student n in school j compared to a baseline. Since each
school has multiple students, we summarize its data using the empirical mean y·j =

1
Nj

∑Nj
n=1 ynj

and standard deviation σj . See Figure 3.16a for an illustration of the data. We also show the pooled
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Figure 3.17: Marginal posterior density p(τ |D) for the 8-schools dataset. Generated by schools8.ipynb.

MLE for θ, which is a precision weighted average of the data:

y.. =

∑J
j=1

1
σ2
j
y.j

∑J
j=1

1
σ2
j

(3.253)

We see that school 0 has an unusually large improvement (28 points) compared to the overall mean,
suggesting that the estimating θ0 just based on D0 might be unreliable. However, we can easily apply
our hierarchical model. We will use HMC to do approximate inference. (See Section 3.7.2 for a faster
approximate method.)

After computing the (approximate) posterior, we can compute the marginal posteriors p(θj |D)
for each school. These distributions are shown in Figure 3.16b. Once again, we see shrinkage
towards the global mean µ = E [µ|D], which is close to the pooled estimate y... In fact, if we fix the
hyper-parameters to their posterior mean values, and use the approximation

p(µ, τ2|D) = δ(µ− µ)δ(τ2 − τ2) (3.254)

then we can use the results from Section 3.4.3.1 to compute the marginal posteriors

p(θj |D) ≈ p(θj |Dj , µ, τ2) (3.255)

In particular, we can show that the posterior mean E [θj |D] is in between the MLE θ̂j = yj and the
global mean µ = E [µ|D]:

E
[
θj |D, µ, τ2

]
= wjµ+ (1− wj)θ̂j (3.256)

where the amount of shrinkage towards the global mean is given by

wj =
σ2
j

σ2
j + τ2

(3.257)

Thus we see that there is more shrinkage for groups with smaller measurement precision (e.g., due to
smaller sample size), which makes intuitive sense. There is also more shrinkage if τ2 is smaller; of
course τ2 is unknown, but we can compute a posterior for it, as shown in Figure 3.17.
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Figure 3.19: A hierarchical Gaussian Bayesian model. (a) Centered parameterization. (b) Non-centered
parameterization.

3.6.2.2 Non-centered parameterization

It turns out that posterior inference in this model is difficult for many algorithms because of the
tight dependence between the variance hyperparameter τ2 and the group means θj , as illustrated by
the funnel shape in Figure 3.18. In particular, consider making local moves through parameter
space. The algorithm can only “visit” the place where τ2 is small (corresponding to strong shrinkage
to the prior) if all the θj are close to the prior mean µ. It may be hard to move into the area where
τ2 is small unless all groups simultaneously move their θj estimates closer to µ.

A standard solution to this problem is to rewrite the model using the following non-centered
parameterization:

θj = µ+ τηj (3.258)
ηj ∼ N (0, 1) (3.259)

See Figure 3.19b for the corresponding graphical model. By writing θj as a deterministic function of
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its parents plus a local noise term, we have reduced the dependence between θj and τ and hence the
other θk variables, which can improve the computational efficiency of inference algorithms, as we
discuss in Section 12.6.5. This kind of reparameterization is widely used in hierarchical Bayesian
models.

3.6.3 Hierarchical conditional models

In Section 15.5, we discuss hierarchical Bayesian GLM models, which learn conditional distributions
p(y|x,θj) for each group j, using a prior of the form p(θj |ξ). In Section 17.6, we discuss hierarchical
Bayesian neural networks, which generalize this idea to nonlinear predictors.

3.7 Empirical Bayes

In Section 3.6, we discussed hierarchical Bayes as a way to infer parameters from data. Unfortunately,
posterior inference in such models can be computationally challenging. In this section, we discuss
a computationally convenient approximation, in which we first compute a point estimate of the
hyperparameters, ξ̂, and then compute the conditional posterior, p(θ|ξ̂,D), rather than the joint
posterior, p(θ, ξ|D).

To estimate the hyper-parameters, we can maximize the marginal likelihood:

ξ̂mml(D) = argmax
ξ

p(D|ξ) = argmax
ξ

∫
p(D|θ)p(θ|ξ)dθ (3.260)

This technique is known as type II maximum likelihood, since we are optimizing the hyper-
parameters, rather than the parameters. (In the context of neural networks, this is sometimes called
the evidence procedure [Mac92a; WS93; Mac99].) Once we have estimated ξ̂, we compute the
posterior p(θ|ξ̂,D) in the usual way.

Since we are estimating the prior parameters from data, this approach is empirical Bayes (EB)
[CL96]. This violates the principle that the prior should be chosen independently of the data.
However, we can view it as a computationally cheap approximation to inference in the full hierarchical
Bayesian model, just as we viewed MAP estimation as an approximation to inference in the one level
model θ → D. In fact, we can construct a hierarchy in which the more integrals one performs, the
“more Bayesian” one becomes, as shown below.

Method Definition
Maximum likelihood θ̂ = argmaxθ p(D|θ)
MAP estimation θ̂ = argmaxθ p(D|θ)p(θ|ξ)
ML-II (empirical Bayes) ξ̂ = argmaxξ

∫
p(D|θ)p(θ|ξ)dθ

MAP-II ξ̂ = argmaxξ
∫
p(D|θ)p(θ|ξ)p(ξ)dθ

Full Bayes p(θ, ξ|D) ∝ p(D|θ)p(θ|ξ)p(ξ)

Note that ML-II is less likely to overfit than “regular” maximum likelihood, because there are
typically fewer hyper-parameters ξ than there are parameters θ. We give some simple examples
below, and will see more applications later in the book.
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Figure 3.20: Data and inferences for the hierarchical binomial model fit using empirical Bayes. Generated by
eb_binom.ipynb.

3.7.1 EB for the hierarchical binomial model

In this section, we revisit the hierarchical binomial model from Section 3.6.1, but we use empirical
Bayes instead of full Bayesian inference. We can analytically integrate out the θj ’s, and write down
the marginal likelihood directly: The resulting expression is

p(D|ξ) =
∏

j

∫
Bin(yj |Nj , θj)Beta(θj |a, b)dθj (3.261)

∝
∏

j

B(a+ yj , b+Nj − yj)
B(a, b)

(3.262)

=
∏

j

Γ(a+ b)

Γ(a)Γ(b)

Γ(a+ yj)Γ(b+Nj − yj)
Γ(a+ b+Nj)

(3.263)

Various ways of maximizing this marginal likelihood wrt a and b are discussed in [Min00c].
Having estimated the hyper-parameters a and b, we can plug them in to compute the posterior

p(θj |â, b̂,D) for each group, using conjugate analysis in the usual way. We show the results in
Figure 3.20; they are very similar to the full Bayesian analysis shown in Figure 3.15, but the EB
method is much faster.
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3.7.2 EB for the hierarchical Gaussian model

In this section, we revisit the hierarchical Gaussian model from Section 3.6.2.1. However, we fit the
model using empirical Bayes.

For simplicity, we will assume that σ2
j = σ2 is the same for all groups. When the variances are

equal, we can derive the EB estimate in closed form, as we now show. We have

p(yj |µ, τ2, σ2) =

∫
N (yj |θj , σ2)N (θj |µ, τ2)dθj = N (yj |µ, τ2 + σ2) (3.264)

Hence the marginal likelihood is

p(D|µ, τ2, σ2) =

J∏

j=1

N (yj |µ, τ2 + σ2) (3.265)

Thus we can estimate the hyper-parameters using the usual MLEs for a Gaussian. For µ, we have

µ̂ =
1

J

J∑

j=1

yj = y (3.266)

which is the overall mean. For τ2, we can use moment matching, which is equivalent to the MLE for
a Gaussian. This means we equate the model variance to the empirical variance:

τ̂2 + σ2 =
1

J

J∑

j=1

(yj − y)2 ≜ v (3.267)

so τ̂2 = v−σ2. Since we know τ2 must be positive, it is common to use the following revised estimate:

τ̂2 = max{0, v − σ2} = (v − σ2)+ (3.268)

Given this, the posterior mean becomes

θ̂j = λµ+ (1− λ)yj = µ+ (1− λ)(yj − µ) (3.269)

where λj = λ = σ2/(σ2 + τ2).
Unfortunately, we cannot use the above method on the 8-schools dataset in Section 3.6.2.1, since it

uses unequal σj . However, we can still use the EM algorithm or other optimization based methods.

3.7.3 EB for Markov models (n-gram smoothing)

The main problem with add-one smoothing, discussed in Section 2.6.3.3, is that it assumes that
all n-grams are equally likely, which is not very realistic. A more sophisticated approach, called
deleted interpolation [CG96], defines the transition matrix as a convex combination of the bigram
frequencies fjk = Njk/Nj and the unigram frequencies fk = Nk/N :

Ajk = (1− λ)fjk + λfk = (1− λ)Njk
Nj

+ λ
Nk
N

(3.270)
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A ⍺ m

x1 x2 x3 x4

Figure 3.21: A Markov chain in which we put a different Dirichlet prior on every row of the transition matrix
A, but the hyperparameters of the Dirichlet are shared.

The term λ is usually set by cross validation. There is also a closely related technique called backoff
smoothing; the idea is that if fjk is too small, we “back off” to a more reliable estimate, namely fk.

We now show that this heuristic can be interpreted as an empirical Bayes approximation to a
hierarchical Bayesian model for the parameter vectors corresponding to each row of the transition
matrix A. Our presentation follows [MP95].

First, let us use an independent Dirichlet prior on each row of the transition matrix:

Aj ∼ Dir(α0m1, . . . , α0mK) = Dir(α0m) = Dir(α) (3.271)

where Aj is row j of the transition matrix, m is the prior mean (satisfying
∑
kmk = 1) and α0 is the

prior strength (see Figure 3.21). In terms of the earlier notation, we have θj = Aj and ξ = (α,m).
The posterior is given by Aj ∼ Dir(α+Nj), where Nj = (Nj1, . . . , NjK) is the vector that records

the number of times we have transitioned out of state j to each of the other states. The posterior
predictive density is

p(Xt+1 = k|Xt = j,D) = Njk + αjmk

Nj + α0
=
fjkNj + αjmk

Nj + α0
(3.272)

= (1− λj)fjk + λjmk (3.273)

where

λj =
αj

Nj + α0
(3.274)

This is very similar to Equation (3.270) but not identical. The main difference is that the Bayesian
model uses a context-dependent weight λj to combine mk with the empirical frequency fjk, rather
than a fixed weight λ. This is like adaptive deleted interpolation. Furthermore, rather than backing
off to the empirical marginal frequencies fk, we back off to the model parameter mk.

The only remaining question is: what values should we use for α and m? Let’s use empirical Bayes.
Since we assume each row of the transition matrix is a priori independent given α, the marginal
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likelihood for our Markov model is given by

p(D|α) =
∏

j

B(Nj +α)

B(α)
(3.275)

where Nj = (Nj1, . . . , NjK) are the counts for leaving state j and B(α) is the generalized beta
function.

We can fit this using the methods discussed in [Min00c]. However, we can also use the following
approximation [MP95, p12]:

mk ∝ |{j : Njk > 0}| (3.276)

This says that the prior probability of word k is given by the number of different contexts in which
it occurs, rather than the number of times it occurs. To justify the reasonableness of this result,
MacKay and Peto [MP95] give the following example.

Imagine, you see, that the language, you see, has, you see, a
frequently occuring couplet ’you see’, you see, in which the second
word of the couplet, see, follows the first word, you, with very high
probability, you see. Then the marginal statistics, you see, are going
to become hugely dominated, you see, by the words you and see, with
equal frequency, you see.

If we use the standard smoothing formula, Equation (3.270), then P(you|novel) and P(see|novel),
for some novel context word not seen before, would turn out to be the same, since the marginal
frequencies of ’you’ and ’see’ are the same (11 times each). However, this seems unreasonable. ’You’
appears in many contexts, so P(you|novel) should be high, but ’see’ only follows ’you’, so P(see|novel)
should be low. If we use the Bayesian formula Equation (3.273), we will get this effect for free, since
we back off to mk not fk, and mk will be large for ’you’ and small for ’see’ by Equation (3.276).

Although elegant, this Bayesian model does not beat the state-of-the-art language model, known as
interpolated Kneser-Ney [KN95; CG98]. By using ideas from nonparametric Bayes, one can create
a language model that outperforms such heuristics, as discussed in [Teh06; Woo+09]. However, one
can get even better results using recurrent neural nets (Section 16.3.4); the key to their success is that
they don’t treat each symbol “atomically”, but instead learn a distributed embedding representation,
which encodes the assumption that some symbols are more similar to each other than others.

3.7.4 EB for non-conjugate models

For more complex models, we cannot compute the EB estimate exactly. However, we can use the
variational EM method to compute an approximate EB estimate, as we explain in Section 10.1.3.2.

3.8 Model selection

All models are wrong, but some are useful. — George Box [BD87, p424].9

9. George Box is a retired statistics professor at the University of Wisconsin.

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



3.8. Model selection 119

In this section, we assume we have a set of different modelsM, each of which may fit the data to
different degrees, and each of which may make different assumptions. We discuss how to pick the
best model from this set. or to average over all of them.

We assume the “true” model is in the setM; this is known as theM-complete assumption [BS94].
Of course, in reality, none of the models may be adequate; this is known as the M-open scenario
[BS94; CI13]. We can check how well a model fits (or fails to fit) the data using the procedures in
Section 3.9. If none of the models are a good fit, we need to expand our hypothesis space.

3.8.1 Bayesian model selection

The natural way to pick the best model is to pick the most probable model according to Bayes’ rule:

m̂ = argmax
m∈M

p(m|D) (3.277)

where

p(m|D) = p(D|m)p(m)∑
m∈M p(D|m)p(m)

(3.278)

is the posterior over models. This is called Bayesian model selection. If the prior over models is
uniform, p(m) = 1/|M|, then the MAP model is given by

m̂ = argmax
m∈M

p(D|m) (3.279)

The quantity p(D|m) is given by

p(D|m) =

∫
p(D|θ,m)p(θ|m)dθ (3.280)

This is known as the marginal likelihood, or the evidence for model m. (See Section 3.8.3 for
details on how to compute this quantity.) If the model assigns high prior predictive density to the
observed data, then we deem it a good model. If, however, the model has too much flexibility, then
some prior settings will not match the data; this probability mass will be “wasted”, lowering the
expected likelihood. This implicit regularization effect is called the Bayesian Occam’s razor. See
Figure 3.22 for an illustration.

3.8.1.1 Example: is the coin fair?

As an example, suppose we observe some coin tosses, and want to decide if the data was generated by
a fair coin, θ = 0.5, or a potentially biased coin, where θ could be any value in [0, 1]. Let us denote
the first model by M0 and the second model by M1. The marginal likelihood under M0 is simply

p(D|M0) =

(
1

2

)N
(3.281)

where N is the number of coin tosses. From Equation (3.31), the marginal likelihood under M1,
using a Beta prior, is

p(D|M1) =

∫
p(D|θ)p(θ)dθ = B(α1 +N1, α0 +N0)

B(α1, α0)
(3.282)
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p(D)

M1

M2

M3

D0 D

Figure 3.22: A schematic illustration of the Bayesian Occam’s razor. The broad (green) curve corresponds to
a complex model, the narrow (blue) curve to a simple model, and the middle (red) curve is just right. Adapted
from Figure 3.13 of [Bis06]. See also [MG05, Figure 2] for a similar plot produced on real data.
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Figure 3.23: (a) Log marginal likelihood vs number of heads for the coin tossing example. (b)
BIC approximation. (The vertical scale is arbitrary, since we are holding N fixed.) Generated by
coins_model_sel_demo.ipynb.

We plot log p(D|M1) vs the number of heads N1 in Figure 3.23(a), assuming N = 5 and a uniform
prior, α1 = α0 = 1. (The shape of the curve is not very sensitive to α1 and α0, as long as the
prior is symmetric, so α0 = α1.) If we observe 2 or 3 heads, the unbiased coin hypothesis M0

is more likely than M1, since M0 is a simpler model (it has no free parameters) — it would be
a suspicious coincidence if the coin were biased but happened to produce almost exactly 50/50
heads/tails. However, as the counts become more extreme, we favor the biased coin hypothesis.

In Figure 3.23(b), we show a similar result, where we approximate the log marginal likelihood with
the BIC score (see Section 3.8.7.2).
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3.8.2 Bayes model averaging

If our goal is to perform predictions, we are better off averaging over all models, rather than predicting
using just one single model. That is, we should compute the posterior predictive distribution
using

p(y|D) =
∑

m∈M
p(y|m)p(m|D) (3.283)

This is called Bayes model averaging [Hoe+99]. This is similar to the machine learning technique
of ensembling, in which we take a weighted combination of predictors. However, it is not the same,
as pointed out in [Min00b], since the weights in an ensemble do not need to sum to 1. In particular,
in BMA, if there is a single best model, call it m∗, then in the large sample limit, p(m|D) will become
a degenerate distribution with all its weight on m∗, and the other members of M will be ignored.
This does not happen with an ensemble.

3.8.3 Estimating the marginal likelihood

To perform Bayesian model selection or averaging, we need to be able to compute the marginal
likelihood in Equation (3.280), also called the evidence. Below we give a brief summary of some
suitable methods. For more details, see e.g., [FW12].

3.8.3.1 Analytic solution for conjugate models

If we use a conjugate prior, we can compute the marginal likelihood analytically, as we discussed in
Section 3.4.5.4. We give a worked example in Section 3.8.1.1.

3.8.3.2 Harmonic mean estimator

A particularly simple estimator, known as the harmonic mean estimator, was proposed in [NR94].
It is defined as follows:

p(D) ≈
(
1

S

S∑

s=1

1

p(D|θs)

)−1
(3.284)

where θs ∼ p(θ) are samples from the prior. This follows from the following identity:

E
[

1

p(D|θ)

]
=

∫
1

p(D|θ)p(θ|D)dθ (3.285)

=

∫
1

p(D|θ)
p(D|θ)p(θ)

p(D) dθ (3.286)

=
1

p(D)

∫
p(θ)dθ =

1

p(D) (3.287)

(We have assumed the prior is proper, so it integrates to 1.)
Unfortunately, the number of samples needed to get a good estimate is generally very large, since

most samples from the prior will have low likelihood, making this approach useless in practice. Indeed,
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Figure 3.24: Schematic of 5-fold cross validation.

Radford Neal made a blog post in which he described this method as “The Worst Monte Carlo
Method Ever”.10)

3.8.3.3 Other Monte Carlo methods

The marginal likelihood can be more reliably estimated using annealed importance sampling, as
discussed in Section 11.5.4.1. An extension of this, known as sequential Monte Carlo sampling, as
discussed in Section 13.2.3.3. Another method that is well suited to estimate the normalization
constant is known as nested sampling [Ski06; Buc21].

3.8.3.4 Variational Bayes

An efficient way to compute an approximation to the evidence is to use variational Bayes, which
we discuss in Section 10.3.3. This computes a tractable approximation to the posterior, q(θ|D), by
optimizing the evidence lower bound or ELBO, log q(D|θ), which can be used to approximate the
evidence.

3.8.4 Connection between cross validation and marginal likelihood

A standard approach to model evaluation is to estimate its predictive performance (in terms of log
likelihood) on a validation set, which is distinct from the training set which is used to fit the model
If we don’t have such a separate validation set, we can make one by partitioning the training set into
K subsets or “folds”, and then training on K − 1 and testing on the K’th; we repeat this K times,
as shown in Figure 3.24. This is known as cross validation.

If we set K = N , the method is known as leave-one-out cross validation or LOO-CV, since
we train on N − 1 points and test on the remaining one, and we do this N times. More precisely, we
have

LLOO(m) ≜
N∑

n=1

log p(Dn|θ̂(D−n),m) (3.288)

10. https://bit.ly/3t7id0k.
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where θ̂−n is the parameter estimate computing when we omit Dn from the training set. (We discuss
fast approxmations to this in Section 3.8.6.)

Interestingly, the LOO-CV version of log likelihood is closely related to the log marginal likelihood.
To see this, let us write the log marginal likelihood (LML) in sequential form as follows:

LML(m) ≜ log p(D|m) = log
N∏

n=1

p(Dn|D1:n−1,m) =

N∑

n=1

log p(Dn|D1:n−1,m) (3.289)

where

p(Dn|D1:n−1,m) =

∫
p(Dn|θ)p(θ|D1:n−1,m)dθ (3.290)

Note that we evaluate the posterior on the first n− 1 datapoints and use this to predict the n’th;
this is called prequential analysis [DV99].

Suppose we use a point estimate for the parameters at time n, rather than the full posterior. We
can then use a plugin approximation to the n’th predictive distribution:

p(Dn|D1:n−1,m) ≈
∫
p(Dn|θ)δ(θ − θ̂m(D1:n−1))dθ = p(Dn|θ̂m(D1:n−1)) (3.291)

Then Equation (3.289) simplifies to

log p(D|m) ≈
N∑

n=1

log p(Dn|θ̂(D1:n−1),m) (3.292)

This is very similar to Equation (3.288), except it is evaluated sequentially. A complex model will
overfit the “early” examples and will then predict the remaining ones poorly, and thus will get low
marginal likelihood as well as a low cross-validation score. See [FH20] for further discussion.

3.8.5 Conditional marginal likelihood

The marginal likelihood answers the question “what is the likelihood of generating the training data
from my prior?”. This can be suitable for hypothesis testing between different fixed priors, but is
less useful for selecting models based on their posteriors. In the latter case, we are more interested
in the question “what is the probability that the posterior could generate withheld points from the
data distribution?”, which is related to the generalization performance of the (fitted) model. In
fact [Lot+22] showed that the marginal likelihood can sometimes be negatively correlated with the
generalization performance, because the first few terms in the LML decomposition may be large and
negative for a model that has a poor prior but which otherwise adapts quickly to the data (by virtue
of the prior being weak).

A better approach is to use the conditional log marginal likelihood, which is defined as follows
[Lot+22]:

CLML(m) =

N∑

n=K

log p(Dn|D1:n−1,m) (3.293)

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



124 Chapter 3. Statistics

where K ∈ {1, . . . , N} is a parameter of the algorithm. This evaluates the LML of the last N −K
datapoints, under the posterior given by the first K datapoints. We can reduce the dependence on
the ordering of the datapoints by averaging over orders; if we set K = N − 1 and average over all
orders, we get the LOO estimate.

The CLML is much more predictive of generalization performance than the LML, and is much
less sensitive to prior hyperparameters. Furthermore, it is easier to calculuate, since we can use a
straightforward Monte Carlo estimate of the integral, where we sample from the posterior p(θ|D<n);
this does not suffer from the same problems as the harmonic mean estimator in Section 3.8.3.2 which
samples from the prior.

3.8.6 Bayesian leave-one-out (LOO) estimate

In this section we discuss a computationally efficient method, based on importance sampling, to
approximate the leave-one-out (LOO) estimate without having to fit the model N times. We focus
on conditional (supervised) models, so p(D|θ) = p(y|x,θ).

Suppose we have computed the posterior given the full dataset for model m. We can use this
to evaluate the resulting predictive distribution p(yn|xn,D,m) for each datapoint n in the dataset.
This gives the log-pointwise predictive-density or LPPD score:

LPPD(m) ≜
N∑

n=1

log p(yn|xn,D,m) =

N∑

n=1

log

∫
p(yn|xn,θ,m)p(θ|D,m)dθ (3.294)

We can approximate LPPD with Monte Carlo:

LPPD(m) ≈
N∑

n=1

log

(
1

S

S∑

s=1

p(yn|xn,θs,m)

)
(3.295)

where θs ∼ p(θ|D,m) is a posterior sample.
The trouble with LPPD is that it predicts the n’th datapoint yn using all the data, including yn.

What we would like to compute is the expected LPPD (ELPD) on future data, (x∗,y∗):

ELPD(m) ≜ Ex∗,y∗ log p(y∗|x∗,D,m) (3.296)

Of course, the future data is unknown, but we can use a LOO approximation:

ELPDLOO(m) ≜
N∑

n=1

log p(yn|xn,D−n,m) =

N∑

n=1

log

∫
p(yn|xn,θ,m)p(θ|D−n,m)dθ (3.297)

This is a Bayesian version of Equation (3.288). We can approximate this integral using Monte Carlo:

ELPDLOO(m) ≈
N∑

n=1

log

(
1

S

S∑

s=1

p(yn|xn,θs,−n,m)

)
(3.298)

where θs,−n ∼ p(θ|D−n,m).
The above procedure requires computing N different posteriors, leaving one datapoint out at a

time, which is slow. A faster alternative is to compute p(θ|D,m) once, and then use importance
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sampling (Section 11.5) to approximate the above integral. More precisely, let f(θ) = p(θ|D−n,m) be
the target distribution of interest, and let g(θ) = p(θ|D,m) be the proposal. Define the importance
weight for each sample s when leaving out example n to be

ws,−n =
f(θs)

g(θs)
=
p(θs|D−n)
p(θs|D)

=
p(D−n|θs)p(θs)

p(D−n)
p(D)

p(D|θs)p(θs)
(3.299)

∝ p(D−n|θs)
p(D|θs)

=
p(D−n|θs)

p(D−n|θ)p(Dn|θs)
=

1

p(Dn|θs)
(3.300)

We then normalize the weights to get

ŵs,−n =
ws,−n∑S

s′=1 ws′,−n
(3.301)

and use them to get the estimate

ELPDIS-LOO(m) =

N∑

n=1

log

(
S∑

s=1

ŵs,−np(yn|xn,θs,m)

)
(3.302)

Unfortunately, the importance weights may have high variance, where some weights are much
larger than others. To reduce this effect, we fit a Pareto distribution (Section 2.2.3.5) to each set
of weights for each sample, and use this to smooth the weights. This technique is called Pareto
smoothed importance sampling or PSIS [Veh+15; VGG17]. The Pareto distribution has the
form

p(r|u, σ, k) = σ−1(1 + k(r − u)σ−1)−1/k−1 (3.303)

where u is the location, σ is the scale, and k is the shape. The parameter values kn (for each datapoint
n) can be used to assess how well this approximation works. If we find kn > 0.5 for any given point,
it is likely an outlier, and the resulting LOO estimate is likely to be quite poor. See [Siv+20] for
further discussion, and [Kel21] for a general tutorial on PSIS-LOO-CV.

3.8.7 Information criteria

An alternative approach to cross validation is to score models using the negative log likelihood (or
LPPD) on the training set plus a complexity penalty term:

L(m) = − log p(D|θ̂,m) + C(m) (3.304)

This is called an information criterion. Different methods use different complexity terms C(m),
as we discuss below. See e.g., [GHV14] for further details.

A note on notation: it is conventional, when working with information criteria, to scale the NLL
by −2 to get the deviance:

deviance(m) = −2 log p(D|θ̂,m) (3.305)

This makes the math “prettier” for certain Gaussian models.
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3.8.7.1 Minimum description length (MDL)

We can think about the problem of scoring different models by using tools from information theory
(Chapter 5). In particular, suppose we want to choose a model so that the sender can send some
dataa to the receiver using the fewest number of bits. Choosing models this way is known as the
minimum description length or MDL principle (see e.g., [HY01; Gru07; GR19] for details, and
see [Wal05] for the closely related minimum message length criterion).

We now derive an approximation to the MDL objective. First, the sender needs to specify which
model to use. Let θ̂ ∈ RDm be the parameters estimated using N data samples. Since we can only
reliably estimate each parameter to an accuracy of O(1/

√
N) (see Section 4.7.2), we only need to use

log2(1/
√
N) = 1

2 log2(N) bits to encode each parameter.
Second, the sender needs to use this model to encode the data, which takes

L(m) = − log p(D|θ̂,m) = −
∑

n

log p(yn|θ̂,m) (3.306)

bits. The total cost is

LMDL(m) = − log p(D|θ̂,m) +
Dm

2
logN (3.307)

We see that this two-part code has the same basic form as BIC, discussed in Section 3.8.7.2.

3.8.7.2 The Bayesian information criterion (BIC)

The Bayesian information criterion or BIC [Sch78] is similar to the MDL, and has the form

LBIC(m) = −2 log p(D|θ̂,m) +Dm logN (3.308)

where Dm is the degrees of freedom of model m.
We can derive the BIC score as a simple approximation to the log marginal likelihood. In particular,

suppose we make a Gaussian approximation to the posterior, as discussed in Section 7.4.3. Then we
get (from Equation (7.28)) the following:

log p(D|m) ≈ log p(D|θ̂map) + log p(θ̂map)−
1

2
log |H| (3.309)

where H is the Hessian of the negative log joint log p(D,θ) evaluated at the MAP estimate θ̂map. We
see that Equation (3.309) is the log likelihood plus some penalty terms. If we have a uniform prior,
p(θ) ∝ 1, we can drop the prior term, and replace the MAP estimate with the MLE, θ̂, yielding

log p(D|m) ≈ log p(D|θ̂)− 1

2
log |H| (3.310)

We now focus on approximating the log |H| term, which is sometimes called the Occam factor, since
it is a measure of model complexity (volume of the posterior distribution). We have H =

∑N
i=1 Hi,

where Hi = ∇∇ log p(Di|θ). Let us approximate each Hi by a fixed matrix Ĥ. Then we have

log |H| = log |NĤ| = log(NDm |Ĥ|) = Dm logN + log |Ĥ| (3.311)
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where Dm = dim(θ) and we have assumed H is full rank. We can drop the log |Ĥ| term, since it is
independent of N , and thus will get overwhelmed by the likelihood. Putting all the pieces together,
we get the BIC score that we want to maximize:

JBIC(m) = log p(D|θ̂,m)− Dm

2
logN (3.312)

We can also define the BIC loss, that we want to minimize, by multiplying by −2:

LBIC(m) = −2 log p(D|θ̂,m) +Dm logN (3.313)

3.8.7.3 Akaike information criterion

The Akaike information criterion [Aka74] is closely related to BIC. It has the form

LAIC(m) = −2 log p(D|θ̂,m) + 2Dm (3.314)

This penalizes complex models less heavily than BIC, since the regularization term is independent of
N . This estimator can be derived from a frequentist perspective.

3.8.7.4 Widely applicable information criterion (WAIC)

The main problem with MDL, BIC, and AIC is that it can be hard to compute the degrees of a
freedom of a model, needed to define the complexity term, since most parameters are highly correlated
and not uniquely identifiable from the likelihood. In particular, if the mapping from parameters to
the likelihood is not one-to-one, then the model known as a singular statistical model, since the
corresponding Fisher information matrix (Section 3.3.4), and hence the Hessian H above, may be
singular. (Similar problems arise in over-parameterized models [Dwi+23].) An alternative criterion
that works even in the singular case is known as the widely applicable information criterion
(WAIC), also known as the Watanabe–Akaike information criterion [Wat10; Wat13].

WAIC is like other information criteria, except it is more Bayesian. First it replaces the log
likelihood L(m), which uses a point estimate of the parameters, with the LPPD, which marginalizes
them out. (see Equation (3.295)). For the complexity term, WAIC uses the variance of the predictive
distribution:

C(m) =

N∑

n=1

Vθ|D,m[log p(yn|xn,θ,m)] ≈
N∑

n=1

V{log p(yn|xn,θs,m) : s = 1 : S} (3.315)

The intuition for this is as follows: if, for a given datapoint n, the different posterior samples θs
make very different predictions, then the model is uncertain, and likely too flexible. The complexity
term essentially counts how often this occurs. The final WAIC loss is

LWAIC(m) = −2LPPD(m) + 2C(m) (3.316)

Interestingly, it can be shown that the PSIS LOO estimate in Section 3.8.6 is asymptotically equivalent
to WAIC [VGG17].
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3.9 Model checking

Bayesian inference and decision making is optimal, but only if the modeling assumptions are correct.
In this section, we discuss some ways to assess if a model is reasonable. From a Bayesian perspective,
this can seem a bit odd, since if we knew there was a better model, why don’t we just use that? Here
we assume that we do not have a specific alternative model in mind (so we are not performing model
selection, unlike Section 3.8.1). Instead we are just trying to see if the data we observe is “typical” of
what we might expect if our model were correct. This is called model checking.

3.9.1 Posterior predictive checks

Suppose we are trying to estimate the probability of heads for a coin, θ ∈ [0, 1]. We have two
candidate models or hypotheses, M1 which corresponds to θ = 0.99 and M2 which corresponds to
θ = 0.01. Suppose we flip the coin 40 times and it comes up heads 30 times. Obviously we have
p(M = M1|D)≫ p(M = M2|D). However model M1 is still a very bad model for the data. (This
example is from [Kru15, p331].)

To evaluate how good a candidate model M is, after seeing some data D, we can imagine using the
model to generate synthetic future datasets, by drawing from the posterior predictive distribution:

D̃s ∼ p(D̃|M,D) = {ys1:N ∼ p(·|M,θs),θs ∼ p(θ|D,M)} (3.317)

These represent “plausible hallucinations” of the model. To assess the quality of our model, we can
compute how “typical” our observed data D is compared to the model’s hallucinations. To perform
this comparison, we create one or more scalar test statistics, test(D̃s), and compare them to the
test statistics on the actual data, test(D). These statistics should measure features of interest (since
it will not, in general, be possible to capture every aspect of the data with a given model). If there is
a large difference between the distribution of test(D̃s) across different s and the value of test(D), it
suggests the model is not a good one. This approach called a posterior predictive check [Rub84].

3.9.1.1 Example: 1d Gaussian

To make things clearer, let us consider an example from [Gel+04]. In 1882, Newcomb measured the
speed of light using a certain method and obtained N = 66 measurements, shown in Figure 3.25(a).
There are clearly two outliers in the left tails, suggesting that the distribution is not Gaussian. Let
us nonetheless fit a Gaussian to it. For simplicity, we will just compute the MLE, and use a plug-in
approximation to the posterior predictive density:

p(ỹ|D) ≈ N (ỹ|µ̂, σ̂2), µ̂ =
1

N

N∑

n=1

yn, σ̂2 =
1

N

N∑

n=1

(yn − µ̂)2 (3.318)

Let D̃s be the s’th dataset of size N = 66 sampled from this distribution, for s = 1 : 1000. The
histogram of D̃s for some of these samples is shown in Figure 3.25(b). It is clear that none of the
samples contain the large negative examples that were seen in the real data. This suggests the model
cannot capture the long tails present in the data. (We are assuming that these extreme values are
scientifically interesting, and something we want the model to capture.)
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Figure 3.25: (a) Histogram of Newcomb’s data. (b) Histograms of data sampled from Gaussian model.
(c) Histogram of test statistic on data sampled from the model, which represents p(test(D̃s)|D), where
test(D) = min{y ∈ D}. The vertical line is the test statistic on the true data, test(D). (d) Same as (c) except
test(D) = V{y ∈ D}. Generated by newcomb_plugin_demo.ipynb.

A more formal way to test fit is to define a test statistic. Since we are interested in small values,
let us use

test(D) = min{y : y ∈ D} (3.319)

The empirical distribution of test(D̃s) for s = 1 : 1000 is shown in Figure 3.25(c). For the real data,
test(D) = −44, but the test statistics of the generated data, test(D̃), are much larger. Indeed, we see
that −44 is in the left tail of the predictive distribution, p(test(D̃)|D).

3.9.1.2 Example: linear regression

When fitting conditional models, p(y|x), we will have a different prediction for each input x. We can
compare the predictive distribution p(y|xn) to the observed yn to detect places where the model
does poorly.

As an example of this, we consider the “waffle divorce” dataset from [McE20, Sec 5.1]. This contains
the divorce rate Dn, marriage rate Mn, and age An at first marriage for 50 different US states. We use
a linear regression model to predict the divorce rate, p(y = d|x = (a,m)) = N (d|α+ βaa+ βmm,σ

2),
using vague priors for the parameters. (In this example, we use a Laplace approximation to
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Figure 3.26: Posterior predictive distribution for divorce rate vs actual divorce rate for 50 US states. Both
axes are standardized (i.e., z-scores). A few outliers are annotated. Adapted from Figure 5.5 of [McE20].
Generated by linreg_divorce_ppc.ipynb.

the posterior, discussed in Section 7.4.3.) We then compute the posterior predictive distribution
p(y|xn,D), which is a 1d Gaussian, and plot this vs each observed outcome yn.

The result is shown in Figure 3.26. We see several outliers, some of which have been annotated.
In particular, we see that both Idaho (ID) and Utah (UT) have a much lower divorce rate than
predicted. This is because both of these states have an unusually large proportion of Mormons.

Of course, we expect errors in our predictive models. However, ideally the predictive error bars
for the inputs where the model is wrong would be larger, rather than the model confidently making
errors. In this case, the overconfidence arises from our incorrect use of a linear model.

3.9.2 Bayesian p-values

If some test statistic of the observed data, test(D), occurs in the left or right tail of the predictive
distribution, then it is very unlikely under the model. We can quantify this using a Bayesian
p-value, also called a posterior predictive p-value:

pB = Pr(test(D̃) ≥ test(D)|M,D) (3.320)

where M represents the model we are using, and D̃ is a hypothetical future dataset. In contrast, a
classical or frequentist p-value is defined as

pC = Pr(test(D̃) ≥ test(D)|M) (3.321)

where M represents the null hypothesis. The key difference is that the Bayesian compares what was
observed to what one would expect after conditioning the model on the data, whereas the frequentist
compares what was observed to the sampling distribution of the null hypothesis, which is independent
of the data.

We can approximate the Bayesian p-value using Monte Carlo integration, as follows:

pB =

∫
I
(
test(D̃) > test(D)

)
p(D̃|θ)p(θ|D)dθ ≈ 1

S

S∑

s=1

I
(
test(D̃s) > test(D)

)
(3.322)
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Any extreme value for pB (i.e., a value near 0 or 1) means that the observed data is unlikely under
the model, as assessed via test statistic test. However, if test(D) is a sufficient statistic of the model,
it is likely to be well estimated, and the p-value will be near 0.5. For example, in the speed of light
example, if we define our test statistic to be the variance of the data, test(D) = V{y : y ∈ D}, we get
a p-value of 0.48. (See Figure 3.25(d).) This shows that the Gaussian model is capable of representing
the variance in the data, even though it is not capable of representing the support (range) of the
data.

The above example illustrates the very important point that we should not try to assess whether
the data comes from a given model (for which the answer is nearly always that it does not), but
rather, we should just try to assess whether the model captures the features we care about. See
[Gel+04, ch.6] for a more extensive discussion of this topic.

3.10 Hypothesis testing

Suppose we have collected some coin tossing data, and we want to know if there if the coin is fair or
not. Or, more interestingly, we have collected some clinical trial data, and want to know if there is a
non-zero effect of the treatment on the outcome (e.g., different survival rates for the treatment and
control groups). These kinds of problems can be solved using hypothesis testing. In the sections
below, we summarize several common approaches to hypothesis testing.

3.10.1 Frequentist approach

In this section, we summarize the approach to hypothesis testing that is used in classical or frequentist
statistics, which is known as null hypothesis significance testing or NHST. The basic idea is
to define a binary decision rule of the form δ(D) = I (t(D) ≥ t∗), where t(D) is some scalar test
statistic derived from the data, and t∗ is some critical value. If the test statistic exceeds the
critical value, we reject the null hypothesis.

There is a large “zoo” of possible test statistics one can use (e.g., [Ken93] lists over 100 different
tests), but a simple example is a t-statistic, defined as

t(D) = x− µ
σ̂/
√
N

(3.323)

where where x is the empirical mean of D, σ̂ is the empirical standard deviation, N is the sample size,
and µ is the population mean, corresponding to the mean value of the null hypothesis (often 0).

To compute the critical value t∗, we pick a significance level α, often 0.05, which controls the
type I error rate of the decision procedure (i.e., the probability of accidentally rejecting the null
hypothesis when it is true). We then find the value t∗ whose tail probability, under the sampling
distribution of the test statistic given the null hypothesis, matches the significance level:

p(t(D̃) ≥ t∗|H0) = α (3.324)

This construction guarantees that p(δ(D̃) = 1|H0) = α.
Rather than comparing t(D) to t∗, a more common (but equivalent) approach is to compute the

p-value of t(D), which is defined in Equation (3.86). We can then reject the null hypothesis is p < α.
Unfortunately, despite its widespread use, p-values and NHST have many problems, some of which

are discussed in Section 3.3.5.2. We shall therefore avoid using this approach in this book.
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Bayes factor BF (1, 0) Interpretation
BF < 1

100 Decisive evidence for M0

BF < 1
10 Strong evidence for M0

1
10 < BF < 1

3 Moderate evidence for M0
1
3 < BF < 1 Weak evidence for M0

1 < BF < 3 Weak evidence for M1

3 < BF < 10 Moderate evidence for M1

BF > 10 Strong evidence for M1

BF > 100 Decisive evidence for M1

Table 3.1: Jeffreys scale of evidence for interpreting Bayes factors.

3.10.2 Bayesian approach

In this section, we discucss the Bayesian approach to hypothesis testing. There are in fact two
approaches, one based on model comparison using Bayes factors (Section 3.10.2.1), and one based on
parameter estimation (Section 3.10.2.3).

3.10.2.1 Model comparison approach

Bayesian hypothesis testing is a special case of Bayesian model selection (discussed in Section 3.8.1)
when we just have two models, commonly called the null hypothesis, M0, and the alternative
hypothesis, M1. Let us define the Bayes factor as the ratio of marginal likelihoods:

B1,0 ≜
p(D|M1)

p(D|M0)
=
p(M1|D)
p(M0|D)

/
p(M1)

p(M0)
(3.325)

(This is like a likelihood ratio, except we integrate out the parameters, which allows us to compare
models of different complexity.) If B1,0 > 1 then we prefer model 1, otherwise we prefer model 0 (see
Table 3.1).

We give a worked example of how to compute Bayes factors for a binomial test in Section 3.8.1.1.
For examples of computing Bayes factors for more complex tests, see e.g. [Etz+18; Ly+20].

3.10.2.2 Improper priors cause problems for Bayes factors

Problems can arise when we use improper priors (i.e., priors that do not integrate to 1) for Bayesian
model selection, even though such priors may be acceptable for other purposes, such as parameter
inference. For example, consider testing the hypotheses M0 : θ ∈ Θ0 vs M1 : θ ∈ Θ1. The posterior
probability of M0 is given by

p(M0|D) =
p(M0)L0

p(M0)L0 + p(M1)L1
(3.326)

where Li = p(D|Mi) =
∫
Θi
p(D|θ)p(θ|Mi)dθ is the marginal likelihood for model i.

Suppose (for simplicity) that p(M0) = p(M1) = 0.5, and we use a uniform but improper prior over
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the model parameters, p(θ|M0) ∝ c0 and p(θ|M1) ∝ c1. Define ℓi =
∫
Θi
p(D|θ)dθ, so Li = ciℓi. Then

p(M0|D) =
c0ℓ0

c0ℓ0 + c1ℓ1
=

ℓ0
ℓ0 + (c1/c0)ℓ1

(3.327)

Thus the posterior (and hence Bayes factor) depends on the arbitrary constants c0 and c1. This is
known as the marginalization paradox. For this reason, we should avoid using improper priors
when performing Bayesian model selection. (However, if the same improper prior is used for common
parameters that are shared between the two hypotheses, then the paradox does not arise.)

More generally, since the marginal likelihood is the likelihood averaged wrt the prior, results can be
quite sensitive to the form of prior that is used. (See also Section 3.8.5, where we discuss conditional
marginal likelihood.)

3.10.2.3 Parameter estimation approach

There are several drawbacks of the Bayesian hypothesis testing approach in Section 3.10.2.1, such as
computational difficulty of computing the marginal likelihood (see Section 3.8.3), and the sensitivity
to the prior (see Section 3.10.2.2). An alternative approach is to estimate the parameters of the model
in the usual way, and then to see how much posterior probability is assigned to the parameter value
corresponding to the null hypothesis. For example, to “test” if a coin is fair, we can first compute
the posterior p(θ|D), and then we can evaluate the plausibility of the null hypothesis by computing
p(0.5− ϵ < θ < 0.5 + ϵ|D), where (0.5− ϵ, 0.5 + ϵ) is called the region of practical equivalence or
ROPE [Kru15; KL17c]. This is not only computationally simpler, but is also allows us to quantify
the effect size (i.e., the expected deviation of θ from the null value of 0.5), rather than merely
accepting or rejecting a hypothesis. This approach is therefore called Bayesian estimation. We give
some examples below, following https://www.sumsar.net/blog/2014/01/bayesian-first-aid/.
(See also Section 3.10.3 for ways to perform more general tests usings GLMs.)

3.10.2.4 One sample test of a proportion (Binomial test)

Suppose we perform N coin tosses and observe y heads, where the frequency of heads is θ. We want
to test the null hypothesis that θ = 0.5. In frequentist statistics, we can use a binomial test. We
now present a Bayesian alternative.

First we compute the posterior, p(θ|D) ∝ p(θ)Bin(x|θ,N). To do this, we need to specify a prior. We
will use a noninformative prior. Following Section 3.5.2.1, the Jeffreys prior is p(θ) ∝ Beta(θ| 12 , 12 ), but
[Lee04] argues that the uniform or flat prior, p(θ) ∝ Beta(θ|1, 1), is the least informative when we know
that both heads and tails are possible. The posterior then becomes p(θ|D) = Beta(θ|y+1, N − y+1).
From this, we can compute the credible interval I = (ℓ, u) using ℓ = P−1(α/2) and u = P−1(1−α/2),
where P is the cdf of the posterior. We can also easily compute the probability that the frequency
exceeds the null value using

p(θ > 0.5|D) =
∫ 1

0.5

p(θ|D)dθ (3.328)

We can compute this quantity using numerical integration or analytically [Coo05].
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3.10.2.5 Two sample test of relative proportions (χ2 test)

Now consider the setting where we have J groups, and in each group j we observe yj successes in Nj
trials. We denote the success rate by θj , and we are interested in testing the hypothesis that θj is the
same for all the groups. In frequentist statistics, we can use a χ2 test. Here we present a Bayesian
alternative.

We will use an extension of Section 3.10.2.4, namely yj ∼ Bin(θj , Nj), where θj ∼ Beta(1, 1), for
j = 1 : J . To simplify notation, assume we J = 2 groups. The posterior is given by

p(θ1, θ2|D) = Beta(θ1|y1 + 1, N1 − y1 + 1)Beta(θ2|y2 + 1, N2 − y2 + 1) (3.329)

We can then compute the posterior of the group difference, δ = θ1 − θ2, using

p(δ|D) =
∫ 1

0

∫ 1

0

I (δ = θ1 − θ2) p(θ1|D1)p(θ2|D2) (3.330)

=

∫ 1

0

Beta(θ1|y1 + 1, N1 − y1 + 1)Beta(θ1 − δ|y2 + 1, N2 − y2 + 1)dθ1 (3.331)

We can then use p(δ > 0|D) to decide if the relative proportions between the two groups are
significantly different or not.

3.10.2.6 One sample test of a mean (t-test)

Consider a dataset where we have N real-valued observations yn which we assume come from a
Gaussian, yn ∼ N (µ, σ2). We would like to test the hypothesis that µ = 0. In frequentist statistics,
the standard approach to this is to use a t-test, which is based on the sampling distribution of the
standardized estimated mean. Here we develop a Bayesian alternative.

If we use a noninformative prior (which is a limiting case of the conjugate Gaussian-gamma prior),
then the posterior for p(µ|D), after marginalizing out σ2, is the same as the sampling distribution
of the MLE, µ̂, as we show in Section 15.2.3.2. In particular, both have a Student t distribution.
Consequently, the Bayesian credible interval will be the same as the frequentist confidence interval in
this simple setting.

However, a flat or noninformative prior for p(µ) ∝ 1 and p(σ) ∝ 1 can give poor results, since we
usually do not expect arbitrarily large values. According to [GHV20a], it is generally better to use
weakly informative priors, whose hyperparameters can be derived from statistics of the data. For
example, for the mean, we can use p(µ) = N (µ = 0, σ = 2.5sd(Y )) (assuming the data is centered),
and for the standard deviation, we can use p(σ) = Half-Student-t(µ = 0, σ = sd(y), ν = 4).11 These
priors are no longer conjugate, but we can easily perform approximate posterior inference using
MCMC or other algorithms discussed in Part II. We call this approach BTT, for “Bayesian t-test”.

[Kru13] proposes to use a Student likelihood yn ∼ T (µ, σ, ν) instead of a Gaussian likelihood, since
it is more robust to outliers. He calls the method BEST method (“Bayesian Estimation Supersedes
the t-test”), but we call it robust BTT. In addition to a different likelihood, robust BTT uses
a different weakly informative prior, namely µ ∼ N (µ = Mµ, σ = Sµ), σ ∈ Unif(σlow, σhigh), and
ν − 1 ∼ Expon(1/29).12

11. This default prior is used by the Python bambi library [Cap+22], as well as the R rstanarm library (see
https://mc-stan.org/rstanarm/articles/priors.html).
12. The prior for ν is an exponential distribution with mean 29 shifted 1 to the right, which keeps ν away from zero.
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Figure 3.27: Illustration of Bayesian two-sample t-test. (a) Some synthetic data from two groups. (b)
Posterior distribution of the difference, p(µ2 − µ1|D). Generated by ttest_bambi.ipynb.

3.10.2.7 Paired sample test of relative means (paired t-test)

Now suppose we have paired data from two groups, D = {(y1n, y2n) : n = 1 : N}, where we assume
yjn ∼ N (µj , σ

2). We are interested in testing whether µ1 = µ2. A simpler alternative is to define
yn = y2n−y1n, which we model using yn ∼ N (µ, σ2). We can then test whether µ = 0 using the t-test;
this is called a paired sample t-test. In the Bayesian setting, we can just pass {yn = y2n − y1n} to
the BTT procedure of Section 3.10.2.6.

3.10.2.8 Two sample test of relative means (two sample t-test)

In this section, we consider the setting in which we have two datasets, D1 = {y1n ∼ N (µ1, σ
2
1) : n =

1 : N1} and D2 = {y2n ∼ N (µ2, σ
2
2) : n = 1 : N2}, and we want to test the null hypothesis that

µ1 = µ2. If we assume σ2
1 = σ2

2 , we can use a two-sample t-test, also called an independent
t-test or unpaired t-test. If we allow the variance of the observations to vary by group, then we
can use Welch’s t-test.

In the Bayesian setting, we can tackle this by generalizing the BTT model of Section 3.10.2.6 to
two groups by defining yjn ∼ N (µj , σ

2
j ), for j = 1, 2. (We can also use a robust likelihood.) Once we

have specified the model, we can perform posterior inference in the usual way, and compute quantities
such as p(µ1 − µ2 > 0|D). See Figure 3.27 for an example.

3.10.2.9 Testing a correlation coefficient

In this section, we consider the setting in which we have some data D = {(xn, yn) : n = 1 : N},
where (x, y) be may be correlated with a Pearson correlation coefficient of ρ. We are interested
in testing the null hypothesis that ρ = 0.

According to [Kru13], “This prior was selected because it balances nearly normal distributions (ν > 30) with heavy
tailed distributions (ν < 30)”. To avoid contamination from outliers, the prior for µ uses Mµ =M , where M is the
trimmed mean, and Sµ = 103D, where D is the mean absolute deviation . The prior for σ uses σlow = D/1000 and
σhigh = D × 1000.
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Y X P/N Name Model Exact
R - P One-sample t-test y ∼ N (µ, σ2) ✓
R - N Wilcoxon signed-ranked SR(y) ∼ N (µ, σ2) N > 14
(R,R) - P Paired-sample t-test y2 − y1 ∼ N (µ, σ2) ✓
(R,R) - N Wilcoxon matched pairs SR(y2 − y1) ∼ N (µ, σ2) ✓
R R P Pearson correlation y ∼ N (β0 + β1x, σ

2) ✓
R R N Spearman correlation R(y) ∼ N (β0 + β1R(x), σ

2) N > 10
R {0, 1} P Two-sample t-test y ∼ N (β0 + β1x, σ

2) ✓
R {0, 1} P Welch’s t-test y ∼ N (β0 + β1x, σ

2
x) ✓

R {0, 1} N Mann-Whitney U SR(y) ∼ N (β0 + β1x, σ
2
x) N > 11

R [J ] P One-way ANOVA y ∼ N (faov(x;β), σ
2) ✓

R [J ] N Kruskal-Wallis R(y) ∼ N (faov(x;β), σ
2) N > 11

R [J ]× [K] N Two-way ANOVA y ∼ N (faov2(x1, x2;β), σ
2) ✓

Table 3.2: Many common statistical tests are equivalent to performing inference for the parameters of simple
linear models. Here P/N represents parametric vs nonparametric test; we approximate the latter by using the
rank function R(y) or the signed rank function SR(y). The last column, labeled “exact”, specifies the sample
size for which this approximation becomes accurate enough to be indistinguishable from the exact result. When
the input variable is categorical, x1 ∈ [J ], where [J ] = {1, . . . , J}, we define the mean of the output using the
analysis of variance function faov(x1,β). When we have two categorical inputs, x1 ∈ [J ] and x2 ∈ [K], we
use faov2(x1, x2;β). Adapted from the crib sheet at https: // lindeloev. github. io/ tests-as-linear/ .

In the Bayesian setting, we can do this by generalizing the two-sample BTT approach of Sec-
tion 3.10.2.8. Specifically, we assume

(xn, yn) ∼ N (µ,Σ) (3.332)

where µ = [µ1, µ2], and

Σ =

(
σ2
1 ρσ1σ2

ρσaσ2 σ2
2

)
(3.333)

We use the same (data-driven) priors for µj and σj , and use a uniform prior for the correlation,
p(ρ) = Unif(−1, 1), following [BMM00]. Once we have specified the model, we can perform posterior
inference in the usual way, and compute quantities such as p(ρ > 0|D).

3.10.3 Common statistical tests correspond to inference in linear models

We have now seen many different tests, and it may be unclear what test to use when. Fortunately,
[Lin19] points out that many of the most common tests can be represented exactly (or approximately)
in terms of inference (either Bayesian or frequentist) about the parameters of a generalized linear
model or GLM (see Chapter 15 for details on GLMs). This approach is easier to understand and
more flexible, as discussed at length in e.g., [Kru15; GHV20b]. We summarize some of these results
in Table 3.2 and the discussion below.

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024

https://lindeloev.github.io/tests-as-linear/


3.10. Hypothesis testing 137

−4 −2 0 2 4

−4

−2

0

2

4

(-3.2, -0.5)

(1.7, 1.8)
(1.3, 2.6)

(-1.6, -0.5)(-0.8, -0.7)(-0.1, -0.9)

(3.7, 2.3)

(-1.0, -0.7)
(0.8, 0.1)(-1.0, 0.0)

(0.2, 0.5)

(-1.8, -2.8)

(-0.3, -0.2)

(-2.3, -3.1)
(-2.0, -2.1)

(3.6, 4.5)

(-0.1, 0.5)

(1.0, -0.8)

(3.2, 4.7)

(-2.6, -2.1)
(-0.5, -1.5)

(0.3, 2.2)

(-0.7, -0.3)(1.1, 0.0)

(-0.1, 1.4)

(-0.1, -0.4)(0.8, -0.6)

(-3.5, -4.8)

(-2.4, -2.8)

(-0.0, -0.8)

Pearson

β0 (Intercept)

β1 (Slope)

0 10 20 30

0

10

20

30

(2, 14)

(27, 25)
(26, 28)

(8, 15)
(11, 12)

(16, 8)

(30, 27)

(10, 11)

(23, 21)(9, 20)
(20, 23)

(7, 3)

(14, 18)

(5, 2)
(6, 5)

(29, 29)

(17, 22)

(24, 10)

(28, 30)

(3, 6) (13, 7)

(21, 26)

(12, 17)
(25, 19)

(18, 24)

(15, 16)
(22, 13)

(1, 1)
(4, 4)

(19, 9)

Spearman

β0 (Intercept)

β1 (Slope)

Figure 3.28: Illustration of 1d linear regression applied to some data (left) and its rank-transformed version
(right). Generated by linreg_rank_stats.ipynb.

3.10.3.1 Approximating nonparametric tests using the rank transform

It is common to use “nonparametric tests”, which generalize standard tests to settings where the
data do not necessarily follow a Gaussian or Student distribution. A simple way to approximate such
tests is to replace the original data with its order statistics, and then to apply a standard parametric
test, as proposed in [CI81]. This gives a good approximation to the standard nonparametric tests for
sample sizes of N ≥ 10.

Concretely, we can compute a rank transform, in which the data points (assumed to be scalar)
are sorted, and then replaced by their integer value in the ordering. For example, the rank transform
of D = (3.6, 3.4,−5.0, 8.2) is R(D) = (3, 2, 1, 4). Alternatively we may use the signed ranked, which
first sorts the values according to their absolute size, and then attaches the corresponding sign. For
example, the signed rank transform of D = (3.6, 3.4,−5.0, 8.2) is SR(D) = (2, 1,−3, 4).

We can now easily fit a parametric model, such as a GLM, to the rank-transformed data, as
illustrated in Figure 3.28. (In [Doo+17], they propose a Bayesian interpretation of this, where the
order statistics are viewed as observations of an underyling latent continuous quantity, on which
inference is performed.) We will use this trick in the sections below.

3.10.3.2 Metric-predicted variable on one or two groups (t-test)

Suppose we have some data D = {yn ∼ N (µ, σ2) : n = 1 : N}, and we are interested in testing the
null hypothesis that µ = 0. We can model this as a linear regression model with a constant input
(bias term), and no covariates: p(yn|θ) = N (yn|β0, σ2), where β0 = µ. We can now perform inference
on β0 in the usual way for GLMs, and then perform hypothesis testing. This is equivalent to the
one sample t-test discussed in Section 3.10.2.6. For a nonparametric version, we can transform the
data using the signed rank transform, thus fitting SR(yn) ∼ N (µ, σ2). The results are very close to
the Wilcoxon signed-ranked test.

Now suppose we have paired data from two groups, D = {(y1n, y2n) : n = 1 : N}, where we assume
yjn ∼ N (µj , σ

2). We are interested in testing whether µ1 = µ2. A simpler alternative is to define
yn = y2n − y1n, which we model using yn ∼ N (µ, σ2). We can then test whether µ = 0 using the
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Figure 3.29: Illustration of one-way ANOVA with 4 groups. We are interested in testing whether the red lines
have a slope of 0, meaning that all the groups have the same mean. Generated by anova.ipynb.

paired sample t-test, discussed in Section 3.10.2.6. Alternatively we can do inference on SR(yn),
to get the Wilcoxon matched pairs test.

To handle the setting in which we have unpaired data from two groups, we can represent the
data as D = {(xn, yn) : n = 1 : N}, where xn ∈ {0, 1} represents whether the input belongs
to group 0 or group 1. We assume the data comes from the following linear regression model:
p(yn|xn) ∼ N (β0 + β1xn, σ

2). We can now perform inference on β in the usual way for GLMs,
and then perform hypothesis testing. This is equivalent to the two-sample t-test discussed in
Section 3.10.2.8. In the nonparametric setting, we can replace y with its signed ranked transform and
use the model SR(y) ∼ N (β0 + β1x, σ

2). This is approximately the same as the Mann-Whitney U
test.

3.10.3.3 Metric-predicted variable with metric predictors (correlation test)

In this section, we assume the data has the form D = {(xn, yn) : n = 1 : N}, where xn ∈ R and
yn ∈ R are correlated with Pearson correlation coefficient of ρ. We are interested in testing the
hypothesis that ρ = 0.

We can use a “bespoke” Bayesian approach as in Section 3.10.2.9. Alternatively, we can model this
using simple linear regression, by writing yn ∼ N (β0 + β1x, σ

2). If we scale the output Y so it has a
standard deviation of 1, then we find that β1 = ρ, as shown in [Mur22, Sec 11.2.3.3]. Thus we can
use p(β1|D) to make inferences about ρ.

In the nonparametric setting, we compute the rank transform of x and y and then proceed as
above. The Spearman rank correlation coefficient is the Pearson correlation coefficient on the
rank-transformed data. While Pearson’s correlation is useful for assessing the strength of linear
relationships, Spearman’s correlation can be used to assess general monotonic relationships, whether
linear or not.

If we have multiple metric predictors (i.e., xn ∈ RD), we can use multiple linear regression instead
of simple linear regression. We can then derive the posterior of the partial correlation coefficient from
the posterior of the regression weights.
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3.10.3.4 Metric-predicted variable with one nominal predictor (one-way ANOVA)

In this section, we consider the setting in which we have some data D = {(xn, yn) : n = 1 : N},
where xn ∈ {1, . . . , J} represents which group the input belongs. (Such a discrete categorical variable
is often called a factor.) We assume the data comes from the following linear regression model:
p(yn|xn = j) ∼ N (µj , σ

2). We are interested in testing the hypothesis that all the µj are the same.
This is traditionally performed using a one-way ANOVA test, where ANOVA stands for “analysis
of variance”. To derive a nonparametric test, we can first apply a rank transformation to y. This is
similar to the Kruskal-Wallis test.

ANOVA assumes that the data are normally distributed, with a common (shared) variance, so
that the sampling distribution of the F -statistic can be derived. We can write the corresponding
model as a linear regression model, by using a dummy encoding of xn, where xn[j] = I (xn = j). To
avoid overparameterization (which can make the posterior unidentifiable), we drop the first level
(this is known as reduced rank encoding). We can then write the model as

p(yn|xn;θ) ∼ N (faov(xn,β), σ
2) (3.334)

where we define the predicted mean using the ANOVA formula:

faov(x,β) = β0 + β2x[2] + · · ·+ βJx[J] (3.335)

We see that β0 is the overall mean, and also corresponds to the value that will be used for level 1 of
the factor (i.e., if xn = 1). The other βj terms represents deviations away from level 1. The null
hpothesis corresponds to the assumption that βj = 0 for all j = 2 : J .

A more symmetric formulation of the model is to write

faov(x;β) = β0 + β1x[1] + β2x[2] + · · ·+ βJx[J] (3.336)

where β0 is the grand mean, and where we impose the constraint that
∑J
j=1 βj = 0. In this case

we can interpret each βj as the amount that group j deviates from the shared baseline β0. To satisfy
this constraint, we can write the predicted mean as

faov(x, β̃) = β̃0 +

J∑

j=1

β̃jx[j] = (β̃0 + β)︸ ︷︷ ︸
β0

+

J∑

j=1

(β̃j − β)︸ ︷︷ ︸
βj

x[j] (3.337)

where β̃j are the unconstrained parameters, and β = 1
J

∑J
j=1 β̃j . This construction satisfies the

constraint, since

J∑

j=1

βj =

J∑

j=1

β̃j −
J∑

j=1

β = Jβ − Jβ = 0 (3.338)

In traditional ANOVA, we assume that the data are normally distributed, with a common (shared)
variance. In a Bayesian setting, we are free to relax these assumptions. For example, we can use a
different likelihood (e.g., Student) and we can allow each group to have its own variance, σ2

j , which
can be reliably estimated using a hierarchical Bayesian model (see Section 3.6).
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LH RH
Male 9 43 N1 = 52
Female 4 44 N2 = 48
Totals 13 87 100

Table 3.3: A 2× 2 contingency table from http: // en. wikipedia. org/ wiki/ Contingency_ table .

3.10.3.5 Metric-predicted variable with multiple nominal predictors (multi-way ANOVA)

In this section, we consider the setting in which we have G nominal predictors as input. To simplify
notation, we assume we just have G = 2 groups. We assume the mean of y is given by

faov2(x) = µ+
∑

j

αjx1,[j] +
∑

k

βkx2,[k] +
∑

jk

γjkx1,[j]x2,[k] (3.339)

where we impose the following sum-to-zero contraints
∑

j

αj =
∑

k

βk =
∑

j

γjk =
∑

k

γjk = 0 (3.340)

We are interested in testing whether γ = 0, meaning there is no interaction effect. This is traditionally
done using a two-way ANOVA test. However, we can also use a Bayesian approach and just
compute p(θ|D).

3.10.3.6 Count predicted variable with nominal predictors (χ2 test)

Consider a situation in which we observed two nominal values for each item measured. For example,
the gender of a person (male or female) and whether they are left handed or right handed (LH or RH).
If we count the number of outcomes of each type, we can represent the data as a R×C contingency
table. See Table 3.3 for an example. We may be interested in testing the null hypothesis that
there is no interaction effect between the two groups and the outcome (i.e., the two variables are
independent). In frequentist statistics, this is often tackled using a χ2-test, which uses the sampling
distribution of the χ2 test statistic, defined as

χ2 =

R∑

r=1

C∑

c=1

(Or,c − Er,c)2
Er,c

(3.341)

where r indexes the rows, and c the columns, Or,c is the observed count in cell (r, c), and Erc = Npr.p.c
is the expected count, where pr. = Oc./N and p.c = O.r/N are the empirical marginal frequencies.

In the Bayesian approach, we can just modify the two-way ANOVA of Section 3.10.3.5, and replace
the Gaussian distribution with a Poisson distribution. We also need to pass the predicted natural
parameter through an exponential link, since a Poisson distribution requires that the rate parameter
is non-negative. Thus the model becomes

p(y|x = (r, c),θ) = Poi(y|λr,c) (3.342)
λrc = exp(β0 + βr + βc + βr,c) (3.343)

We can now perform posterior inference in the usual way.
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Figure 3.30: Graphical models to represent different patterns of missing data for conditional (discriminative)
models. (a) Missing completely at random. (b) Missing at random. (c) Missing not at random. The
semi-shaded yn node is observed if rn = 1 and is hidden otherwise. Adapted from Figure 2 of [SG02].

3.10.3.7 Non-metric predicted variables

If the output variable is categorical, yn ∈ {1, . . . , C}, we can use logistic regression instead of linear
regression (see e.g., Section 15.3.9). If the output is ordinal, we can use ordinal regression. If the
output is a count variable, we can use Poisson regression. And so on. For more details on GLMs, see
Chapter 15.

3.11 Missing data

Sometimes we may have missing data, in which parts of the data vector Xn ∈ RD may be unknown.
(If we have a supervised problem, we append the labels to the feature vector.) We let Xn,mis represent
the missing parts, and Xn,obs represent the observed parts. Since the reasons that data are missing
may be informative (e.g., declining to answer a survey question such as “Do you have disease X?”
may be an indication that the subject does in fact have it), we need to model the missing data
mechanism. To do this, we introduce a random variable Rn, to represent which parts of Xn are
“revealed” (observed) or not. Specifically, we set Rn,obs = 1 for those indices (components) for which
Xn is observed, and set Rn,mis = 0 for the other indices.

There are different kinds of assumptions we can make about the missing data mechanism, as
discussed in [Rub76; LR87]. The strongest assumption is to assume the data is missing completely
at random or MCAR. This means that p(Rn|Xn) = p(Rn), so the missingness does not depend
on the hidden or observed features. A more realistic assumption is known as missing at random
or MAR. This means that p(Rn|Xn) = p(Rn|Xn,obs), so the missingness does not depend on the
hidden features, but may depend on the visible features. If neither of these assumptions hold, we say
the data is missing not at random or MNAR.

Now consider the case of conditional, or discriminative models, in which we model the outcome yn
given observed inputs xn using a model of the form p(yn|xn,θ). Since we are conditioning on xn,
we assume it is always observed. However, the output labels may or may not be observed, depending
on the value of rn. For example, in semi-supervised learning, we have a combination of labeled
data, DL = {(xn,yn)}, and unlabeled data, DU = {(xn)} [CSZ06].
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The 3 missing data scenarios for the discriminative setting are shown in Figure 3.30, using graphical
model notation (see [MPT13] for details). In the MCAR and MAR cases, we see that we can just
ignore the unlabeled data with missing outputs, since the unknown model parameters θ are unaffected
by yn if it is a hidden leaf node. However, in the MNAR case, we see that θ depends on yn, even it
is hidden, since the value of yn is assumed to affect the probability of rn, which is always observed.
In such cases, to fit the model, we need to impute the missing values, by using methods such as EM
(see Section 6.5.3).

Now consider the case where we use a joint or generative model of the form p(x,y) = p(y)p(x|y),
instead of a discriminative model of the form p(y|x).13 In this case, the unlabeled data can be useful
for learning even in the MCAR and MAR scenarios, since θ now depends on both x and y. In
particular, information about p(x) can be informative about p(y|x). See e.g., [CSZ06] for details.

13. In [Sch+12a], they call a model of the form p(y|x) a “causal classifier”, since the features cause the labels, and a
model of the form p(x|y) an “anti-causal classifier”, since the features are caused by the labels.
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4 Graphical models

4.1 Introduction

I basically know of two principles for treating complicated systems in simple ways: the first is
the principle of modularity and the second is the principle of abstraction. I am an apologist
for computational probability in machine learning because I believe that probability theory
implements these two principles in deep and intriguing ways — namely through factorization
and through averaging. Exploiting these two mechanisms as fully as possible seems to me to
be the way forward in machine learning. — Michael Jordan, 1997 (quoted in [Fre98]).

Probabilistic graphical models (PGMs) provide a convenient formalism for defining joint
distributions on sets of random variables. In such graphs, the nodes represent random variables, and
the (lack of) edges represent conditional independence (CI) assumptions between these variables.
A better name for these models would be “independence diagrams”, but the term “graphical models”
is now entrenched.

There are several kinds of graphical model, depending on whether the graph is directed, undirected,
or some combination of directed and undirected, as we discuss in the sections below. More details on
graphical models can be found in e.g., [KF09a].

4.2 Directed graphical models (Bayes nets)

In this section, we discuss directed probabilistic graphical models, or DPGM, which are based
on directed acyclic graphs or DAGs (graphs that do not have any directed cycles). PGMs
based on a DAG are often called Bayesian networks or Bayes nets for short; however, there is
nothing inherently “Bayesian” about Bayesian networks: they are just a way of defining probability
distributions. They are also sometimes called belief networks. The term “belief” here refers to
subjective probability. However, the probabilities used in these models are no more (and no less)
subjective than in any other kind of probabilistic model.

4.2.1 Representing the joint distribution

The key property of a DAG is that the nodes can be ordered such that parents come before children.
This is called a topological ordering. Given such an order, we define the ordered Markov
property to be the assumption that a node is conditionally independent of all its predecessors in
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Figure 4.1: Illustration of first and second order Markov models.

the ordering given its parents, i.e.,

xi ⊥ xpred(i)\pa(i)|xpa(i) (4.1)

where pa(i) are the parents of node i, and pred(i) are the predecessors of node i in the ordering.
Consequently, we can represent the joint distribution as follows (assuming we use node ordering
1 : NG):

p(x1:NG) = p(x1)p(x2|x1)p(x3|x1, x2) . . . p(xNG |x1, . . . , xNG−1) =
NG∏

i=1

p(xi|xpa(i)) (4.2)

where p(xi|xpa(i)) is the conditional probability distribution or CPD for node i. (The parameters
of this distribution are omitted from the notation for brevity.)

The key advantage of the representation used in Equation (4.2) is that the number of parameters
used to specify the joint distribution is substantially less, by virtue of the conditional independence
assumptions that we have encoded in the graph, than an unstructured joint distribution. To see this,
suppose all the variables are discrete and have K states each. Then an unstructured joint distribution
needs O(KNG) parameters to specify the probability of every configuration. By contrast, with a
DAG in which each node has at most NP parents, we only need O(NGKNP+1) parameters, which
can be exponentially fewer if the DAG is sparse.

We give some examples of DPGM’s in Section 4.2.2, and in Section 4.2.4, we discuss how to read
off other conditional independence properties from the graph.

4.2.2 Examples

In this section, we give several examples of models that can be usefully represented as DPGM’s.

4.2.2.1 Markov chains

We can represent the conditional independence assumptions of a first-order Markov model using the
chain-structured DPGM shown in Figure 4.1(a). Consider a variable at a single time step t, which
we call the “present”. From the diagram, we see that information cannot flow from the past, x1:t−1,
to the future, xt+1:T , except via the present, xt. (We formalize this in Section 4.2.4.) This means
that the xt is a sufficient statistic for the past, so the model is first-order Markov. This implies that
the corresponding joint distribution can be written as follows:

p(x1:T ) = p(x1)p(x2|x1)p(x3|x2) · · · p(xT |xT−1) = p(x1)

T∏

t=2

p(xt|x1:t−1) (4.3)
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For discrete random variables, we can represent corresponding CPDs, p(xt = k|xt−1 = j), as a
2d table, known as a conditional probability table or CPT, p(xt = k|xt−1 = j) = θjk, where
0 ≤ θjk ≤ 1 and

∑K
k=1 θjk = 1 (i.e., each row sums to 1).

The first-order Markov assumption is quite restrictive. If we want to allow for dependencies two
steps into the past, we can create a Markov model of order 2. This is shown in Figure 4.1(b). The
corresponding joint distribution has the form

p(x1:T ) = p(x1, x2)p(x3|x1, x2)p(x4|x2, x3) · · · p(xT |xT−2, xT−1) = p(x1, x2)

T∏

t=3

p(xt|xt−2:t−1) (4.4)

As we increase the order of the Markov model, we need to add more edges. In the limit, the DAG
becomes fully connected (subject to being acyclic), as shown in Figure 22.1. However, in this case,
there are no useful conditional independencies, so the graphical model has no value.

4.2.2.2 The “student” network

Figure 4.2 shows a model for capturing the inter dependencies between 5 discrete random variables
related to a hypothetical student taking a class: D = difficulty of class (easy, hard), I = intelligence
(low, high), G = grade (A, B, C), S = SAT score (bad, good), L = letter of recommendation (bad,
good). (This is a simplification of the “student network” from [KF09a, p.281].) The chain rule
tells us that we can represent the joint as follows:

p(D, I,G, L, S) = p(L|S,G,D, I)× p(S|G,D, I)× p(G|D, I)× p(D|I)× p(I) (4.5)

where we have ordered the nodes topologically as I, D, G, S, L. Note that L is conditionally
independent of all the other nodes earlier in this ordering given its parent G, so we can replace
p(L|S,G,D, I) by p(L|G). We can simplify the other terms in a similar way to get

p(D, I,G, L, S) = p(L|G)× p(S|I)× p(G|D, I)× p(D)× p(I) (4.6)

The ability to simplify a joint distribution in a product of small local pieces is the key idea behind
graphical models.

In addition to the graph structure, we need to specify the conditional probability distributions
(CPDs) at each node. For discrete random variables, we can represent the CPD as a table, which
means we have a separate row (i.e., a separate categorical distribution) for each conditioning case,
i.e., for each combination of parent values. We can represent the i’th CPT as follows:

θijk ≜ p(xi = k|xpa(i) = j) (4.7)

The matrix θi,:,: is a row stochastic matrix, that satisfies the properties 0 ≤ θijk ≤ 1 and∑Ki
k=1 θijk = 1 for each row j. Here i indexes nodes, i ∈ [NG]; k indexes node states, k ∈ [Ki],

where Ki is the number of states for node i; and j indexes joint parent states, j ∈ [Ji], where
Ji =

∏
p∈pa(i)Kp.

The CPTs for the student network are shown next to each node in Figure 4.2. For example, we see
that if the class is hard (D = 1) and the student has low intelligence (I = 0), the distribution over
grades A, B, and C we expect is p(G|D = 1, I = 0) = [0.05, 0.25, 0.7]; but if the student is intelligent,
we get p(G|D = 1, I = 1) = [0.5, 0.3, 0.2].
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 Diff 

Easy Hard

0.60 0.40

 Grade 

 A B C

Low, Easy 0.30 0.40 0.30

Low, Hard 0.05 0.25 0.70

High, Easy 0.90 0.08 0.02

High, Hard 0.50 0.30 0.20

 Intel 

Low High

0.70 0.30

 SAT 

 Bad Good

Low 0.95 0.05

High 0.20 0.80

 Letter 

 Bad Good

A 0.10 0.90

B 0.40 0.60

C 0.99 0.01

Figure 4.2: The (simplified) student network. “Diff” is the difficulty of the class. “Intel” is the intelligence
of the student. “Grade” is the grade of the student in this class. “SAT” is the score of the student on the
SAT exam. “Letter” is whether the teacher writes a good or bad letter of recommendation. The circles
(nodes) represent random variables, the edges represent direct probabilistic dependencies. The tables inside
each node represent the conditional probability distribution of the node given its parents. Generated by
student_pgm.ipynb.

The number of parameters in a CPT is O(Kp+1), where K is the number of states per node, and
p is the number of parents. Later we will consider more parsimonious representations, with fewer
learnable parameters. (We discuss parameter learning in Section 4.2.7.)

Once we have specified the model, we can use it to answer probabilistic queries, as we discuss in
Section 4.2.6. As an example, suppose we observe that the student gets a grade of C. The posterior
probability that the student is intelligent is just p(I = High|G = C) = 0.08, as shown in Figure 4.8.
However, now suppose we also observe that the student gets a good SAT score. Now the posterior
probability that the student is intelligent has jumped to p(I = High|G = C, S = Good) = 0.58, since
we can explain the C grade by inferring it was a difficult class (indeed, we find p(D = Hard|G =
C, S = Good) = 0.76). This negative mutual interaction between multiple causes of some observations
is called the explaining away effect, also known as Berkson’s paradox (see Section 4.2.4.2 for
details).
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(a) (b)

Figure 4.3: (a) Hierarchical latent variable model with 2 layers. (b) Same as (a) but with autoregressive
connections within each layer. The observed x variables are the shaded leaf nodes at the bottom. The unshaded
nodes are the hidden z variables.

4.2.2.3 Sigmoid belief nets

In this section, we consider a deep generative model of the form shown in Figure 4.3a. This
corresponds to the following joint distribution:

p(x, z) = p(z2)p(z1|z2)p(x|z1) =
K2∏

k=1

p(z2,k)

K1∏

k=1

p(z1,k|z2)
D∏

d=1

p(xd|z1) (4.8)

where x denotes the visible leaf nodes, and zℓ denotes the hidden internal nodes. (We assume there
are Kℓ hidden nodes at level ℓ, and D visible leaf nodes.)

Now consider the special case where all the latent variables are binary, and all the latent CPDs are
logistic regression models. That is,

p(zℓ|zℓ+1,θ) =

Kℓ∏

k=1

Ber(zℓ,k|σ(wT
ℓ,kzℓ+1)) (4.9)

where σ(u) = 1/(1 + e−u) is the sigmoid (logistic) function. The result is called a sigmoid belief
net [Nea92].

At the bottom layer, p(x|z1,θ), we use whatever observation model is appropriate for the type of
data we are dealing with. For example, for real valued data, we might use

p(x|z1,θ) =
D∏

d=1

N (xd|wT
1,d,µz1, exp(w

T
1,d,σz1)) (4.10)

where w1,d,µ are the weights that control the mean of the d’th output, and w1,d,σ are the weights
that control the variance of the d’th output.

We can also add directed connections between the hidden variables within a layer, as shown in
Figure 4.3b. This is called a deep autoregressive network or DARN model [Gre+14], which
combines ideas from latent variable modeling and autoregressive modeling.

We discuss other forms of hierarchical generative models in Chapter 21.
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4.2.3 Gaussian Bayes nets

Consider a DPGM where all the variables are real-valued, and all the CPDs have the following form,
known as a linear Gaussian CPD:

p(xi|xpa(i)) = N (xi|µi +wT
i xpa(i), σ

2
i ) (4.11)

As we show below, multiplying all these CPDs together results in a large joint Gaussian distribution
of the form p(x) = N (x|µ,Σ), where x ∈ RNG . This is called a directed Gaussian graphical
model or a Gaussian Bayes net.

We now explain how to derive µ and Σ, following [SK89, App. B]. For convenience, we rewrite
the CPDs in the following form:

xi = µi +
∑

j∈pa(i)
wi,j(xj − µj) + σizi (4.12)

where zi ∼ N (0, 1), σi is the conditional standard deviation of xi given its parents, wi,j is the strength
of the j → i edge, and µi is the local mean.1

It is easy to see that the global mean is just the concatenation of the local means, µ = (µ1, . . . , µNG).
We now derive the global covariance, Σ. Let S ≜ diag(σ) be a diagonal matrix containing the
standard deviations. We can rewrite Equation (4.12) in matrix-vector form as follows:

(x− µ) = W(x− µ) + Sz (4.13)

where W is the matrix of regression weights. Now let e be a vector of noise terms: e ≜ Sz. We can
rearrange this to get e = (I−W)(x− µ). Since W is lower triangular (because wj,i = 0 if j < i in
the topological ordering), we have that I−W is lower triangular with 1s on the diagonal. Hence




e1
e2
...

eNG


 =




1
−w2,1 1
−w3,2 −w3,1 1

...
. . .

−wNG,1 −wNG,2 . . . −wNG,NG−1 1







x1 − µ1

x2 − µ2

...
xNG − µNG


 (4.14)

Since I−W is always invertible, we can write

x− µ = (I−W)−1e ≜ Ue = USz (4.15)

where we defined U = (I−W)−1. Hence the covariance is given by

Σ = Cov [x] = Cov [x− µ] = Cov [USz] = US Cov [z] SUT = US2UT (4.16)

since Cov [z] = I.

1. If we do not subtract off the parent’s mean (i.e., if we use xi = µi +
∑

j∈pa(i) wi,jxj + σizi), the derivation of Σ is
much messier, as can be seen by looking at [Bis06, p370].
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4.2.4 Conditional independence properties

We write xA ⊥G xB |xC if A is conditionally independent of B given C in the graph G. (We discuss
how to determine whether such a CI property is implied by a given graph in the sections below.) Let
I(G) be the set of all such CI statements encoded by the graph, and I(p) be the set of all such CI
statements that hold true in some distribution p. We say that G is an I-map (independence map)
for p, or that p is Markov wrt G, iff I(G) ⊆ I(p). In other words, the graph is an I-map if it does
not make any assertions of CI that are not true of the distribution. This allows us to use the graph
as a safe proxy for p when reasoning about p’s CI properties. This is helpful for designing algorithms
that work for large classes of distributions, regardless of their specific numerical parameters. Note
that the fully connected graph is an I-map of all distributions, since it makes no CI assertions at all,
as we show below. We therefore say G is a minimal I-map of p if G is an I-map of p, and if there is
no G′ ⊆ G which is an I-map of p.

We now turn to the question of how to derive I(G), i.e., which CI properties are entailed by a
DAG.

4.2.4.1 Global Markov properties (d-separation)

We say an undirected path P is d-separated by a set of nodes C (containing the evidence) iff at
least one of the following conditions hold:

1. P contains a chain or pipe, s→ m→ t or s← m← t, where m ∈ C

2. P contains a tent or fork, s↙m↘ t, where m ∈ C

3. P contains a collider or v-structure, s ↘m↙ t, where m is not in C and neither is any
descendant of m.

Next, we say that a set of nodes A is d-separated from a different set of nodes B given a third
observed set C iff each undirected path from every node a ∈ A to every node b ∈ B is d-separated by
C. Finally, we define the CI properties of a DAG as follows:

XA ⊥G XB |XC ⇐⇒ A is d-separated from B given C (4.17)

This is called the (directed) global Markov property.
The Bayes ball algorithm [Sha98] is a simple way to see if A is d-separated from B given C,

based on the above definition. The idea is this. We “shade” all nodes in C, indicating that they are
observed. We then place “balls” at each node in A, let them “bounce around” according to some
rules, and then ask if any of the balls reach any of the nodes in B. The three main rules are shown
in Figure 4.4. Notice that balls can travel opposite to edge directions. We see that a ball can pass
through a chain, but not if it is shaded in the middle. Similarly, a ball can pass through a fork, but
not if it is shaded in the middle. However, a ball cannot pass through a v-structure, unless it is
shaded in the middle.

We can justify the 3 rules of Bayes ball as follows. First consider a chain structure X → Y → Z,
which encodes

p(x, y, z) = p(x)p(y|x)p(z|y) (4.18)
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Figure 4.4: Bayes ball rules. A shaded node is one we condition on. If there is an arrow hitting a bar, it
means the ball cannot pass through; otherwise the ball can pass through.

(a) (b)

(c)

X Y X Y

X Z

Y

Y’

Figure 4.5: (a-b) Bayes ball boundary conditions. (c) Example of why we need boundary conditions. Y ′ is an
observed child of Y , rendering Y “effectively observed”, so the ball bounces back up on its way from X to Z.

When we condition on y, are x and z independent? We have

p(x, z|y) = p(x, y, )

p(y)
=
p(x)p(y|x)p(z|y)

p(y)
=
p(x, y)p(z|y)

p(y)
= p(x|y)p(z|y) (4.19)

and therefore X ⊥ Z | Y . So observing the middle node of chain breaks it in two (as in a Markov
chain).

Now consider the tent structure X ← Y → Z. The joint is

p(x, y, z) = p(y)p(x|y)p(z|y) (4.20)

When we condition on y, are x and z independent? We have

p(x, z|y) = p(x, y, z)

p(y)
=
p(y)p(x|y)p(z|y)

p(y)
= p(x|y)p(z|y) (4.21)

and therefore X ⊥ Z | Y . So observing a root node separates its children (as in a naive Bayes
classifier: see Section 4.2.8.2).
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X Y Z

D I
D I S
D S
D S I
D S L, I
D S G, I
D S G, L, I
D L G
D L G, S
D L G, I
D L I, G, S

Table 4.1: Conditional independence relationships implied by the student DAG (Figure 4.2). Each line has
the form X ⊥ Y |Z. Generated by student_pgm.ipynb.

Finally consider a v-structure X → Y ← Z. The joint is

p(x, y, z) = p(x)p(z)p(y|x, z) (4.22)

When we condition on y, are x and z independent? We have

p(x, z|y) = p(x)p(z)p(y|x, z)
p(y)

(4.23)

so X ̸⊥ Z|Y . However, in the unconditional distribution, we have

p(x, z) = p(x)p(z) (4.24)

so we see that X and Z are marginally independent. So we see that conditioning on a common
child at the bottom of a v-structure makes its parents become dependent. This important effect is
called explaining away, inter-causal reasoning, or Berkson’s paradox (see Section 4.2.4.2 for
a discussion).

Finally, Bayes ball also needs the “boundary conditions” shown in Figure 4.5(a-b). These rules
say that a ball hitting a hidden leaf stops, but a ball hitting an observed leaf “bounces back”. To
understand where this rule comes from, consider Figure 4.5(c). Suppose Y ′ is a (possibly noisy) copy
of Y . If we observe Y ′, we effectively observe Y as well, so the parents X and Z have to compete to
explain this. So if we send a ball down X → Y → Y ′, it should “bounce back” up along Y ′ → Y → Z,
in order to pass information between the parents. However, if Y and all its children are hidden, the
ball does not bounce back.

As an example of the CI statements encoded by a DAG, Table 4.1 shows some properties that
follow from the student network in Figure 4.2.

4.2.4.2 Explaining away (Berkson’s paradox)

In this section, we give some examples of the explaining away phenomenon, also called Berkson’s
paradox.
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Figure 4.6: Samples from a jointly Gaussian DPGM, p(x, y, z) = N (x| − 5, 1)N (y|5, 1)N (z|x + y, 1). (a)
Unconditional marginal distributions, p(x), p(y), p(z). (b) Unconditional joint distribution, p(x, y). (c)
Conditional marginal distribution, p(x|z > 2.5), p(y|z > 2.5), p(z|z > 2.5). (d) Conditional joint distribution,
p(x, y|z > 2.5). Adapted from [Clo20]. Generated by berksons_gaussian.ipynb.

As a simple example (from [PM18b, p198]), consider tossing two coins 100 times. Suppose you
only record the outcome of the experiment if at least one coin shows up heads. You should expect
to record about 75 entries. You will see that every time coin 1 is recorded as tails, coin 2 will be
recorded as heads. If we ignore the way in which the data was collected, we might infer from the
fact that coins 1 and 2 are correlated that there is a hidden common cause. However, the correct
explanation is that the correlation is due to conditioning on a hidden common effect (namely the
decision of whether to record the outcome or not, so we can censor tail-tail events). This is called
selection bias.

As another example of this, consider a Gaussian DPGM of the form

p(x, y, z) = N (x| − 5, 1)N (y|5, 1)N (z|x+ y, 1) (4.25)

The graph structure is X → Z ← Y , where Z is the child node. Some samples from the unconditional
joint distribution p(x, y, z) are shown in Figure 4.6(a); we see that X and Y are uncorrelated. Now
suppose we only select samples where z > 2.5. Some samples from the conditional joint distribution
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p(x, y|z > 2.5) are shown in Figure 4.6(d); we see that now X and Y are correlated. This could cause
us to erroneously conclude that there is a causal relationship, but in fact the dependency is caused
by selection bias.

4.2.4.3 Markov blankets

The smallest set of nodes that renders a node i conditionally independent of all the other nodes in
the graph is called i’s Markov blanket; we will denote this by mb(i). Below we show that the
Markov blanket of a node in a DPGM is equal to the parents, the children, and the co-parents, i.e.,
other nodes who are also parents of its children:

mb(i) ≜ ch(i) ∪ pa(i) ∪ copa(i) (4.26)

See Figure 4.7 for an illustration.
To see why this is true, let us partition all the nodes into the target node Xi, its parents U , its

children Y , its coparents Z, and the other variables O. Let X−i be all the nodes except Xi. Then
we have

p(Xi|X−i) =
p(Xi, X−i)∑

x p(Xi = x,X−i)
(4.27)

=
p(Xi, U, Y, Z,O)∑

x p(Xi = x, U, Y, Z,O)
(4.28)

=
p(Xi|U)[

∏
j p(Yj |Xi, Zj)]P (U,Z,O)∑

x p(Xi = x|U)[
∏
j p(Yj |Xi = x, Zj)]P (U,Z,O)

(4.29)

=
p(Xi|U)[

∏
j p(Yj |Xi, Zj)]∑

x p(Xi = x|U)[
∏
j p(Yj |Xi = x, Zj)]

(4.30)

∝ p(Xi|pa(Xi))
∏

Yj∈ch(Xi)
p(Yj |pa(Yj))) (4.31)

where ch(Xi) are the children of Xi and pa(Yj) are the parents of Yj . We see that the terms that do
not involve Xi cancel out from the numerator and denominator, so we are left with a product of
terms that include Xi in their “scope”. Hence the full conditional for node i becomes

p(xi|x−i) = p(xi|xmb(i)) ∝ p(xi|xpa(i))
∏

k∈ch(i)
p(xk|xpa(k)) (4.32)

We will see applications of this in Gibbs sampling (Equation (12.19)), and mean field variational
inference (Equation (10.87)).

4.2.4.4 Other Markov properties

From the d-separation criterion, one can conclude that

i ⊥ nd(i) \ pa(i)|pa(i) (4.33)
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Figure 4.7: Illustration of the Markov blanket of a node in a directed graphical model. The target node Xi is
shown in gray, its parents U1:m are shown in green, its children Y1:n are shown in blue, and its coparents
Z1:n,1:j are shown in red. Xi is conditionally independent of all the other variables in the model given these
variables. Adapted from Figure 13.4b of [RN19].

where the non-descendants of a node nd(i) are all the nodes except for its descendants, nd(i) =
{1, . . . , NG} \ {i ∪ desc(i)}. Equation (4.33) is called the (directed) local Markov property. For
example, in Figure 4.23(a), we have nd(3) = {1, 2, 4}, and pa(3) = 1, so 3 ⊥ 2, 4|1.

A special case of this property is when we only look at predecessors of a node according to some
topological ordering. We have

i ⊥ pred(i) \ pa(i)|pa(i) (4.34)

which follows since pred(i) ⊆ nd(i). This is called the ordered Markov property, which justifies
Equation (4.2). For example, in Figure 4.23(a), if we use the ordering 1, 2, . . . , 7. we find pred(3) =
{1, 2} and pa(3) = 1, so 3 ⊥ 2|1.

We have now described three Markov properties for DAGs: the directed global Markov property
G in Equation (4.17), the directed local Markov property L in Equation (4.33), and the ordered
Markov property O in Equation (4.34), It is obvious that G =⇒ L =⇒ O. What is less obvious,
but nevertheless true, is that O =⇒ L =⇒ G (see e.g., [KF09a] for the proof). Hence all these
properties are equivalent.

Furthermore, any distribution p that is Markov wrt a graph can be factorized as in Equation (4.2);
this is called the factorization property F. It is obvious that O =⇒ F , but one can show that
the converse also holds (see e.g., [KF09a] for the proof).

4.2.5 Generation (sampling)

It is easy to generate prior samples from a DPGM: we simply visit the nodes in topological order,
parents before children, and then sample a value for each node given the value of its parents. This
will generate independent samples from the joint, (x1, . . . , xNG) ∼ p(x|θ). This is called ancestral
sampling.
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4.2.6 Inference

In the context of PGMs, the term “inference” refers to the task of computing the posterior over a
set of query nodes Q given the observed values for a set of visible nodes V , while marginalizing
over the irrelevant nuisance variables, R = {1, . . . , NG} \ {Q,V }:

pθ(Q|V ) =
pθ(Q,V )

pθ(V )
=

∑
R pθ(Q,V,R)

pθ(V )
(4.35)

(If the variables are continuous, we should replace sums with integrals.) If Q is a single node, then
pθ(Q|V ) is called the posterior marginal for node Q.

As an example, suppose V = x is a sequence of observed sound waves, Q = z is the corresponding
set of unknown spoken words, and R = r are random “non-semantic” factors associated with the
signal, such as prosody or background noise. Our goal is to compute the posterior over the words
given the sounds, while being invariant to the irrelevant factors:

pθ(z|x) =
∑

r

pθ(z, r|x) =
∑

r

pθ(z, r,x)

pθ(x)
=
∑

r

pθ(z, r,x)∑
z′,r′ pθ(z

′, r′,x)
(4.36)

As a simplification, we can “lump” the random factors R into the query set Q to define the complete
set of hidden variables H = Q ∪R. In this case, the tasks simpifies to

pθ(h|x) =
pθ(h,x)

pθ(x)
=

pθ(h,x)∑
h′ pθ(h′,x)

(4.37)

The computational complexity of the inference task depends on the CI properties of the graph, as
we discuss in Chapter 9. In general it is NP-hard (see Section 9.5.4), but for certain graph structures
(such as chains, trees, and other sparse graphs), it can be solved efficiently (in polynomial) time
using dynamic programming (see Chapter 9). For cases where it is intractable, we can use standard
methods for approximate Bayesian inference, which we review in Chapter 7.

4.2.6.1 Example: inference in the student network

As an example of inference in PGMs, consider the student network from Section 4.2.2.2. Suppose we
observe that the student gets a grade of C. The posterior marginals are shown in Figure 4.8a. We see
that the low grade could be explained by the class being hard (since p(D = Hard|G = C) = 0.63),
but is more likely explained by the student having low intelligence (since p(I = High|G = C) = 0.08).

However, now suppose we also observe that the student gets a good SAT score. The new posterior
marginals are shown in Figure 4.8b. Now the posterior probability that the student is intelligent has
jumped to p(I = High|G = C,SAT = Good) = 0.58, since otherwise it would be difficult to explain
the good SAT score. Once we believe the student has high intelligence, we have to explain the C
grade by assuming the class is hard, and indeed we find that the probability that the class is hard
has increased to p(D = Hard|G = C) = 0.76. (This negative mutual interaction between multiple
causes of some observations is called the explaining away effect, and is discussed in Section 4.2.4.2.)

4.2.7 Learning

So far, we have assumed that the structure G and parameters θ of the PGM are known. However, it
is possible to learn both of these from data. For details on how to learn G from data, see Section 30.3.
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Figure 4.8: Illustration of belief updating in the “Student” PGM. The histograms show the marginal distribution
of each node. Nodes with shaded titles are clamped to an observed value. (a) Posterior after conditioning on
Grade=C. (b) Posterior after also conditioning on SAT=Good. Generated by student_pgm.ipynb.

θy

y1 yN

· · ·

x1 xN

θx

Figure 4.9: A DPGM representing the joint distribution p(y1:N ,x1:N ,θy,θx). Here θx and θy are global
parameter nodes that are shared across the examples, whereas xn and yn are local variables.

Here we focus on parameter learning, i.e., computing the posterior p(θ|D, G). (Henceforth we will
drop the conditioning on G, since we assume the graph structure is fixed.)

We can compute the parameter posterior p(θ|D) by treating θ as “just another hidden variable”,
and then performing inference. However, in the machine learning community, it is more common to
just compute a point estimate of the parameters, such as the posterior mode, θ̂ = argmax p(θ|D).
This approximation is often reasonable, since the parameters depend on all the data, rather than
just a single datapoint, and are therefore less uncertain than other hidden variables.
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4.2.7.1 Learning from complete data

Figure 4.9 represents a graphical model for a typical supervised learning problem. We have N local
variables, xn and yn, and 2 global variables, corresponding to the parameters, which are shared
across data samples. The local variables are observed (in the training set), so they are represented
by solid (shaded) nodes. The global variables are not observed, and hence are represented by empty
(unshaded) nodes. (The model represents a generative classifier, so the edge is from yn to xn; if we
are fitting a discriminative classifier, the edge would be from xn to yn, and there would be no θy
prior node.)

From the CI properties of Figure 4.9, it follows that the joint distribution factorizes into a product
of terms, one per node:

p(θ,D) = p(θx)p(θy)

[
N∏

n=1

p(yn|θy)p(xn|yn,θx)
]

(4.38)

=

[
p(θy)

N∏

n=1

p(yn|θy)
][

p(θx)

N∏

n=1

p(xn|yn,θx)
]

(4.39)

= [p(θy)p(Dy|θy)] [p(θx)p(Dx|θx)] (4.40)

where Dy = {yn}Nn=1 is the data that is sufficient for estimating θy and Dx = {xn, yn}Nn=1 is the
data that is sufficient for θx.

From Equation (4.40), we see that the prior, likelihood, and posterior all decompose or factorize
according to the graph structure. Thus we can compute the posterior for each parameter independently.
In general, we have

p(θ,D) =
NG∏

i=1

p(θi)p(Di|θi) (4.41)

Hence the likelihood and prior factorizes, and thus so does the posterior. If we just want to compute
the MLE, we can compute

θ̂ = argmax
θ

NG∏

i=1

p(Di|θi) (4.42)

We can solve this for each node independently, as we illustrate in Section 4.2.7.2.

4.2.7.2 Example: computing the MLE for CPTs

In this section, we illustrate how to compute the MLE for tabular CPDs. The likelihood is given by
the following product of multinomials:

p(D|θ) =
N∏

n=1

NG∏

i=1

p(xni|xn,pa(i),θi) (4.43)

=

N∏

n=1

NG∏

i=1

Ji∏

j=1

Ki∏

k=1

θ
I(xni=k,xn,pa(i)=j)
ijk (4.44)
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I D G S L
0 0 2 0 0
0 1 2 0 0
0 0 1 1 1
1 1 1 1 0
1 0 0 1 1
0 0 0 0 1
1 1 2 1 1

Table 4.2: Some fully observed training data for the student network.

I D Ni,j,k θ̂i,j,k θi,j,k
0 0 [1, 1, 1] [ 13 ,

1
3 ,

1
3 ] [ 26 ,

2
6 ,

2
6 ]

0 1 [0, 0, 1] [ 01 ,
0
1 ,

1
1 ] [ 14 ,

1
4 ,

2
4 ]

1 0 [1, 0, 0] [ 11 ,
0
1 ,

0
1 ] [ 24 ,

1
4 ,

1
4 ]

1 1 [0, 1, 1] [0, 12 ,
1
2 ] [ 15 ,

2
5 ,

2
5 ]

Table 4.3: Sufficient statistics Nijk and corresponding MLE θ̂ijk and posterior mean θijk (with Dirichlet
(1,1,1) prior) for node i = G in the student network. Each row corresponds to a different joint configuration
of its parent nodes, coresponding to state j. The index k refers to the 3 possible values of the child node G.

where

θijk ≜ p(xi = k|xpa(i) = j) (4.45)

Let us define the sufficient statistics for node i to be Nijk, which is the number of times that node i
is in state k while its parents are in joint state j:

Nijk ≜
N∑

n=1

I
(
xn,i = k, xn,pa(i) = j

)
(4.46)

The MLE for a multinomial is given by the normalized empirical frequencies:

θ̂ijk =
Nijk∑
k′ Nijk′

(4.47)

For example, consider the student network from Section 4.2.2.2. In Table 4.2, we show some sample
training data. For example, the last line in the tabel encodes a student who is smart (I = 1), who
takes a hard class (D = 1), gets a C (G = 2), but who does well on the SAT (S = 1) and gets a good
letter of recommendation (L = 1).

In Table 4.3, we list the sufficient statistics Nijk and the MLE θ̂ijk for node i = G, with parents
(I,D). A similar process can be used for the other nodes. Thus we see that fitting a DPGM with
tabular CPDs reduces to a simple counting problem.
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θz

z1 zN

· · ·

x1 xN

θx

Figure 4.10: A DPGM representing the joint distribution p(z1:N ,x1:N ,θz,θx). The local variables zn are
hidden, whereas xn are observed. This is typical for learning unsupervised latent variable models.

However, we notice there are a lot of zeros in the sufficient statistics, due to the small sample size,
resulting in extreme estimates for some of the probabilities θ̂ijk. We discuss a (Bayesian) solution to
this in Section 4.2.7.3.

4.2.7.3 Example: computing the posterior for CPTs

In Section 4.2.7.2 we discussed how to compute the MLE for the CPTs in a discrete Bayes net. We
also observed that this can suffer from the zero-count problem. In this section, we show how a
Bayesian approach can solve this problem.

Let us put a separate Dirichlet prior on each row of each CPT, i.e., θij ∼ Dir(αij). Then
we can compute the posterior by simply adding the pseudocounts to the empirical counts to get
θij |D ∼ Dir(Nij +αij), where Nij = {Nijk : k = 1 : Ki}, and Nijk is the number of times that node
i is in state k while its parents are in state j. Hence the posterior mean estimate is given by

θijk =
Nijk + αijk∑
k′(Nijk′ + αijk′)

(4.48)

The MAP estimate has the same form, except we use αijk − 1 instead of αijk.
In Table 4.3, we illustrate this approach applied to the G node in the student network, where we

use a uniform Dirichlet prior, αijk = 1.

4.2.7.4 Learning from incomplete data

In Section 4.2.7.1, we explained that when we have complete data, the likelihood (and posterior)
factorizes over CPDs, so we can estimate each CPD independently. Unfortunately, this is no longer
the case when we have incomplete or missing data. To see this, consider Figure 4.10. The likelihood
of the observed data can be written as follows:

p(D|θ) =
∑

z1:N

[
N∏

n=1

p(zn|θz)p(xn|zn,θx)
]

(4.49)

=

N∏

n=1

∑

zn

p(zn|θz)p(xn|zn,θx) (4.50)
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Thus the log likelihood is given by

ℓ(θ) =
∑

n

log
∑

zn

p(zn|θz)p(xn|zn,θx) (4.51)

The log function does not distribute over the
∑
zn

operation, so the objective does not decompose
over nodes.2 Consequently, we can no longer compute the MLE or the posterior by solving separate
problems per node.

To solve this, we will resort to optimization methods. (We focus on the MLE case, and leave
discussion of Bayesian inference for latent variable models to Part II.) In the sections below, we
discuss how to use EM and SGD to find a local optimum of the (non convex) log likelihood objective.

4.2.7.5 Using EM to fit CPTs in the incomplete data case

A popular method for estimating the parameters of a DPGM in the presence of missing data is to
the use the expectation maximization (EM) algorithm, as proposed in [Lau95]. We describe EM
in detail in Section 6.5.3, but the basic idea is to alternate between inferring the latent variables
zn (the E or expectation step), and estimating the parameters given this completed dataset (the
M or maximization step). Rather than returning the full posterior p(zn|xn,θ(t)) in the E step, we
instead return the expected sufficient statistics (ESS), which takes much less space. In the M step,
we maximize the expected value of the log likelihood of the fully observed data using these ESS.

As an example, suppose all the CPDs are tabular, as in the example in Section 4.2.7.2. The
log-likelihood of the complete data is given by

log p(D|θ) =
NG∑

i=1

Ji∑

j=1

Ki∑

k=1

Nijk log θijk (4.52)

and hence the expected complete data log-likelihood has the form

E [log p(D|θ)] =
∑

i

∑

j

∑

k

N ijk log θijk (4.53)

where

N ijk =

N∑

n=1

E
[
I
(
xni = k,xn,pa(i) = j

)]
=

N∑

n=1

p(xni = k,xn,pa(i) = j|Dn,θold) (4.54)

where Dn are all the visible variables in case n, and θold are the parameters from the previous iteration.
The quantity p(xni,xn,pa(i)|Dn,θold) is known as a family marginal, and can be computed using
any GM inference algorithm. The N ijk are the expected sufficient statistics (ESS), and constitute
the output of the E step.

2. We can also see this from the graphical model: θx is no longer independent of θz , because there is a path that
connects them via the hidden nodes zn. (See Section 4.2.4 for an explanation of how to “read off” such CI properties
from a DPGM.)
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Given these ESS, the M step has the simple form

θ̂ijk =
N ijk∑
k′ N ijk′

(4.55)

We can modify this to perform MAP estimation with a Dirichlet prior by simply adding pseudocounts
to the expected counts.

The famous Baum-Welch algorithm is a special case of the above equations which arises when the
DPGM is an HMM (see Section 29.4.1 for details).

4.2.7.6 Using SGD to fit CPTs in the incomplete data case

The EM algorithm is a batch algorithm. To scale up to large datasets, it is more common to use
stochastic gradient descent or SGD (see e.g., [BC94; Bin+97]). To apply this, we need to compute
the marginal likelihood of the observed data for each example:

p(xn|θ) =
∑

zn

p(zn|θz)p(xn|zn,θx) (4.56)

where θ = (θz,θx).) (We say that we have “collapsed” the model by marginalizing out zn.) We can
then compute the log likelihood using

ℓ(θ) = log p(D|θ) = log

N∏

n=1

p(xn|θ) =
N∑

n=1

log p(xn|θ) (4.57)

The gradient of this objective can be computed as follows:

∇θℓ(θ) =
∑

n

∇θ log p(xn|θ) (4.58)

=
∑

n

1

p(xn|θ)
∇θp(xn|θ) (4.59)

=
∑

n

1

p(xn|θ)
∇θ
[∑

zn

p(zn,xn|θ)
]

(4.60)

=
∑

n

∑

zn

p(zn,xn|θ)
p(xn|θ)

∇θ log p(zn,xn|θ) (4.61)

=
∑

n

∑

zn

p(zn|xn,θ)∇θ log p(zn,xn|θ) (4.62)

We can now apply a minibatch approximation to this in the usual way.

4.2.8 Plate notation

To make the parameters of a PGM explicit, we can add them as nodes to the graph, and treat them
as hidden variables to be inferred. Figure 4.11(a) shows a simple example, in which we have N iid
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θ

x1

. . .

xN

N

θ

xn

Figure 4.11: Left: datapoints xn are conditionally independent given θ. Right: Same model, using plate
notation. This represents the same model as the one on the left, except the repeated xn nodes are inside a
box, known as a plate; the number in the lower right hand corner, N , specifies the number of repetitions of
the xn node.

random variables, xn, all drawn from the same distribution with common parameter θ. We denote
this by

xn ∼ p(x|θ) (4.63)

The corresponding joint distribution over the parameters and data D = {x1, . . . ,xN} has the form

p(D,θ) = p(θ)p(D|θ) (4.64)

where p(θ) is the prior distribution for the parameters, and p(D|θ) is the likelihood. By virtue of the
iid assumption, the likelihood can be rewritten as follows:

p(D|θ) =
N∏

n=1

p(xn|θ) (4.65)

Notice that the order of the data vectors is not important for defining this model, i.e., we can permute
the leaves of the DPGM. When this property holds, we say that the data is exchangeable.

In Figure 4.11(a), we see that the x nodes are repeated N times. (The shaded nodes represent
observed values, whereas the unshaded (hollow) nodes represent latent variables or parameters.) To
avoid visual clutter, it is common to use a form of syntactic sugar called plates. This is a notational
convention in which we draw a little box around the repeated variables, with the understanding that
nodes within the box will get repeated when the model is unrolled. We often write the number of
copies or repetitions in the bottom right corner of the box. This is illustrated in Figure 4.11(b).

4.2.8.1 Example: factor analysis

In Section 28.3.1, we discuss the factor analysis model, which has the form

p(z) = N (z|µ0,Σ0) (4.66)
p(x|z) = N (x|Wz + µ,Ψ) (4.67)
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(a)

µ

Ψ
Nxn

zn

W

µ0 Σ0

(b)

Figure 4.12: (a) Factor analysis model illustrated as a DPGM. We show the components of z (top row) and x
(bottom row) as individual scalar nodes. (b) Equivalent model, where z and x are collapsed to vector-valued
nodes, and parameters are added, using plate notation.

Y

X1 X2 · · · XD

(a)

D

C

N

θdc

xnd

yn

π

(b)

Figure 4.13: (a) Naive Bayes classifier as a DPGM. (b) Model augmented with plate notation.

where W is a D×L matrix, known as the factor loading matrix, and Ψ is a diagonal D×D covariance
matrix.

Note that z and x are both vectors. We can explicitly represent their components as scalar nodes
as in Figure 4.12a. Here the directed edges correspond to non-zero entries in the W matrix.

We can also explicitly show the parameters of the model, using plate notation, as shown in
Figure 4.12b.
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Y = 1

X1X2 X3

X4

(a)

Y = 2

X1X2 X3

X4

(b)

Figure 4.14: Tree-augmented naive Bayes classifier for D = 4 features. The tree topology can change depending
on the value of y, as illustrated.

4.2.8.2 Example: naive Bayes classifier

In some models, we have doubly indexed variables. For example, consider a naive Bayes classifier.
This is a simple generative classifier, defined as follows:

p(x, y|θ) = p(y|π)
D∏

d=1

p(xd|y,θd) (4.68)

The fact that the features x1:D are considered conditionally independent given the class label y is
where the term “naive” comes from. Nevertheless, this model often works surprisingly well, and is
extremely easy to fit.

We can represent the conditional independence assumption as shown in Figure 4.13a. We can
represent the repetition over the dimension d with a plate. When we turn to infering the parameters
θ = (π,θ1:D,1:C), we also need to represent the repetition over data cases n. This is shown in
Figure 4.13b. Note that the parameter θdc depends on d and c, whereas the feature xnd depends on
n and d. This is shown using nested plates to represent the shared d index.

4.2.8.3 Example: relaxing the naive Bayes assumption

We see from Figure 4.13a that the observed features are conditionally independent given the class
label. We can of course allow for dependencies between the features, as illustrated in Figure 4.14.
(We omit parameter nodes for simplicity.) If we enforce that the edges between the features forms a
tree the model is known as a tree-augmented naive Bayes classifier [FGG97], or TAN model.
(Trees are a restricted form of graphical model that have various computational advantages that we
discuss later.) Note that the topology of the tree can change depending on the value of the class
node y; in this case, the model is known as a Bayesian multi net, and can be thought of as a
supervised mixture of trees.

4.3 Undirected graphical models (Markov random fields)

Directed graphical models (Section 4.2) are very useful. However, for some domains, being forced to
choose a direction for the edges, as required by a DAG, is rather awkward. For example, consider
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X1 X2 X3 X4 X5

X6 X7 X8 X9 X10

X11 X12 X13 X14 X15

X16 X17 X18 X19 X20

(a)

X1 X2 X3 X4 X5

X6 X7 X8 X9 X10

X11 X12 X13 X14 X15

X16 X17 X18 X19 X20

(b)

Figure 4.15: (a) A 2d lattice represented as a DAG. The dotted red node X8 is independent of all other nodes
(black) given its Markov blanket, which include its parents (blue), children (green) and co-parents (orange).
(b) The same model represented as a UPGM. The red node X8 is independent of the other black nodes given
its neighbors (blue nodes).

modeling an image. It is reasonable to assume that the intensity values of neighboring pixels are
correlated. We can model this using a DAG with a 2d lattice topology as shown in Figure 4.15(a).
This is known as a Markov mesh [AHK65]. However, its conditional independence properties are
rather unnatural.

An alternative is to use an undirected probabilistic graphical model (UPGM), also called a
Markov random field (MRF) or Markov network. These do not require us to specify edge
orientations, and are much more natural for some problems such as image analysis and spatial
statistics. For example, an undirected 2d lattice is shown in Figure 4.15(b); now the Markov blanket
of each node is just its nearest neighbors, as we show in Section 4.3.6.

Roughly speaking, the main advantages of UPGMs over DPGMs are: (1) they are symmetric and
therefore more “natural” for certain domains, such as spatial or relational data; and (2) discriminative
UPGMs (aka conditional random fields, or CRFs), which define conditional densities of the form
p(y|x), work better than discriminative DGMs, for reasons we explain in Section 4.5.3. The main
disadvantages of UPGMs compared to DPGMs are: (1) the parameters are less interpretable and
less modular, for reasons we explain in Section 4.3.1; and (2) it is more computationally expensive to
estimate the parameters, for reasons we explain in Section 4.3.9.1.

4.3.1 Representing the joint distribution

Since there is no topological ordering associated with an undirected graph, we can’t use the chain
rule to represent p(x1:NG). So instead of associating CPDs with each node, we associate potential
functions or factors with each maximal clique in the graph.3 We will denote the potential
function for clique c by ψc(xc;θc), where θc are its parameters. A potential function can be any
non-negative function of its arguments (we give some examples below). We can use these functions
to define the joint distribution as we explain in Section 4.3.1.1.

3. A clique is a set of nodes that are all neighbors of each other. A maximal clique is a clique which cannot be
made any larger without losing the clique property.
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4.3.1.1 Hammersley-Clifford theorem

Suppose a joint distribution p satisfies the CI properties implied by the undirected graph G. (We
discuss how to derive these properties in Section 4.3.6.) Then the Hammersley-Clifford theorem
tells us that p can be written as follows:

p(x|θ) = 1

Z(θ)

∏

c∈C
ψc(xc;θc) (4.69)

where C is the set of all the (maximal) cliques of the graph G, and Z(θ) is the partition function
given by

Z(θ) ≜
∑

x

∏

c∈C
ψc(xc;θc) (4.70)

Note that the partition function is what ensures the overall distribution sums to 1.4
The Hammersley-Clifford theorem was never published, but a proof can be found in [KF09a].

(Note that the theorem only holds for positive distributions, i.e., ones where p(x|θ) > 0 for all
configurations x, which rules out some models with hard constraints.)

4.3.1.2 Gibbs distribution

The distribution in Equation (4.69) can be rewritten as follows:

p(x|θ) = 1

Z(θ)
exp(−E(x;θ)) (4.71)

where E(x) > 0 is the energy of state x, defined by

E(x;θ) =
∑

c

E(xc;θc) (4.72)

where xc are the variables in clique c. We can see the equivalence by defining the clique potentials as

ψc(xc;θc) = exp(−E(xc;θc)) (4.73)

We see that low energy is associated with high probability states.
Equation (4.71) is known as the Gibbs distribution. This kind of probability model is also called

an energy-based model. These are commonly used in physics and biochemistry. They are also
used in ML to define generative models, as we discuss in Chapter 24. (See also Section 4.4, where
we discuss conditional random fields (CRFs), which are models of the form p(y|x,θ), where the
potential functions are conditioned on input features x.)

4.3.2 Fully visible MRFs (Ising, Potts, Hopfield, etc.)

In this section, we discuss some UPGMs for 2d grids, that are used in statistical physics and computer
vision. We then discuss extensions to other graph structures, which are useful for biological modeling
and pattern completion.

4. The partition function is denoted by Z because of the German word Zustandssumme, which means “sum over states”.
This reflects the fact that a lot of pioneering working on MRFs was done by German (and Austrian) physicists, such as
Boltzmann.
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4.3.2.1 Ising models

Consider the 2d lattice in Figure 4.15(b). We can represent the joint distribution as follows:

p(x|θ) = 1

Z(θ)

∏

i∼j
ψij(xi, xj ;θ) (4.74)

where i ∼ j means i and j are neighbors in the graph. This is called a 2d lattice model.
An Ising model is a special case of the above, where the variables xi are binary. Such models

are often used to represent magnetic materials. In particular, each node represents an atom, which
can have a magnetic dipole, or spin, which is in one of two states, +1 and −1. In some magnetic
systems, neighboring spins like to be similar; in other systems, they like to be dissimilar. We can
capture this interaction by defining the clique potentials as follows:

ψij(xi, xj ;θ) =

{
eJij if xi = xj

e−Jij if xi ̸= xj
(4.75)

where Jij is the coupling strength between nodes i and j. This is known as the Ising model. If
two nodes are not connected in the graph, we set Jij = 0. We assume that the weight matrix is
symmetric, so Jij = Jji. Often we also assume all edges have the same strength, so Jij = J for each
(i, j) edge. Thus

ψij(xi, xj ; J) =

{
eJ if xi = xj

e−J if xi ̸= xj
(4.76)

It is more common to define the Ising model as an energy-based model, as follows:

p(x|θ) = 1

Z(J)
exp(−E(x; J)) (4.77)

E(x; J) = −J
∑

i∼j
xixj (4.78)

where E(x; J) is the energy, and where we exploited the fact that xixj = −1 if xi ̸= xj , and xixj = +1
if xi = xj . The magnitude of J controls the degree of coupling strength between neighboring sites.
We can scale the coupling coefficient J by a temperature term T to get J ′ = J/T , so colder means
more tightly coupled (larger J), and hotter means less tightly coupled (smaller J).

If all of the weights are negative, J < 0, then the spins want to be different from their neighbors.
This is called an antiferromagnetic system, and results in a frustrated system, since it is not
possible for all neighbors to be different from each other in a 2d lattice. In the infinite lattice, this
gives rise to the checkerboard pattern shown in Figure 4.16.

If all the edge weights are positive, J > 0, then neighboring spins are likely to be in the same
state, since if xi = xj , the energy term gets a contribution of −J < 0, and lower energy corresponds
to higher probability. In the machine learning literature, this is called an associative Markov
network. In the physics literature, this is called a ferromagnetic model. If J = 1, the corresponding
probability distribution will have two modes, corresponding to the all +1 state and the all -1 state.
These are called the ground states of the system.
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Figure 4.16: The two ground states for a small antiferromagnetic Ising model where J = −1. From Figure
31.7 of [Mac03].
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Figure 4.17: Samples from an associative Ising model with varying J > 0. Generated by
gibbs_demo_ising.ipynb. (Compare to Figure 31.2 of [Mac03].)

In addition to the well-separated configurations of minimum energy, there can be many local
minima. The energy surface can become more or less bumpy depending on the temperature T .
Figure 4.17 shows some samples from the Ising model for varying J ′ > 0. (The samples were created
using the Gibbs sampling method discussed in Section 12.3.3.) As the temperature reduces, the
distribution becomes less entropic, and the “clumpiness” of the samples increases. One can show
that, as the lattice size goes to infinity, there is a critical temperature Jc below which many large
clusters occur, and above which many small clusters occur. In the case of an isotropic square lattice
model, one can show [Geo88] that

Jc =
1

2
log(1 +

√
2) ≈ 0.44 (4.79)

This rapid change in global behavior as we vary a parameter of the system is called a phase
transition. This can be used to explain how natural systems, such as water, can suddenly go from
solid to liquid, or from liquid to gas, when the temperature changes slightly. See e.g., [Mac03, ch 31]
for further details on the statistical mechanics of Ising models.

In addition to pairwise terms, it is standard to add unary terms, ψi(xi). In statistical physics,
this is called an external field. The resulting model is as follows:

p(x|θ) = 1

Z(θ)

∏

i

ψi(xi;θ)
∏

i∼j
ψij(xi, xj ;θ) (4.80)
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Figure 4.18: Visualizing a sample from a 10-state Potts model of size 128 × 128. The critical value is
Jc = log(1 +

√
10) = 1.426. for different association strengths: (a) J = 1.40, (b) J = 1.43, (c) J = 1.46.

Generated by gibbs_demo_potts.ipynb.

The ψi terms can be thought of as a local bias term that is independent of the contributions of the
neighboring nodes. For binary nodes, we can define this as follows:

ψi(xi) =

{
eα if xi = +1

e−α if xi = −1
(4.81)

If we write this as an energy-based model, we have

E(x|θ) = −α
∑

i

xi − J
∑

i∼j
xixj (4.82)

4.3.2.2 Potts models

In Section 4.3.2.1, we discussed the Ising model, which is a simple 2d MRF for defining distributions
over binary variables. It is easy to generalize the Ising model to multiple discrete states, xi ∈
{1, 2, . . . ,K}. If we use the same potential function for every edge, we can write

ψij(xi = k, xj = k′) = eJij(k,k
′) (4.83)

where Jij(k, k′) is the energy if one node has state k and its neighbor has state k′. A common special
case is

ψij(xi = k, xj = k′) =

{
eJ if k = k′

e0 if k ̸= k′
(4.84)

This is called the Potts model. The Potts model reduces to the Ising model if we define Jpotts =
2Jising.

If J > 0, then neighboring nodes are encouraged to have the same label; this is an example of
an associative Markov model. Some samples from this model are shown in Figure 4.18. The phase
transition for a 2d Potts model occurs at the following value (see [MS96]):

Jc = log(1 +
√
K) (4.85)
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We can extend this model to have local evidence for each node. If we write this as an energy-based
model, we have

E(x|θ) = −
∑

i

K∑

k=1

αkI (xi = k)− J
∑

i∼j
I (xi = xj) (4.86)

4.3.2.3 Potts models for protein structure prediction

One interesting application of Potts models arises in the area of protein structure prediction.
The goal is to predict the 3d shape of a protein from its 1d sequence of amino acids. A common
approach to this is known as direct coupling analysis (DCA). We give a brief summary below; for
details, see [Mor+11].

First we compute a multiple sequence alignment (MSA) from a set of related amino acid
sequences from the same protein family; this can be done using HMMs, as explained in Section 29.3.2.
The MSA can be represented by an N × T matrix X, where N is the number of sequences, T is the
length of each sequence, and Xni ∈ {1, . . . , V } is the identity of the letter at location i in sequence n.
For protein sequences, V = 21, representing the 20 amino acids plus the gap character.

Once we have the MSA matrix X, we fit the Potts model using maximum likelihood estimation, or
some approximation, such as pseudolikelihood [Eke+13]; see Section 4.3.9 for details.5 After fitting
the model, we select the edges with the highest Jij coefficients, where i, j ∈ {1, . . . , T} are locations
or residues in the protein. Since these locations are highly coupled, they are likely to be in physical
contact, since interacting residues must coevolve to avoid destroying the function of the protein (see
e.g., [LHF17] for a review). This graph is called a contact map.

Once the contact map is established, it can be used as input to a 3d structural prediction algorithm,
such as [Xu18] or the alphafold system [Eva+18], which won the 2018 CASP competition. Such
methods use neural networks to learn functions of the form p(d(i, j)|{c(i, j)}), where d(i, j) is the 3d
distance between residues i and j, and c(i, j) is the contact map.

4.3.2.4 Hopfield networks

A Hopfield network [Hop82] is a fully connected Ising model (Section 4.3.2.1) with a symmetric
weight matrix, W = WT. The corresponding energy function has the form

E(x) = −1

2
xTWx (4.87)

where xi ∈ {−1,+1}.
The main application of Hopfield networks is as an associative memory or content addressable

memory. The idea is this: suppose we train on a set of fully observed bit vectors, corresponding to
patterns we want to memorize. (We discuss how to do this below). Then, at test time, we present
a partial pattern to the network. We would like to estimate the missing variables; this is called
pattern completion. That is, we want to compute

x∗ = argmin
x
E(x) (4.88)

5. To encourage the model to learn sparse connectivity, we can also compute a MAP estimate with a sparsity promoting
prior, as discussed in [IM17].

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



4.3. Undirected graphical models (Markov random fields) 171

0 50 100

0

20

40

60

80

100

120

140
0 50 100

0

20

40

60

80

100

120

140
0 50 100

0

20

40

60

80

100

120

140

hopfield_training

0 50 100

0

20

40

60

80

100

120

140
0 50 100

0

20

40

60

80

100

120

140
0 50 100

0

20

40

60

80

100

120

140

hopfield_occluded

0 50 100

0

20

40

60

80

100

120

140
0 50 100

0

20

40

60

80

100

120

140
0 50 100

0

20

40

60

80

100

120

140

hopfield_recall

Figure 4.19: Examples of how an associative memory can reconstruct images. These are binary images of
size 150× 150 pixels. Top: training images. Middle row: partially visible test images. Bottom row: final state
estimate. Adapted from Figure 2.1 of [HKP91]. Generated by hopfield_demo.ipynb.

We can solve this optimization problem using iterative conditional modes (ICM), in which we
set each hidden variable to its most likely state given its neighbors. Picking the most probable state
amounts to using the rule

xt+1 = sgn(Wxt) (4.89)

This can be seen as a deterministic version of Gibbs sampling (see Section 12.3.3).
We illustrate this process in Figure 4.19. In the top row, we show some training examples. In the

middle row, we show a corrupted input, corresponding to the initial state x0. In the bottom row, we
show the final state after 30 iterations of ICM. The overall process can be thought of as retrieving a
complete example from memory based on a piece of the example.

To learn the weights W, we could use the maximum likelihood estimate method described in
Section 4.3.9.1. (See also [HSDK12].) However, a simpler heuristic method, proposed in [Hop82], is
to use the following outer product method:

W =

(
1

N

N∑

n=1

xnx
T
n

)
− I (4.90)
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(a)

x1 x2 x3 x4

z1 z2 z3

(b)

Figure 4.20: (a) A general Boltzmann machine, with an arbitrary graph structure. The shaded (visible) nodes
are partitioned into input and output, although the model is actually symmetric and defines a joint distribution
on all the nodes. (b) A restricted Boltzmann machine with a bipartite structure. Note the lack of intra-layer
connections.

This normalizes the output product matrix by N , and then sets the diagonal to 0. This ensures the
energy is low for patterns that match any of the examples in the training set. This is the technique we
used in Figure 4.19. Note, however, that this method not only stores the original patterms but also
their inverses, and other linear combinations. Consequently there is a limit to how many examples
the model can store before they start to “collide” in the memory. Hopfield proved that, for random
patterns, the network capacity is ∼ 0.14N .

4.3.3 MRFs with latent variables (Boltzmann machines, etc.)

In this section, we discuss MRFs which contain latent variables, as a way to represent high dimensional
joint distributions in discrete spaces.

4.3.3.1 Vanilla Boltzmann machines

MRFs in which all the variables are visible are limited in their expressive power, since the only way to
model correlation between the variables is by directly adding an edge. An alternative approach is to
introduce latent variables. A Boltzmann machine [AHS85] is like an Ising model (Section 4.3.2.1)
with latent variables. In addition, the graph structure can be arbitrary (not just a lattice), and the
binary states are xi ∈ {0, 1} instead of xi ∈ {−1,+1}. We usually partition the nodes into hidden
nodes z and visible nodes x, as shown in Figure 4.20(a).

4.3.3.2 Restricted Boltzmann machines (RBMs)

Unfortunately, exact inference (and hence learning) in Boltzmann machines is intractable, and even
approximate inference (e.g., Gibbs sampling, Section 12.3) can be slow. However, suppose we restrict
the architecture so that the nodes are arranged in two layers, and so that there are no connections
between nodes within the same layer (see Figure 4.20(b)). This model is known as a restricted
Boltzmann machine (RBM) [HT01; HS06a], or a harmonium [Smo86]. The RBM supports
efficient approximate inference, since the hidden nodes are conditionally independent given the visible
nodes, i.e., p(z|x) =∏K

k=1 p(zk|x). Note this is in contrast to a directed two-layer models, where the
explaining away effect causes the latent variables to become “entangled” in the posterior even if they
are independent in the prior.

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



4.3. Undirected graphical models (Markov random fields) 173

Initial Parameters Epoch 1 Parameters Epoch 5 Parameters

Figure 4.21: Some reconstructed images generated by a binary RBM fit to MNIST. Generated by
rbm_contrastive_divergence.ipynb.

Visible Hidden Name Reference
Binary Binary Binary RBM [HS06a]
Gaussian Binary Gaussian RBM [WS05]
Categorical Binary Categorical RBM [SMH07]
Multiple categorical Binary Replicated softmax/undirected LDA [SH10]
Gaussian Gaussian Undirected PCA [MM01]
Binary Gaussian Undirected binary PCA [WS05]

Table 4.4: Summary of different kinds of RBM.

Typically the hidden and visible nodes in an RBM are binary, so the energy terms have the form
wdkxdzk. If zk = 1, then the k’th hidden unit adds a term of the form wT

kx to the energy; this can
be thought of as a “soft constraint”. If zk = 0, the hidden unit is not active, and does not have
an opinion about this data example. By turning on different combinations of constraints, we can
create complex distributions on the visible data. This is an example of a product of experts
(Section 24.1.1), since p(x|z) =∏k:zk=1 exp(w

T
kx).

This can be thought of as a mixture model with an exponential number of hidden components,
corresponding to 2H settings of z. That is, z is a distributed representation, whereas a standard
mixture model uses a localist representation, where z ∈ {1,K}, and each setting of z corresponds
to a complete prototype or exemplar wk to which x is compared, giving rise to a model of the form
p(x|z = k) ∝ exp(wT

kx).
Many different kinds of RBMs have been defined, which use different pairwise potential functions.

See Table 4.4 for a summary. (Figure 4.21 gives an example of some images generated from an
RBM fit to the binarized MNIST dataset.) All of these are special cases of the exponential family
harmonium [WRZH04]. See Supplementary Section 4.3 for more details.
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(a) (b)

Figure 4.22: (a) Deep Boltzmann machine. (b) Deep belief network. The top two layers define the prior
in terms on an RBM. The remaining layers are a directed graphical model that “decodes” the prior into
observable data.

4.3.3.3 Deep Boltzmann machines

We can make a “deep” version of an RBM by stacking multiple layers; this is called a deep Boltzmann
machine [SH09]. For example, the two layer model in Figure 4.22(a) has the form

p(x, z1, z2|θ) =
1

Z(W1,W2)
exp

(
xTW1z1 + z

T
1W2z2

)
(4.91)

where x are the visible nodes at the bottom, and we have dropped bias terms for brevity.

4.3.3.4 Deep belief networks (DBNs)

We can use an RBM as a prior over a latent distributed code, and then use a DPGM “decoder” to
convert this into the observed data, as shown in Figure 4.22(b). The corresponding joint distribution
has the form

p(x, z1, z2|θ) = p(x|z1,W1)
1

Z(W2)
exp

(
zT1W2z2

)
(4.92)

In other words, it is an RBM on top of a DPGM. This combination has been called a deep belief
network (DBN) [HOT06a]. However, this name is confusing, since it is not actually a belief net.
We will therefore call it a deep Boltzmann network (which conveniently has the same DBN
abbreviation).

DBNs can be trained in a simple greedy fashion, and support fast bottom-up inference (see
[HOT06a] for details). DBNs played an important role in the history of deep learning, since they
were one of the first deep models that could be successfully trained. However, they are no longer
widely used, since the advent of better ways to train fully supervised deep neural networks (such as
using ReLU units and the Adam optimizer), and the advent of efficient ways to train deep DPGMs,
such as the VAE (Section 21.2).

4.3.4 Maximum entropy models

In Section 2.4.7, we show that the exponential family is the distribution with maximum entropy,
subject to the constraints that the expected value of the features (sufficient statistics) ϕ(x) match
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the empirical expectations. Thus the model has the form

p(x|θ) = 1

Z(θ)
exp

(
θTϕ(x)

)
(4.93)

If the features ϕ(x) decompose according to a graph structure, we get a kind of MRF known as a
maximum entropy model. We give some examples below.

4.3.4.1 Log-linear models

Suppose the potential functions have the following log-linear form:

ψc(xc;θc) = exp(θTcϕ(xc)) (4.94)

where ϕ(xc) is a feature vector derived from the variables in clique c. Then the overall model is
given by

p(x|θ) = 1

Z(θ)
exp

(∑

c

θTcϕ(xc)

)
(4.95)

For example, in a Gaussian graphical model (GGM), we have

ϕ([xi, xj ]) = [xi, xj , xixj ] (4.96)

for xi ∈ R. And in an Ising model, we have

ϕ([xi, xj ]) = [xi, xj , xixj ] (4.97)

for xi ∈ {−1,+1}. Thus both of these are maxent models. However, there are two key differences:
first, in a GGM, the variables are real-valued, not binary; second, in a GGM, the partition function
Z(θ) can be computed in O(D3) time, whereas in a Boltzmann machine, computing the partition
function can take O(2D) time (see Section 9.5.4 for details).

If the features ϕ are structured in a hierarchical way (capturing first order interactions, and second
order interactions, etc.), and all the variables x are categorical, the resulting model is known in
statistics as a log-linear model. However, in the ML community, the term “log-linear model” is
often used to describe any model of the form Equation (4.95).

4.3.4.2 Feature induction for a maxent spelling model

In some applications, we assume the features ϕ(x) are known. However, it is possible to learn the
features in a maxent model in an unsupervised way; this is known as feature induction.

A common approach to feature induction, first proposed in [DDL97; ZWM97], is to start with a
base set of features, and then to continually create new feature combinations out of old ones, greedily
adding the best ones to the model.

As an example of this approach, [DDL97] describe how to build models to represent English
spelling. This can be formalized as a probability distribution over variable length strings, p(x|θ),
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where xt is a letter in the English alphabet. Initially the model has no features, which represents the
uniform distribution. The algorithm starts by choosing to add the feature

ϕ1(x) =
∑

i

I (xi ∈ {a, . . . , z}) (4.98)

which checks if any letter is lowercase or not. After the feature is added, the parameters are (re)-fit
by maximum likelihood (a computationally difficult problem, which we discuss in Section 4.3.9.1).
For this feature, it turns out that θ̂1 = 1.944, which means that a word with a lowercase letter in any
position is about e1.944 ≈ 7 times more likely than the same word without a lowercase letter in that
position. Some samples from this model, generated using (annealed) Gibbs sampling (described in
Section 12.3), are shown below.6

m, r, xevo, ijjiir, b, to, jz, gsr, wq, vf, x, ga, msmGh, pcp, d, oziVlal, hzagh, yzop, io,
advzmxnv, ijv_bolft, x, emx, kayerf, mlj, rawzyb, jp, ag, ctdnnnbg, wgdw, t, kguv, cy,
spxcq, uzflbbf, dxtkkn, cxwx, jpd, ztzh, lv, zhpkvnu, l^, r, qee, nynrx, atze4n, ik, se, w,
lrh, hp+, yrqyka’h, zcngotcnx, igcump, zjcjs, lqpWiqu, cefmfhc, o, lb, fdcY, tzby, yopxmvk,
by, fz„ t, govyccm, ijyiduwfzo, 6xr, duh, ejv, pk, pjw, l, fl, w

The second feature added by the algorithm checks if two adjacent characters are lowercase:

ϕ2(x) =
∑

i∼j
I (xi ∈ {a, . . . , z}, xj ∈ {a, . . . , z}) (4.99)

Now the model has the form

p(x) =
1

Z
exp(θ1ϕ1(x) + θ2ϕ2(x)) (4.100)

Continuing in this way, the algorithm adds features for the strings s> and ing>, where > represents
the end of word, and for various regular expressions such as [0-9], etc. Some samples from the
model with 1000 features, generated using (annealed) Gibbs sampling, are shown below.

was, reaser, in, there, to, will, „ was, by, homes, thing, be, reloverated, ther, which,
conists, at, fores, anditing, with, Mr., proveral, the, „ ***, on’t, prolling, prothere, „
mento, at, yaou, 1, chestraing, for, have, to, intrally, of, qut, ., best, compers, ***,
cluseliment, uster, of, is, deveral, this, thise, of, offect, inatever, thifer,
constranded, stater, vill, in, thase, in, youse, menttering, and, ., of, in, verate, of,
to

If we define a feature for every possible combination of letters, we can represent any probability
distribution. However, this will overfit. The power of the maxent approach is that we can choose
which features matter for the domain.

An alternative approach is to introduce latent variables, that implicitly model correlations amongst
the visible nodes, rather than explicitly having to learn feature functions. See Section 4.3.3 for an
example of such a model.

6. We thank John Lafferty for sharing this example.
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4.3.5 Gaussian MRFs

In Section 4.2.3, we showed how to represent a multivariate Gaussian using a DPGM. In this section,
we show how to represent a multivariate Gaussian using a UPGM. (For further details on GMRFs,
see e.g., [RH05].)

4.3.5.1 Standard GMRFs

A Gaussian graphical model (or GGM), also called a Gaussian MRF, is a pairwise MRF of
the following form:

p(x) =
1

Z(θ)

∏

i∼j
ψij(xi, xj)

∏

i

ψi(xi) (4.101)

ψij(xi, xj) = exp(−1

2
xiΛijxj) (4.102)

ψi(xi) = exp(−1

2
Λiix

2
i + ηixi) (4.103)

Z(θ) = (2π)D/2|Λ|− 1
2 (4.104)

The ψij are edge potentials (pairwise terms), and each the ψi are node potentials or unary
terms. (We could absorb the unary terms into the pairwise terms, but we have kept them separate
for clarity.)

The joint distribution can be rewritten in a more familiar form as follows:

p(x) ∝ exp[ηTx− 1

2
xTΛx] (4.105)

This is called the information form of a Gaussian; Λ = Σ−1 and η = Λµ are called the canonical
parameters.

If Λij = 0 , there is no pairwise term connecting xi and xj , and hence xi ⊥ xj |x−ij , where x−ij
are all the nodes except for xi and xj . Hence the zero entries in Λ are called structural zeros.
This means we can use ℓ1 regularization on the weights to learn a sparse graph, a method known as
graphical lasso (see Supplementary Section 30.4.2).

Note that the covariance matrix Σ = Λ−1 can be dense even if the precision matrix Λ is sparse.
For example, consider an AR(1) process with correlation parameter ρ.7 The precision matrix (for a
graph with T = 7 nodes) looks like this:

Λ =
1

τ2




1 −ρ
−ρ 1 + ρ2 −ρ

−ρ 1 + ρ2 −ρ
−ρ 1 + ρ2 −ρ

−ρ 1 + ρ2 −ρ
−ρ 1 + ρ2 −ρ

−ρ 1




(4.106)

7. This example is from https://dansblog.netlify.app/posts/2022-03-22-a-linear-mixed-effects-model/.
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But the covariance matrix is fully dense:

Λ−1 = τ2




ρ ρ2 ρ3 ρ4 ρ5 ρ6 ρ7

ρ2 ρ ρ2 ρ3 ρ4 ρ5 ρ6

ρ3 ρ2 ρ ρ2 ρ3 ρ4 ρ5

ρ4 ρ3 ρ2 ρ ρ2 ρ3 ρ4

ρ5 ρ4 ρ3 ρ2 ρ ρ2 ρ3

ρ6 ρ5 ρ4 ρ3 ρ2 ρ ρ2

ρ7 ρ6 ρ5 ρ4 ρ3 ρ2 ρ




(4.107)

This follows because, in a chain structured UPGM, every pair of nodes is marginally correlated, even
if they may be conditionally independent given a separator.

4.3.5.2 Nonlinear Gaussian MRFs

In this section, we consider a generalization of GGMs to handle the case of nonlinear models. Suppose
the joint is given by a product of local factors, or clique potentials, ψc, each of which is defined on a
set or clique variables xc as follows:

p(x) =
1

Z

∏

c

ψc(xc) (4.108)

ψc(xc) = exp(−Ec(xc)) (4.109)

Ec(xc) =
1

2
(fc(xc)− dc)TΣ−1c (fc(xc)− dc) (4.110)

where dc is an optional local evidence term for the c’th clique, and fc is some measurement function.
Suppose the measurent function fc is linear, i.e.,

fc(x) = Jcx+ bc (4.111)

In this case, the energy for clique c becomes

Ec(xc) =
1

2
xTc J

T
cΣ
−1
c Jc︸ ︷︷ ︸

Λc

xc + x
T
c J

T
cΣ
−1
c (bc − dc)︸ ︷︷ ︸
−ηc

+
1

2
(bc − dc)Σ−1c (bc − dc)
︸ ︷︷ ︸

kc

(4.112)

=
1

2
xTcΛcxc − ηTcxc + kc (4.113)

which is a standard Gaussian factor. If fc is nonlinear, it is common to linearize the model around
the current estimate x0

c to get

fc(xc) ≈ fc(x0
c) + Jc(xc − x0

c) = Jcxc + (fc(x
0
c)− Jcx

0
c)︸ ︷︷ ︸

bc

(4.114)

where Jc is the Jacobian of fc(xc) wrt xc. This gives us a “temporary” Gaussian factor that we can
use for inference. This process can be iterated for improved accuracy.
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4.3.5.3 INLA approximation

GMRFs are often used to represent latent Gaussian models of the form p(y,x|θ) = p(x|θ)∏i p(yi|xi,θ),
where p(x|θ) is the GMRF prior over the latents, and yi are the observations for node i. (We can
optionally condition the model on covariates, which can be used to influence the prior mean of
each latent node.) Estimating the parameters by sampling from, or maximizing, p(θ|y), requires
marginalizing out the latent x variables, which in general is computationally intractable. The seminal
paper [RMC09] introduced the INLA approximation (“integrated nested Laplace approximation”),
which we now discuss. (See Section 7.4.3 for an introduction to the Laplace approximation.)

The first observation is that the posterior over the parameters can be written as p(θ|y) = p(y|θ)p(θ)
p(y) ,

where the likelihood is given by p(y|θ) = p(y|x∗,θ)p(x∗|θ)
p(x∗|y,θ) , where x∗ is any value. In INLA, the value

x∗ is chosen as the mode of a Gaussian approximation to p(x|y,θ). (We discuss how to compute
this mode below.) We can then use p(θ,y) to approximate the normalized posterior p(θ|y) using
e.g., HMC (assuming the computation of x∗ is differentiable). Alternatively, for low dimensional
problems, we can use a grid approximation.

We now discuss how to compute the x∗ term. Let f(x) = log p(y|x,θ) be the log likelihood;
the Laplace approximation of this, centered at x0, has the form f̂(x|x0) = f(x0) + (x− x0)

Tg0 +
1
2 (x − x0)

TH0(x − x0), where g0 is the gradient of f at x0, and H0 is the Hessian. Note that
H0 is diagonal, since we assume the likelihood function factorizes across nodes. The log prior has
the form log p(x|θ) = − 1

2 (x− µ)TΣ
−1(x− µ). Hence the log joint is approximated by L(x|x0) =

log p(x|θ) + f̂(x|x0). Grouping the terms which are quadratic and linear in x, and dropping
constants independent of x, we find L(x|x0) = − 1

2x
T(−H0 +Σ−1)x+xT(Σ−1µ+ g0−H0x0). This

corresponds to the log of a Gaussian pdf, with precision Λ0 = Σ−1 −H0 and precision-weighted
mean η0 = Σ−1µ+ g0 −H0x0. Hence the maximum of L(x|x0) is the mean of this Gaussian. given
by x1 = Λ−10 η0, which can be computed by solving the corresponding sparse linear system. We
can then iterate this until we find the global maximum x∗. (Note that the sparsity pattern of the
posterior precision is the same as the prior precision, since H0 is diagonal, so this pattern does not
need to be recomputed across iterations.)

Once we have access to an approximation to the posterior over parameters, p(θ|y), we can compute
approximate posterior marginals of each latent using p(xi|y) =

∫
p(xi|θ,y)p(θ|y)dθ. In INLA, this

integral over θ is performed numerically by summing over a carefully selected set of points, similar
to sigma point filtering (see Section 8.4.1); obviously this only works when the dimensionality of θ
is small. The p(xi|θ,y) term is computed analytically based on an inner Laplace approximation of
p(x|θ,y), which lets us efficiently marginalize over x−i.

4.3.6 Conditional independence properties

In this section, we explain how UPGMs encode conditional independence assumptions.

4.3.6.1 Basic results

UPGMs define CI relationships via simple graph separation as follows: given 3 sets of nodes A, B,
and C, we say XA ⊥G XB |XC iff C separates A from B in the graph G. This means that, when we
remove all the nodes in C, if there are no paths connecting any node in A to any node in B, then
the CI property holds. This is called the global Markov property for UPGMs. For example, in
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Figure 4.23: (a) A DPGM. (b) Its moralized version, represented as a UPGM.
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p(x) > 0

Figure 4.24: Relationship between Markov properties of UPGMs.

Figure 4.23(b), we have that {X1, X2} ⊥ {X6, X7}|{X3, X4, X5}.
The smallest set of nodes that renders a node t conditionally independent of all the other nodes in

the graph is called t’s Markov blanket; we will denote this by mb(t). Formally, the Markov blanket
satisfies the following property:

t ⊥ V \ cl(t)|mb(t) (4.115)

where cl(t) ≜ mb(t) ∪ {t} is the closure of node t, and V = {1, . . . , NG} is the set of all nodes.
One can show that, in a UPGM, a node’s Markov blanket is its set of immediate neighbors. This
is called the undirected local Markov property. For example, in Figure 4.23(b), we have
mb(X5) = {X2, X3, X4, X6, X7}.

From the local Markov property, we can easily see that two nodes are conditionally independent
given the rest if there is no direct edge between them. This is called the pairwise Markov property.
In symbols, this is written as

s ⊥ t|V \ {s, t} ⇐⇒ Gst = 0 (4.116)

where Gst = 0 means there is no edge between s and t (so there is a 0 in the adjaceny matrix).
Using the three Markov properties we have discussed, we can derive the following CI properties

(amongst others) from the UPGM in Figure 4.23(b): X1 ⊥ X7|rest (pairwise); X1 ⊥ rest|X2, X3

(local); X1, X2 ⊥ X6, X7|X3, X4, X5 (global).
It is obvious that global Markov implies local Markov which implies pairwise Markov. What is less

obvious is that pairwise implies global, and hence that all these Markov properties are the same,
as illustrated in Figure 4.24 (see e.g., [KF09a, p119] for a proof).8 The importance of this result is
that it is usually easier to empirically assess pairwise conditional independence; such pairwise CI
statements can be used to construct a graph from which global CI statements can be extracted.

8. This assumes p(x) > 0 for all x, i.e., that p is a positive density. The restriction to positive densities arises because
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Figure 4.25: (a) The ancestral graph induced by the DAG in Figure 4.23(a) wrt U = {X2, X4, X5}. (b) The
moralized version of (a).

4.3.6.2 An undirected alternative to d-separation

We have seen that determinining CI relationships in UPGMs is much easier than in DPGMs, because
we do not have to worry about the directionality of the edges. That is, we can use simple graph
separation, instead of d-separation.

In this section, we show how to convert a DPGM to a UPGM, so that we can infer CI relationships
for the DPGM using simple graph separation. It is tempting to simply convert the DPGM to a
UPGM by dropping the orientation of the edges, but this is clearly incorrect, since a v-structure
A→ B ← C has quite different CI properties than the corresponding undirected chain A−B − C
(e.g., the latter graph incorrectly states that A ⊥ C|B). To avoid such incorrect CI statements, we
can add edges between the “unmarried” parents A and C, and then drop the arrows from the edges,
forming (in this case) a fully connected undirected graph. This process is called moralization.
Figure 4.23 gives a larger example of moralization: we interconnect 2 and 3, since they have a
common child 5, and we interconnect 4, 5, and 6, since they have a common child 7.

Unfortunately, moralization loses some CI information, and therefore we cannot use the moralized
UPGM to determine CI properties of the DPGM. For example, in Figure 4.23(a), using d-separation,
we see that X4 ⊥ X5|X2. Adding a moralization arc X4−X5 would lose this fact (see Figure 4.23(b)).
However, notice that the 4-5 moralization edge, due to the common child 7, is not needed if we do not
observe 7 or any of its descendants. This suggests the following approach to determining if A ⊥ B|C.
First we form the ancestral graph of DAG G with respect to U = A ∪ B ∪ C. This means we
remove all nodes from G that are not in U or are not ancestors of U . We then moralize this ancestral
graph, and apply the simple graph separation rules for UPGMs. For example, in Figure 4.25(a), we
show the ancestral graph for Figure 4.23(a) using U = {X2, X4, X5}. In Figure 4.25(b), we show the
moralized version of this graph. It is clear that we now correctly conclude that X4 ⊥ X5|X2.

4.3.7 Generation (sampling)

Unlike with DPGMs, it can be quite slow to sample from an UPGM, even from the unconditional
prior, because there is no ordering of the variables. Furthermore, we cannot easily compute the
probability of any configuration unless we know the value of Z. Consequently it is common to use

deterministic constraints can result in independencies present in the distribution that are not explicitly represented in
the graph. See e.g., [KF09a, p120] for some examples. Distributions with non-graphical CI properties are said to be
unfaithful to the graph, so I(p) ̸= I(G).
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x3 x4

z3 z4

x1 x2

z1 z2

Figure 4.26: A grid-structured MRF with hidden nodes zi and local evidence nodes xi. The prior p(z) is an
undirected Ising model, and the likelihood p(x|z) = ∏

i p(xi|zi) is a directed fully factored model.

MCMC methods for generating from an UPGM (see Chapter 12).
In the special case of UPGMs with low treewidth and discrete or Gaussian potentials, it is

possible to use the junction tree algorithm to draw samples using dynamic programming (see
Supplementary Section 9.2.3).

4.3.8 Inference

We discuss inference in graphical models in detail in Chapter 9. In this section, we just give an
example.

Suppose we have an image composed of binary pixels, zi, but we only observe noisy versions of the
pixels, xi. We assume the joint model has the form

p(x, z) = p(z)p(x|z) =


 1

Z

∑

i∼j
ψij(zi, zj)


∏

i

p(xi|zi) (4.117)

where p(z) is an Ising model prior, and p(xi|zi) = N (xi|zi, σ2), for zi ∈ {−1,+1}. This model uses a
UPGM as a prior, and has directed edges for the likelihood, as shown in Figure 4.26; such a hybrid
undirected-directed model is called a chain graph (even though it is not chain-structured).

The inference task is to compute the posterior marginals p(zi|x), or the posterior MAP estimate,
argmaxz p(z|x). The exact computation is intractable for large grids (for reasons explained in
Section 9.5.4), so we must use approximate methods. There are many algorithms that we can use,
including mean field variational inference (Section 10.3.2), Gibbs sampling (Section 12.3.3), loopy
belief propagation (Section 9.4), etc. In Figure 4.27, we show the results of variational inference.

4.3.9 Learning

In this section, we discuss how to estimate the parameters for an MRF. As we will see, computing
the MLE can be computationally expensive, even in the fully observed case, because of the need to
deal with the partition function Z(θ). And computing the posterior over the parameters, p(θ|D),
is even harder, because of the additional normalizing constant p(D) — this case has been called
doubly intractable [MGM06]. Consequently we will focus on point estimation methods such as
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Figure 4.27: Example of image denoising using mean field variational inference. We use an Ising prior with
Wij = 1 and a Gaussian noise model with σ = 2. (a) Noisy image. (b) Result of inference. Generated by
ising_image_denoise_demo.ipynb.

MLE and MAP. (For one approach to Bayesian parameter inference in an MRF, based on persistent
variational inference, see [IM17].)

4.3.9.1 Learning from complete data

We will start by assuming there are no hidden variables or missing data during training (this is
known as the complete data setting). For simplicity of presentation, we restrict our discusssion to
the case of MRFs with log-linear potential functions. (See Section 24.2 for the general nonlinear case,
where we discuss MLE for energy-based models.)

In particular, we assume the distribution has the following form:

p(x|θ) = 1

Z(θ)
exp

(∑

c

θTcϕc(x)

)
(4.118)

where c indexes the cliques. The (averaged) log-likelihood of the full dataset becomes

ℓ(θ) ≜
1

N

∑

n

log p(xn|θ) =
1

N

∑

n

[∑

c

θTcϕc(xn)− logZ(θ)

]
(4.119)

Its gradient is given by

∂ℓ

∂θc
=

1

N

∑

n

[
ϕc(xn)−

∂

∂θc
logZ(θ)

]
(4.120)

We know from Section 2.4.3 that the derivative of the log partition function wrt θc is the expectation
of the c’th feature vector under the model, i.e.,

∂ logZ(θ)

∂θc
= E [ϕc(x)|θ] =

∑

x

p(x|θ)ϕc(x) (4.121)

Hence the gradient of the log likelihood is

∂ℓ

∂θc
=

1

N

∑

n

[ϕc(xn)]− E [ϕc(x)] (4.122)
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When the expected value of the features according to the data is equal to the expected value of
the features according to the model, the gradient will be zero, so we get

EpD [ϕc(x)] = Ep(x|θ) [ϕc(x)] (4.123)

This is called moment matching. Evaluating the EpD [ϕc(x)] term is called the clamped phase
or positive phase, since x is set to the observed values xn; evaluating the Ep(x|θ) [ϕc(x)] term is
called the unclamped phase or negative phase, since x is free to vary, and is generated by the
model.

In the case of MRFs with tabular potentials (i.e., one feature per entry in the clique table), we
can use an algorithm called iterative proportional fitting or IPF [Fie70; BFH75; JP95] to solve
these equations in an iterative fashion.9 But in general, we must use gradient methods to perform
parameter estimation.

4.3.9.2 Computational issues

The biggest computational bottleneck in fitting MRFs and CRFs using MLE is the cost of computing
the derivative of the log partition function, logZ(θ), which is needed to compute the derivative of
the log likelihood, as we saw in Section 4.3.9.1. To see why this is slow to compute, note that

∇θ logZ(θ) =
∇θZ(θ)
Z(θ)

=
1

Z(θ)
∇θ
∫
p̃(x;θ)dx =

1

Z(θ)

∫
∇θp̃(x;θ)dx (4.124)

=
1

Z(θ)

∫
p̃(x;θ)∇θ log p̃(x;θ)dx =

∫
p̃(x;θ)

Z(θ)
∇θ log p̃(x;θ)dx (4.125)

= Ex∼p(x;θ) [∇θ log p̃(x;θ)] (4.126)

where in Equation (4.125) we used the fact that ∇θ log p̃(x;θ) = 1
p̃(x;θ)∇θp̃(x;θ) (this is known as

the log-derivative trick). Thus we see that we need to draw samples from the model at each step
of SGD training, just to estimate the gradient.

In Section 24.2.1, we discuss various efficient sampling methods. However, it is also possible to
use alternative estimators which do not use the principle of maximum likelihood. For example, in
Section 24.2.2 we discuss the technique of contrastive divergence. And in Section 4.3.9.3, we discuss
the technique of pseudolikelihood. (See also [Sto17] for a review of many methods for parameter
estimation in MRFs.)

4.3.9.3 Maximum pseudolikelihood estimation

When fitting fully visible MRFs (or CRFs), a simple alternative to maximizing the likelihood is to
maximize the pseudo likelihood [Bes75], defined as follows:

ℓPL(θ) ≜
1

N

N∑

n=1

D∑

d=1

log p(xnd|xn,−d,θ) (4.127)

9. In the case of decomposable graphs, IPF converges in a single iteration. Intuitively, this is because a decomposable
graph can be converted to a DAG without any loss of information, as explained in Section 4.5, and we know that we
can compute the MLE for tabular CPDs in closed form, just by normalizing the counts.
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(a) (b)

Figure 4.28: (a) A small 2d lattice. (b) The representation used by pseudo likelihood. Solid nodes are observed
neighbors. Adapted from Figure 2.2 of [Car03].

That is, we optimize the product of the full conditionals, also known as the composite likelihood
[Lin88a; DL10; VRF11]. Compare this to the objective for maximum likelihood:

ℓML(θ) =
1

N

N∑

n=1

log p(xn|θ) (4.128)

In the case of Gaussian MRFs, PL is equivalent to ML [Bes75], although this is not true in general.
Nevertheless, it is a consistent estimator in the large sample limit [LJ08].

The PL approach is illustrated in Figure 4.28 for a 2d grid. We learn to predict each node, given all
of its neighbors. This objective is generally fast to compute since each full conditional p(xd|x−d,θ)
only requires summing over the states of a single node, xd, in order to compute the local normalization
constant. The PL approach is similar to fitting each full conditional separately, except that, in PL,
the parameters are tied between adjacent nodes.

Experiments in [PW05; HT09] suggest that PL works as well as exact ML for fully observed Ising
models, but is much faster. In [Eke+13], they use PL to fitt Potts models to (aligned) protein
sequence data. However, when fitting RBMs, [Mar+10] found that PL is worse than some of the
stochastic ML methods we discuss in Section 24.2.

Another more subtle problem is that each node assumes that its neighbors have known values
during training. If node j ∈ nbr(i) is a perfect predictor for node i (where nbr(i) is the set of
neighbors), then j will learn to rely completely on node i, even at the expense of ignoring other
potentially useful information, such as its local evidence, say yi. At test time, the neighboring nodes
will not be observed, and performance will suffer.10

4.3.9.4 Learning from incomplete data

In this section, we consider parameter estimation for MRFs (and CRFs) with hidden variables. Such
incomplete data can arise for several reasons. For example, we may want to learn a model of
the form p(z)p(x|z) which lets us infer a “clean” image z from a noisy or corrupted version x. If
we only observe x, the model is called a hidden Gibbs random field. See Section 10.3.2 for an

10. Geoff Hinton has an analogy for this problem. Suppose we want to learn to denoise images of symmetric shapes,
such as Greek vases. Each hidden pixel xi depends on its spatial neighbors, as well the noisy observation yi. Since its
symmetric counterpart xj will perfectly predict xi, the model will ignore yi and just rely on xj , even though xj will
not be available at test time.
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example. As another example, we may have a CRF in which the hidden variables are used to encode
an unknown alignment between the inputs and outputs [Qua+07], or to model missing parts of the
input [SRS10].

We now discuss how to compute the MLE in such cases. For notational simplicity, we focus on
unconditional models (MRFs, not CRFs), and we assume all the potentials are log-linear. In this
case, the model has the following form:

p(x, z|θ) = exp(θTϕ(x, z))

Z(θ)
=
p̃(x, z|θ)
Z(θ)

(4.129)

Z(θ) =
∑

x,z

exp(θTϕ(x, z)) (4.130)

where p̃(x, z|θ) is the unnormalized distribution. We have dropped the sum over cliques c for brevity.
The log likelihood is now given by

ℓ(θ) =
1

N

N∑

n=1

log

(∑

zn

p(xn, zn|θ)
)

(4.131)

=
1

N

N∑

n=1

log

(
1

Z(θ)

∑

zn

p̃(xn, zn|θ)
)

(4.132)

=
1

N

N∑

n=1

[
log
∑

zn

p̃(xn, zn|θ)
]
− logZ(θ) (4.133)

Note that

log
∑

zn

p̃(xn, zn|θ) = log
∑

zn

exp(θTϕ(xn, zn)) ≜ logZ(θ,xn) (4.134)

where Z(θ,xn) is the same as the partition function for the whole model, except that x is fixed at
xn. Thus the log likelihood is a difference of two partition functions, one where x is clamped to xn
and z is unclamped, and one where both x and z are unclamped. The gradient of these log partition
functions corresponds to the expected features, where (in the clamped case) we condition on x = xn.
Hence

∂ℓ

∂θ
=

1

N

∑

n

[
Ez∼p(z|xn,θ) [ϕ(xn, z)]

]
− E(z,x)∼p(z,x|θ) [ϕ(x, z)] (4.135)

4.4 Conditional random fields (CRFs)

A conditional random field or CRF [LMP01] is a Markov random field defined on a set of related
label nodes y, whose joint probability is predicted conditional on a fixed set of input nodes x. More
precisely, it corresponds to a model of the following form:

p(y|x,θ) = 1

Z(x,θ)

∏

c

ψc(yc;x,θ) (4.136)
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Figure 4.29: A 1d conditional random field (CRF) for sequence labeling.

(Note how the partition function now depends on the inputs x as well as the parameters θ.) Now
suppose the potential functions are log-linear and have the form

ψc(yc;x,θ) = exp(θTcϕc(x,yc)) (4.137)

This is a conditional version of the maxent models we discussed in Section 4.3.4. Of course, we can
also use nonlinear potential functions, such as DNNs.

CRFs are useful because they capture dependencies amongst the output labels. They can therefore
be used for structured prediction, where the output y ∈ Y that we want to predict given the
input x lives in some structured space, such as a sequence of labels, or labels associated with nodes
on a graph. In such problems, there are often constraints on the set of valid values of the output y.
For example, if we want to perform sentence parsing, the output should satisfy the rules of grammar
(e.g., noun phrase must precede verb phrase). See Section 4.4.1 for details on the application of CRFs
to NLP. In some cases, the “constraints” are “soft”, rather than “hard”. For example, if we want to
associate a label with each pixel in an image (a task called semantic segmentation), we might want
to “encourage” the label at one location to be the same as its neighbors, unless the visual input
strongly suggests a change in semantic content at this location (e.g., at the edge of an object). See
Section 4.4.2 for details on the applications of CRFs to computer vision tasks.

4.4.1 1d CRFs

In this section, we focus on 1d CRFs defined on chain-structured graphical models. The graphical
model is shown in Figure 4.29. This defines a joint distribution over sequences, y1:T , given a set of
inputs, x1:T , as follows:

p(y1:T |x,θ) =
1

Z(x,θ)

T∏

t=1

ψ(yt,xt;θ)

T∏

t=2

ψ(yt−1, yt;θ) (4.138)

where ψ(yt,xt;θ) are the node potentials and ψ(yt, yt+1;θ) are the edge potentials. (We have assumed
that the edge potentials are independent of the input x, but this assumption is not required.)

Note that one could also consider an alternative way to define this conditional distribution, by
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Figure 4.30: A CRF for joint part of speech tagging and noun phrase segmentation. From Figure 4.E.1 of
[KF09a]. Used with kind permission of Daphne Koller.

using a discriminative directed Markov chain:

p(y1:T |x,θ) = p(y1|x1;θ)

T∏

t=2

p(yt|yt−1,xt;θ) (4.139)

This is called a maximum entropy Markov model [MFP00]. However, it suffers from a subtle
flaw compared to the CRF. In particular, in the directed model, each conditional p(yt|yt−1,xt;θ), is
locally normalized, whereas in the CRF, the model is globally normalized due to the Z(x,θ)
term. The latter allows information to propagate through the entire sequence, as we discuss in more
detail in Section 4.5.3.

CRFs were widely used in the natural language processing (NLP) community in the 1980s–2010s
(see e.g., [Smi11]), although recently they have been mostly replaced by RNNs and transformers (see
e.g., [Gol17]). Fortunately, we can get the best of both worlds by combining CRFs with DNNs, which
allows us to combine data driven techniques with prior knowledge about constraints on the label
space. We give some examples below.

4.4.1.1 Noun phrase chunking

A common task in NLP is information extraction, in which we try to parse a sentence into noun
phrases (NP), such as names and addresses of people or businesses, as well as verb phrases, which
describe who is doing what to whom (e.g., “British Airways rose”). In order to tackle this task, we
can assign a part of speech tag to each word, where the tags correspond to Noun, Verb, Adjective,
etc. In addition, to extract the span of each noun phrase, we can annotate words as being at the
beginning (B) or inside (I) of a noun phrase, or outside (O) of one. See Figure 4.30 for an example.

The connections between adjacent labels can encode constraints such as the fact that B (begin)
must precede I (inside). For example, the sequences OBIIO and OBIOBIO are valid (corresponding to
one NP of 3 words, and two adjacent NPs of 2 words), but OIBIO is not. This prior information can
be encoded by defining ψ(yBIO

t−1 = ∗, yBIO
t = B, xt;θ) to be 0 for any value of * except O. We can

encode similar grammatical rules for the POS tags.
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Figure 4.31: A skip-chain CRF for named entity recognition. From Figure 4.E.1 of [KF09a]. Used with kind
permission of Daphne Koller.

Given this model, we can compute the MAP sequence of labels, and thereby extract the spans
that are labeled as noun phrases. This is called noun phrase chunking.

4.4.1.2 Named entity recognition

In this section we consider the task of named entity extraction, in which we not only tag the noun
phrases, but also classify them into different types. A simple approach to this is to extend the BIO
notation to {B-Per, I-Per, B-Loc, I-Loc, B-Org, I-Org, Other}. However, sometimes it is ambiguous
whether a word is a person, location, or something else. Proper nouns are particularly difficult to
deal with because they belong to an open class, that is, there is an unbounded number of possible
names, unlike the set of nouns and verbs, which is large but essentially fixed. For example, “British
Airways” is an organization, but “British Virgin Islands” is a location.

We can get better performance by considering long-range correlations between words. For example,
we might add a link between all occurrences of the same word, and force the word to have the same
tag in each occurence. (The same technique can also be helpful for resolving the identity of pronouns.)
This is known as a skip-chain CRF. See Figure 4.31 for an illustration, where we show that the
word “Green” is interpeted as a person in both occurrences within the same sentence.

We see that the graph structure itself changes depending on the input, which is an additional
advantage of CRFs over generative models. Unfortunately, inference in this model is generally
more expensive than in a simple chain with local connections because of the larger treewdith (see
Section 9.5.2).

4.4.1.3 Natural language parsing

A generalization of chain-structured models for language is to use probabilistic grammars. In
particular, a probabilistic context free grammar or PCFG in Chomsky normal form is a set of
re-write or production rules of the form σ → σ′σ′′ or σ → x, where σ, σ′, σ′′ ∈ Σ are non-terminals
(analogous to parts of speech), and x ∈ X are terminals, i.e., words. Each such rule has an associated
probability. The resulting model defines a probability distribution over sequences of words. We can
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Figure 1.2 Natural language parsing.

efficient computation of the discriminant function, which in the case of (1.5) is given

by

F (x,y;w) =

〈
wol,

lx∑

t=1

Φ(xt)⊗ Λc(yt)

〉
+ η

〈
wll,

lx−1∑

t=1

Λc(yt)⊗ Λc(yt+1)

〉
,

(1.6)

where w = wol "wll is the concatenation of weights of the two dependency types.

As indicated in Proposition 1, the inner product of the joint feature map decom-

poses into kernels over input and output spaces

〈Ψ(x,y),Ψ(x′,y′)〉 =
lx∑

t=1

lx′∑

s=1

δ(yt, ȳs)k(xt, x̄s) + η2
lx−1∑

t=1

lx′−1∑

s=1

δ(yt, ȳs)δ(yt+1, ys+1).

(1.7)

where we used the equality 〈Λc(σ),Λc(σ̄)〉 = δ(σ, σ̄).

1.2.3 Weighted Context-Free Grammars

Parsing is the task of predicting a labeled tree y that is a particular configuration

of grammar rules generating a given sequence x = (x1, ..., xl). Let us consider a

context-free grammar in Chomsky Normal Form. The rules of this grammar are of

the form σ → σ′σ′′, or σ → x, where σ,σ′,σ′′ ∈ Σ are non-terminals, and x ∈ T are

terminals. Similar to the sequence case, we define the joint feature map Ψ(x, y) to

contain features representing inter-dependencies between labels of the nodes of the

tree (e.g. ψσ→σ′σ′′ via Λc(yrs) ⊗ Λc(yrt) ⊗ Λc(y(t+1)s)) and features representing

the dependence of labels to observations (e.g. ψσ→τ via Φc(xt)⊗ Λc(yt)). Here yrs

denotes the label of the root of a subtree spanning from xr to xs. This definition

leads to equations similar to (1.5), (1.6) and (1.7). Extensions to this representation

is possible, for example by defining higher order features that can be induced using

kernel functions over sub-trees (Collins and Duffy, 2002).

Figure 4.32: Illustration of a simple parse tree based on a context free grammar in Chomsky normal form.
The feature vector Ψ(x,y) counts the number of times each production rule was used, and is used to define the
energy of a particular tree structure, E(y|x) = −wTΨ(x,y). The probability distribution over trees is given
by p(y|x) ∝ exp(−E(y|x)). From Figure 5.2 of [AHT07]. Used with kind permission of Yasemin Altun.

x3 x4

y3 y4

x1 x2

y1 y2

Figure 4.33: A grid-structured CRF with label nodes yi and local evidence nodes xi.

compute the probability of observing a particular sequence x = x1 . . . xT by summing over all trees
that generate it. This can be done in O(T 3) time using the inside-outside algorithm; see e.g.,
[JM08; MS99; Eis16] for details.

PCFGs are generative models. It is possible to make discriminative versions which encode
the probability of a labeled tree, y, given a sequence of words, x, by using a CRF of the form
p(y|x) ∝ exp(wTΨ(x,y)). For example, we might define Ψ(x,y) to count the number of times each
production rule was used (which is analogous to the number of state transitions in a chain-structured
model), as illustrated in Figure 4.32. We can also use a deep neural net to define the features, as in
the neural CRF parser method of [DK15b].

4.4.2 2d CRFs

It is also possible to apply CRFs to image processing problems, which are usually defined on 2d
grids, as illustrated in Figure 4.33. (Compare this to the generative model in Figure 4.26.) This
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Deep 
Convolutional 

Neural 
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Bi-linear InterpolationFully Connected CRFFinal Output

Figure 4.34: A fully connected CRF is added to the output of a CNN, in order to increase the sharpness of
the segmentation boundaries. From Figure 3 of [Che+15]. Used with kind permission of Jay Chen.

corresponds to the following conditional model:

p(y|x) = 1

Z(x)


∑

i∼j
ψij(yi, yj)


∏

i

p(yi|xi) (4.140)

In the sections below, we discuss some applications of this and other CRF models in computer vision.

4.4.2.1 Semantic segmentation

The task of semantic segmentation is to assign a label to every pixel in an image. We can easily
solve this problem using a CNN with one softmax output node per pixel. However, this may fail to
capture long-range dependencies, since convolution is a local operation.

One way to get better results is to feed the output of the CNN into a CRF. Since the CNN already
uses convolution, its outputs will usually already be locally smooth, so the benefits from using a CRF
with a local grid structure may be quite small. However, we can somtimes get better results if we
use a fully connected CRF, which has connections between all the pixels. This can capture long
range connections which the grid-structured CRF cannot. See Figure 4.34 for an illustration, and
[Che+17a] for details.

Unfortunately, exact inference in a fully connected CRF is intractable, but in the case of Gaussian
potentials, it is possible to devise an efficient mean field algorithm, as described in [KK11]. Interest-
ingly, [Zhe+15] showed how the mean field update equations can be implemented using a recurrent
neural network (see Section 16.3.4), allowing end-to-end training. Alternatively, if we are willing
to use a finite number of iterations, we can just “unroll” the computation graph and treat it as a
fixed-sized feedforward circuit. The result is a graph-structured neural network, where the topology
of the GNN is derived from the graphical model (cf., Section 9.4.10). The advantage of this compared
to standard CRF methods is that we can train this entire model end-to-end using standard gradient
descent methods; we no longer have to worry about the partition function (see Section 4.4.3), or
the lack of convergence that can arise when combining approximate inference with standard CRF
learning.
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Figure 4.35: Pictorial structures model for a face and body. Each body part corresponds to a node in the
CRF whose state space represents the location of that part. The edges (springs) represent pairwise spatial
constraints. The local evidence nodes are not shown. Adapted from a figure by Pedro Felzenszwalb.

4.4.2.2 Deformable parts models

Consider the problem of object detection, i.e., finding the location(s) of an object of a given class
(e.g., a person or a car) in an image. One way to tackle this is to train a binary classifier that takes
as input an image patch and specifies if the patch contains the object or not. We can then apply this
to every image patch, and return the locations where the classifier has high confidence detections;
this is known as a sliding window detector, and works quite well for rigid objects such as cars
or frontal faces. Such an approach can be made efficient by using convolutional neural networks
(CNNs); see Section 16.3.2 for details.

However, such methods can work poorly when there is occlusion, or when the shape is deformable,
such as a person’s or animal’s body, because there is too much variation in the overall appearance.
A natural strategy to deal with such problems is break the object into parts, and then to detect
each part separately. But we still need to enforce spatial coherence of the parts. This can be done
using a pairwise CRF, where node yi specifies the location of part i in the image (assuming it is
present), and where we connect adjacent parts by a potential function that encourages them to be
close together. For example, we can use a pairwise potential of the form ψ(yi, yj |x) = exp(−d(yi, yj)),
where yi ∈ {1, . . . ,K} is the location of part i (a discretization of the 2d image plane), and d(yi, yj)
is the distance between parts i and j. (We can make this “distance” also depend on the inputs x if
we want, for example we may relax the distance penalty if we detect an edge.) In addition we will
have a local evidence term of the form p(yi|x), which can be any kind of discriminative classifier,
such as a CNN, which predicts the distribution over locations for part i given the image x. The
overall model has the form

p(y|x) = 1

Z(x)

[∏

i

p(yi|f(x)i)
]
 ∏

(i,j)∈E
ψ(yi, yj |x)


 (4.141)

where E is the set of edges in the CRF, and f(x)i is the i’th output of the CNN.
We can think of this CRF as a series of parts connected by springs, where the energy of the system

increases if the parts are moved too far from their expected relative distance. This is illustrated in
Figure 4.35. The resulting model is known as a pictorial structure [FE73], or deformable parts
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model [Fel+10]. Furthermore, since this is a conditional model, we can make the spring strengths
be image dependent.

We can find the globally optimal joint configuration y∗ = argmaxy p(y|x,θ) using brute force
enumeration in O(KT ) time, where T is the number of nodes and K is the number of states (locations)
per node. While T is often small, (e.g., just 10 body parts in Figure 4.35), K is often very large,
since there are millions of possible locations in an image. By using tree-structured graphs, exact
inference can be done in O(TK2) time, as we explain in Section 9.3.2. Furthermore, by exploiting
the fact that the discrete states are ordinal, inference time can be further reduced to O(TK), as
explained in [Fel+10].

Note that by “augmenting” standard deep neural network libaries with a dynamic programming
inference “module”, we can represent DPMs as a kind of CNN, as shown in [Gir+15]. The key
property is that we can backpropagate gradients through the inference algorithm.

4.4.3 Parameter estimation

In this section, we discuss how to perform maximum likelihood estimation for CRFs. This is a small
extension of the MRF case in Section 4.3.9.1.

4.4.3.1 Log-linear potentials

In this section we assume the log potential functions are linear in the parameters, i.e.,

ψc(yc;x,θ) = exp(θTcϕc(x,yc)) (4.142)

Hence the log likelihood becomes

ℓ(θ) ≜
1

N

∑

n

log p(yn|xn,θ) =
1

N

∑

n

[∑

c

θTcϕc(ync,xn)− logZ(xn;θ)

]
(4.143)

where

Z(xn;θ) =
∑

y

exp(θTϕ(y,xn)) (4.144)

is the partition function for example n.
We know from Section 2.4.3 that the derivative of the log partition function yields the expected

sufficient statistics, so the gradient of the log likelihood can be written as follows:

∂ℓ

∂θc
=

1

N

∑

n

[
ϕc(ync,xn)−

∂

∂θc
logZ(xn;θ)

]
(4.145)

=
1

N

∑

n

[
ϕc(ync,xn)− Ep(y|xn,θ) [ϕc(y,xn)]

]
(4.146)

Since the objective is convex, we can use a variety of solvers to find the MLE, such as the
stochastic meta descent method of [Vis+06], which is a variant of SGD where the stepsize is adapted
automatically.
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4.4.3.2 General case

In the general case, a CRF can be written as follows:

p(y|x;θ) = exp(f(x,y;θ))

Z(x;θ)
=

exp(f(x,y;θ))∑
y′ exp(f(x,y′;θ))

(4.147)

where f(x,y;θ) is a scoring (negative energy) function, where high scores correspond to probable
configurations. The gradient of the log likelihood is

∇θℓ(θ) =
1

N

N∑

n=1

∇θf(xn,yn;θ)−∇θ logZ(xn;θ) (4.148)

Computing derivatives of the log partition function is tractable provided we can compute the
corresponding expectations, as we discuss in Section 4.3.9.2. Note, however, that we need to compute
these derivatives for every training example, which is slower than the MRF case, where the log
partition function is a constant independent of the observed data (but dependent on the model
parameters).

4.4.4 Other approaches to structured prediction

Many other approaches to structured prediction have been proposed, going beyond CRFs. For
example, max margin Markov networks [TGK03], and the closely relayed structural support
vector machine [Tso+05], can be seen as non-probabilistic alternatives to CRFs. More recently,
[BYM17] proposed structured prediction energy networks, which are a form of energy based
model (Chapter 24), where we predict using an optimization procedure, ŷ(x) = argmin E(x,y).
In addition, it is common to use graph neural networks (Section 16.3.6) and sequence-to-sequence
models such as transformers (Section 16.3.5) for this task.

4.5 Comparing directed and undirected PGMs

In this section, we compare DPGMs and UPGMs in terms of their modeling power, we discuss how
to convert from one to the other, and we and present a unified representation.

4.5.1 CI properties

Which model has more “expressive power”, a DPGM or a UPGM? To formalize the question, recall
from Section 4.2.4 that G is an I-map of a distribution p if I(G) ⊆ I(p), meaning that all the CI
statements encoded by the graph G are true of the distribution p. Now define G to be perfect map
of p if I(G) = I(p), in other words, the graph can represent all (and only) the CI properties of the
distribution. It turns out that DPGMs and UPGMs are perfect maps for different sets of distributions
(see Figure 4.36). In this sense, neither is more powerful than the other as a representation language.

As an example of some CI relationships that can be perfectly modeled by a DPGM but not a
UPGM, consider a v-structure A → C ← B. This asserts that A ⊥ B, and A ̸⊥ B|C. If we drop
the arrows, we get A − C − B, which asserts A ⊥ B|C and A ̸⊥ B, which is not consistent with
the independence statements encoded by the DPGM. In fact, there is no UPGM that can precisely
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Figure 4.36: DPGMs and UPGMs can perfectly represent different sets of distributions. Some distributions
can be perfectly represented by either DPGM’s or UPGMs; the corresponding graph must be chordal.
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Figure 4.37: A UPGM and two failed attempts to represent it as a DPGM. From Figure 3.10 of [KF09a].
Used with kind permission of Daphne Koller.

represent all and only the two CI statements encoded by a v-structure. In general, CI properties in
UPGMs are monotonic, in the following sense: if A ⊥ B|C, then A ⊥ B|(C ∪D). But in DPGMs,
CI properties can be non-monotonic, since conditioning on extra variables can eliminate conditional
independencies due to explaining away.

As an example of some CI relationships that can be perfectly modeled by a UPGM but not a
DPGM, consider the 4-cycle shown in Figure 4.37(a). One attempt to model this with a DPGM is
shown in Figure 4.37(b). This correctly asserts that A ⊥ C|B,D. However, it incorrectly asserts
that B ⊥ D|A. Figure 4.37(c) is another incorrect DPGM: it correctly encodes A ⊥ C|B,D, but
incorrectly encodes B ⊥ D. In fact there is no DPGM that can precisely represent all and only the
CI statements encoded by this UPGM.

Some distributions can be perfectly modeled by either a DPGM or a UPGM; the resulting graphs
are called decomposable or chordal. Roughly speaking, this means the following: if we collapse
together all the variables in each maximal clique, to make “mega-variables”, the resulting graph will
be a tree. Of course, if the graph is already a tree (which includes chains as a special case), it will
already be chordal.
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Figure 4.38: Left: the full student DPGM. Right: the equivalent UPGM. We add moralization arcs D-I, G-J,
and L-S. Adapted from Figure 9.8 of [KF09a].

4.5.2 Converting between a directed and undirected model

Although DPGMs and UPGMs are not in general equivalent, if we are willing to allow the graph to
encode fewer CI properties than may strictly hold, then we can safely convert one to the other, as we
explain below.

4.5.2.1 Converting a DPGM to a UPGM

We can easily convert a DPGM to a UPGM as follows. First, any “unmarried” parents that share a
child must get “married”, by adding an edge between them; this process is known as moralization.
Then we can drop the arrows, resulting in an undirected graph. The reason we need to do this is to
ensure that the CI properties of the UGM match those of the DGM, as explained in Section 4.3.6.2.
It also ensures there is a clique that can “store” the CPDs of each family.

Let us consider an example from [KF09a]. We will use the (full version of the student network
shown in Figure 4.38(a). The corresponding joint has the following form:

P (C,D, I,G, S, L, J,H) (4.149)
= P (C)P (D|C)P (I)P (G|I,D)P (S|I)P (L|G)P (J |L, S)P (H|G, J) (4.150)

Next, we define a potential or factor for every CPD, yielding

p(C,D, I,G, S, L, J,H) = ψC(C)ψD(D,C)ψI(I)ψG(G, I,D) (4.151)
ψS(S, I)ψL(L,G)ψJ(J, L, S)ψH(H,G, J) (4.152)

All the potentials are locally normalized, since they are CPDs, and hence there is no need
for a global normalization constant, so Z = 1. The corresponding undirected graph is shown in
Figure 4.38(b). We see that we have added D-I, G-J, and L-S moralization edges.11

11. We will see this example again in Section 9.5, where we use it to illustrate the variable elimination inference
algorithm.
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Figure 4.39: (a) An undirected graphical model. (b) A directed equivalent, obtained by adding a dummy
observed child node.
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Figure 4.40: Two discriminative models for sequential data. (a) An undirected model (CRF). (b) A directed
model (MEMM).

4.5.2.2 Converting a UPGM to a DPGM

To convert a UPGM to a DPGM, we proceed as follows. For each potential function ψc(xc;θc), we
create a “dummy node”, call it Yc, which is “clamped” to a special observed state, call it y∗c . We
then define p(Yc = y∗c |xc) = ψc(xc;θc). This “local evidence” CPD encodes the same factor as in the
DGM. The overall joint has the form pundir(x) ∝ pdir(x,y

∗).
As an example, consider the UPGM in Figure 4.39(a), which defines the joint p(A,B,C,D) =

ψ(A,B,C,D)/Z. We can represent this as a DPGM by adding a dummy E node, which is a child
of all the other nodes. We set E = 1 and define the CPD p(E = 1|A,B,C,D) ∝ ψ(A,B,C,D). By
conditioning on this observed child, all the parents become dependent, as in the UGM.

4.5.3 Conditional directed vs undirected PGMs and the label bias problem

Directed and undirected models behave somewhat differently in the conditional (discriminative)
setting. As an example of this, let us compare the 1d undirected CRF in Figure 4.40a with the
directed Markov chain in Figure 4.40b. (This latter model is called a maximum entropy Markov model
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Figure 4.41: A grid-structured MRF with hidden nodes xi and local evidence nodes yi. The prior p(x) is an
undirected Ising model, and the likelihood p(y|x) = ∏

i p(yi|xi) is a directed fully factored model.

(MEMM), which is a reference to the connection with maxent models discussed in Section 4.3.4.)
The MEMM suffers from a subtle problem compared to the CRF known (rather obscurely) as the
label bias problem [LMP01]. The problem is that local features at time t do not influence states
prior to time t. That is, yt−1 ⊥ xt|yt, thus blocking information flow backwards in time.

To understand what this means in practice, consider the part of speech tagging task which we
discussed in Section 4.4.1.1. Suppose we see the word “banks”; this could be a verb (as in “he banks
at Chase”), or a noun (as in “the river banks were overflowing”). Locally the part of speech tag for
the word is ambiguous. However, suppose that later in the sentence, we see the word “fishing”; this
gives us enough context to infer that the sense of “banks” is “river banks” and not “financial banks”.
However, in an MEMM the “fishing” evidence will not flow backwards, so we will not be able to infer
the correct label for “banks”. The CRF does not have this problem.

The label bias problem in MEMMs occurs because directed models are locally normalized,
meaning each CPD sums to 1. By contrast, MRFs and CRFs are globally normalized, which
means that local factors do not need to sum to 1, since the partition function Z, which sums over all
joint configurations, will ensure the model defines a valid distribution.

However, this solution comes at a price: in a CRF, we do not get a valid probability distribution over
y1:T until we have seen the whole sentence, since only then can we normalize over all configurations.
Consequently, CRFs are not as useful as directed probabilistic graphical models (DPGM) for online
or real-time inference. Furthermore, the fact that Z is a function of all the parameters makes CRFs
less modular and much slower to train than DPGM’s, as we discuss in Section 4.4.3.

4.5.4 Combining directed and undirected graphs

We can also define graphical models that contain directed and undirected edges. We discuss a few
examples below.
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Figure 4.42: A partially directed acyclic graph (PDAG). The chain components are {A}, {B}, {C,D,E},
{F,G}, {H}, and {I}. Adapted from Figure 4.15 of [KF09a].

4.5.4.1 Chain graphs

A chain graph is a PGM which may have both directed and undirected edges, but without any
directed cycles. A simple example is shown in Figure 4.41, which defines the following joint model:

p(x1:D,y1:D) = p(x1:D)p(y1:D|x1:D) =


 1

Z

∏

i∼j
ψij(xi, xj)



[
D∏

i=1

p(yi|xi)
]

(4.153)

In this example, the prior p(x) is specified by a UPGM, and the likelihood p(y|x) is specified as a
fully factorized DPGM.

More generally, a chain graph can be defined in terms of a partially directed acyclic graph
(PDAG). This is a graph which can be decomposed into a directed graph of chain components,
where the nodes within each chain component are connected with each other only with undirected
edges. See Figure 4.42 for an example.

We can use a PDAG to define a joint distribution using
∏
i p(Ci|pa(Ci)), where each Ci is a chain

component, and each CPD is a conditional random field. For example, referring to Figure 4.42, we
have

p(A,B, ..., I) = p(A)p(B)p(C,D,E|A,B)p(F,G|C,D)p(H)p(I|C,E,H) (4.154)

p(C,D,E|A,B) =
1

Z(A,B)
ϕ(A,C)ϕ(B,E)ϕ(C,D)ϕ(D,E) (4.155)

p(F,G|C,D) =
1

Z(C,D)
ϕ(F,C)ϕ(G,D)ϕ(F,G) (4.156)

For more details, see e.g., [KF09a, Sec 4.6.2].

4.5.4.2 Acyclic directed mixed graphs

One can show [Pea09b, p51] that every latent variable DPGM can be rewritten in a way such that
every latent variable is a root node with exactly two observed children. This is called the projection
of the latent variable PGM, and is observationally indistinguishable from the original model.
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Figure 4.43: (a) A DAG with two hidden variables (shaded). (b) The corresponding ADMG. The bidirected
edges reflect correlation due to the hidden variable. (c) A Markov equivalent ADMG. From Figure 3 of [SG09].
Used with kind permission of Ricardo Silva.

Each such latent variable root node induces a dependence between its two children. We can
represent this with a directed arc. The resulting graph is called an acyclic directed mixed graph
or ADMG. See Figure 4.43 for an example. (A mixed graph is one with undirected, unidirected,
and bidirected edges.)

One can determine CI properties of ADMGs using a technique called m-separation [Ric03].
This is equivalent to d-separation in a graph where every bidirected edge Yi ↔ Yj is replaced by
Yi ← Xij → Yj , where Xij is a hidden variable for that edge.

The most common example of ADMGs is when everything is linear-Gaussian. This is known as a
structural equation model and is discussed in Section 4.7.2.

4.5.5 Comparing directed and undirected Gaussian PGMs

In this section, we compare directed and undirected Gaussian graphical models. In Section 4.2.3,
we saw that directed GGMs correspond to sparse regression matrices. In Section 4.3.5, we saw that
undirected GGMs correspond to sparse precision matrices.

The advantage of the DAG formulation is that we can make the regression weights W, and hence Σ,
be conditional on covariate information [Pou04], without worrying about positive definite constraints.
The disadavantage of the DAG formulation is its dependence on the order, although in certain
domains, such as time series, there is already a natural ordering of the variables.

It is actually possible to combine both directed and undirected representations, resulting in a
model known as a (Gaussian) chain graph. For example, consider a discrete-time, second-order
Markov chain in which the observations are continuous, xt ∈ RD. The transition function can be
represented as a (vector-valued) linear-Gaussian CPD:

p(xt|xt−1,xt−2,θ) = N (xt|A1xt−1 +A2xt−2,Σ) (4.157)

This is called a vector autoregressive or VAR process of order 2. Such models are widely used in
econometrics for time series forecasting.

The time series aspect is most naturally modeled using a DPGM. However, if Σ−1 is sparse, then
the correlation amongst the components within a time slice is most naturally modeled using a UPGM.
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Figure 4.44: A VAR(2) process represented as a dynamic chain graph. From [DE00]. Used with kind
permission of Rainer Dahlhaus.

For example, suppose we have

A1 =




3
5 0 1

5 0 0
0 3

5 0 − 1
5 0

2
5

1
3

3
5 0 0

0 0 0 − 1
2

1
5

0 0 1
5 0 2

5



, A2 =




0 0 − 1
5 0 0

0 0 0 0 0
0 0 0 0 0
0 0 1

5 0 1
3

0 0 0 0 − 1
5




(4.158)

and

Σ =




1 1
2

1
3 0 0

1
2 1 − 1

3 0 0
1
3 − 1

3 1 0 0
0 0 0 1 0
0 0 0 0 1



, Σ−1 =




2.13 −1.47 −1.2 0 0
−1.47 2.13 1.2 0 0
−1.2 1.2 1.8 0 0
0 0 0 1 0
0 0 0 0 1




(4.159)

The resulting graphical model is illustrated in Figure 4.44. Zeros in the transition matrices A1 and
A2 correspond to absent directed arcs from xt−1 and xt−2 into xt. Zeros in the precision matrix
Σ−1 correspond to absent undirected arcs between nodes in xt.

4.5.5.1 Covariance graphs

Sometimes we have a sparse covariance matrix rather than a sparse precision matrix. This can
be represented using a bi-directed graph, where each edge has arrows in both directions, as in
Figure 4.45(a). Here nodes that are not connected are unconditionally independent. For example
in Figure 4.45(a) we see that Y1 ⊥ Y3. In the Gaussian case, this means Σ1,3 = Σ3,1 = 0. (A
graph representing a sparse covariance matrix is called a covariance graph, see e.g., [Pen13]). By
contrast, if this were an undirected model, we would have that Y1 ⊥ Y3|Y2, and Λ1,3 = Λ3,1 = 0,
where Λ = Σ−1.
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Y1 Y2 Y3

(a)

Y1 Y2 Y3

Z1 Z2

(b)

Figure 4.45: (a) A bi-directed graph. (b) The equivalent DAG. Here the z nodes are latent confounders.
Adapted from Figures 5.12–5.13 of [Cho11].

A bidirected graph can be converted to a DAG with latent variables, where each bidirected edge is
replaced with a hidden variable representing a hidden common cause, or confounder, as illustrated
in Figure 4.45(b). The relevant CI properties can then be determined using d-separation.

4.6 PGM extensions

In this section, we discuss some extensions of the basic PGM framework.

4.6.1 Factor graphs

A factor graph [KFL01; Loe04] is a graphical representation that unifies directed and undirected
models. They come in two main “flavors”. The original version uses a bipartite graph, where we have
nodes for random variables and nodes for factors, as we discuss in Section 4.6.1.1. An alternative
form, known as a Forney factor graphs [For01] just has nodes for factors, and the variables are
associated with edges, as we explain in Section 4.6.1.2.

4.6.1.1 Bipartite factor graphs

A factor graph is an undirected bipartite graph with two kinds of nodes. Round nodes represent
variables, square nodes represent factors, and there is an edge from each variable to every factor
that mentions it. For example, consider the MRF in Figure 4.46(a). If we assume one potential per
maximal clique, we get the factor graph in Figure 4.46(b), which represents the function

f(x1, x2, x3, x4) = f124(x1, x2, x4)f234(x2, x3, x4) (4.160)

We can represent this in a topologically equivalent way as in Figure 4.46(c).
One advantage of factor graphs over UPGM diagrams is that they are more fine-grained. For

example, suppose we associate one potential per edge, rather than per clique. In this case, we get
the factor graph in Figure 4.46(d), which represents the function

f(x1, x2, x3, x4) = f14(x1, x4)f12(x1, x2)f34(x3, x4)f23(x2, x3)f24(x2, x4) (4.161)

We can also convert a DPGM to a factor graph: just create one factor per CPD, and connect
that factor to all the variables that use that CPD. For example, Figure 4.47 represents the following
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Figure 4.46: (a) A simple UPGM. (b) A factor graph representation assuming one potential per maximal
clique. (c) Same as (b), but graph is visualized differently. (d) A factor graph representation assuming one
potential per edge.
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Figure 4.47: (a) A simple DPGM. (b) Its corresponding factor graph.
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Figure 4.48: A Forney factor graph. (a) Directed version. (b) Hierarchical version.

factorization:

f(x1, x2, x3, x4, x5) = f1(x1)f2(x2)f123(x1, x2, x3)f34(x3, x4)f35(x3, x5) (4.162)

where we define f123(x1, x2, x3) = p(x3|x1, x2), etc. If each node has at most one parent (and hence
the graph is a chain or simple tree), then there will be one factor per edge (root nodes can have their
prior CPDs absorbed into their children’s factors). Such models are equivalent to pairwise MRFs.

4.6.1.2 Forney factor graphs

A Forney factor graph (FFG), also called a normal factor graph, is a graph in which nodes
represent factors, and edges represent variables [For01; Loe04; Loe+07; CLV19]. This is more similar
to standard neural network diagrams, and electrical engineering diagrams, where signals (represented
as electronic pulses, or tensors, or probability distributions) propagate along wires and are modified
by functions represented as nodes.

For example, consider the following factorized function:

f(x1, . . . , x5) = fa(x1)fb(x1, x2)fc(x2, x3, x4)fd(x4, x5) (4.163)

We can visualize this as an FFG as in Figure 4.48a. The edge labeled x3 is called a half-edge, since
it is only connected to one node; this is because x3 only participates in one factor. (Similarly for x5.)
The directionality associated with the edges is a useful mnemonic device if there is a natural order in
which the variables are generated. In addition, associating directions with each edge allows us to
uniquely name “messages” that are sent along each edge, which will prove useful when we discuss
inference algorithms in Section 9.3.

In addition to being more similar to neural network diagrams, FFGs have the advantage over
bipartite FGs in that they support hierarchical (compositional) construction, in which complex
dependency structure between variables can be represented as a blackbox, with the input/output
interface being represented by edges corresponding to the variables exposed by the blackbox. See
Figure 4.48b for an example, which represents the function

f(x1, . . . , x5) = fprior(x1, x2, x3, x4)flik(x4, x5) (4.164)
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(a) (b)

Figure 4.49: An FFG with an equality constraint node (left) and its corresponding simplified form (right).

The factor fprior represents a (potentially complex) joint distribution p(x1, x2, x3, x4), and the factor
flik represents the likelihood term p(x5|x4). Such models are widely used to build error-correcting
codes (see Section 9.4.8).

To allow for variables to participate in more than 2 factors, equality constraint nodes are introduced,
as illustrated in Figure 4.49(a). Formally, this is a factor defined as follows:

f=(x, x1, x2) = δ(x− x1)δ(x− x2) (4.165)

where δ(u) is a Dirac delta if u is continuous, and a Kronecker delta if u is discrete. The effect of
this factor is to ensure all the variables connected to the factor have the same value; intuitively, this
factor acts like a “wire splitter”. Thus the function represented in Figure 4.49(a) is equivalent to the
following:

f(x, y1, y2) = fx(x)fy|x(y1, x)fy|x(y2, x) (4.166)

This simplified form is represented in Figure 4.49(b), where we reuse the x variable across multiple
edges. We have chosen the edge orientations to reflect our interpretation of the factors fy|x(y, x) as
likelihood terms, p(y|x). We have also chosen to reuse the same fy|x factor for both y variables; this
is an example of parameter tying.

4.6.2 Probabilistic circuits

A probabilistic circuit is a kind of graphical model that supports efficient exact inference. It
includes arithmetic circuits [Dar03; Dar09], sum-product networks (SPNs) [PD11; SCPD22].
and other kinds of model.

Here we briefly describe SPNs. An SPN is a probabilistic model, based on a directed tree-structured
graph, in which terminal nodes represent univariate probability distributions and non-terminal nodes
represent convex combinations (weighted sums) and products of probability functions. SPNs are
similar to deep mixture models, in which we combine together dimensions. SPNs leverage context-
specific independence to reduce the complexity of exact inference to time that is proportional to the
number of links in the graph, as opposed to the treewidth of the graph (see Section 9.5.2).
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SPNs are particularly useful for tasks such as missing data imputation of tabular data (see e.g.,
[Cla20; Ver+19]). A recent extension of SPNs, known as einsum networks, is proposed in [Peh+20]
(see Section 9.7.1 for details on the connection between einstein summation and PGM inference).

4.6.3 Directed relational PGMs

A Bayesian network defines a joint probability distribution over a fixed number of random variables.
By using plate notation (Section 4.2.8), we can define models with certain kinds of repetitive structure,
and tied parameters, but many models are not expressible in this way. For example, it is not possible
to represent even a simple HMM using plate notation (see Figure 29.12). Various notational extensions
of plates have been proposed to handle repeated structure (see e.g., [HMK04; Die10]) but have not
been widely adopted. The problem becomes worse when we have more complex domains, involving
multiple objects which interact via multiple relationships.12 Such models are called relational
probability models or RPMs. In this section, we focus on directed RPMs; see Section 4.6.4 for
the undirected case.

As in first order logic, RPMs have constant symbols (representing objects), function symbols
(mapping one set of constants to another), and predicate symbols (representing relations between
objects). We will assume that each function has a type signature. To illustrate this, consider an
example from [RN19, Sec 15.1], which concerns online book reviews on sites such as Amazon. Suppose
there are two types of objects, Book and Customer, and the following functions and predicates:

Honest : Customer→ {True,False} (4.167)
Kindess : Customer→ {1, 2, 3, 4, 5} (4.168)

Quality : Book→ {1, 2, 3, 4, 5} (4.169)
Recommendation : Customer× Book→ {1, 2, 3, 4, 5} (4.170)

The constant symbols refer to specific objects. To keep things simple, we assume there are two
books, B1 and B2, and two customers, C1 and C2. The basic random variables are obtained
by instantiating each function with each possible combination of objects to create a set of ground
terms. In this example, these variables are H(C1), Q(B1), R(C1, B2), etc. (We use the abbreviations
H, K, Q and R for the functions Honest, Kindness, Quality, and Recommendation.13 )

We now need to specify the (conditional) distribution over these random variables. We define these
distributions in terms of the generic indexed form of the variables, rather than the specific ground
form. For example, we may use the following priors for the root nodes (variables with no parents):

H(c) ∼ Cat(0.99, 0.01) (4.171)
K(c) ∼ Cat(0.1, 0.1, 0.2, 0.3, 0.3) (4.172)
Q(b) ∼ Cat(0.05, 0.2, 0.4, 0.2, 0.15) (4.173)

For the recommendation nodes, we need to define a conditional distribution of the form

R(c, b) ∼ RecCPD(H(c),K(c), Q(b)) (4.174)

12. See e.g., this blog post from Rob Zinkov: https://www.zinkov.com/posts/2013-07-28-stop-using-plates.
13. A unary function of an object that returns a basic type, such as Boolean or an integer, is often called an attribute
of that object.
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Figure 4.50: RPM for the book review domain. (a) Template for a generic customer Ci and book Bj pair. R
is rating, Q is quality, H is honesty, and K is kindness. (b) Unrolled model for 2 books and 2 customers.

where RecCPD is the conditional probability distribution (CPD) for the recommendation node. If
represented as a conditional probability table (CPT), this has 2 × 5 × 5 = 50 rows, each with 5
entries. This table can encode our assumptions about what kind of ratings a book receives based on
the quality of the book, but also properties of the reviewer, such as their honest and kindness. (More
sophisticated models of human raters in the context of crowd-sourced data collection can be found in
e.g., [LRC19].)

We can convert the above formulae into a graphical model “template”, as shown in Figure 4.50a.
Given a set of objects, we can “unroll” the template to create a “ground network”, as shown in
Figure 4.50b. There are C ×B + 2C +B random variables, with a corresonding joint state space
(set of possible worlds) of size 2C5C+B+BC , which can get quite large. However, if we are only
interested in answering specific queries, we can dynamically unroll small pieces of the network that
are relevant to that query [GC90; Bre92].

Let us assume that only a subset of the R(c, b) entries are observed, and we would like to
predict the missing entries of this matrix. This is essentially a simplified recommender system.
(Unfortunately it ignores key aspects of the problem, such as the content/topic of the books, and
the interests/preferences of the customers.) We can use standard probabilistic inference methods for
graphical models (which we discuss in Chapter 9) to solve this problem.

Things get more interesting when we don’t know which objects are being referred to. For example,
customer C1 might write a review of a book called “Probabilistic Machine Learning”, but do they
mean edition 1 (B1) or edition 2 (B2)? To handle this kind of relational uncertainty, we can add
all possible referents as parents to each relation. This is illustrated in Figure 4.51, where now Q(B1)
and Q(B2) are both parents of R(C1, B1). This is necessary because their review score might either
depend on Q(B1) or Q(B2), depending on which edition they are writing about. To disambiguate
this, we create a new variable, L(Ci), which specifies which version number of each book customer i
is referring to. The new CPD for the recommendation node, p(R(c, b)|H(c),K(c), Q(1 : B), L(c)),
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Q(B1)

Q(B2)
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Figure 4.51: An extension of the book review RPM to handle identity uncertainty about which book a given
customer is actually reviewing. The R(c, b) node now depends on all books, since we don’t know which one is
being referred to. We can select one of these parents based on the mapping specified by the user’s library, L(c).

has the form

R(c, b) ∼ RecCPT(H(c),K(c), Q(b′)) where b′ = L(c) (4.175)

This CPD acts like a multiplexer, where the L(c) node specifies which of the parents Q(1 : B) to
actually use.

Although the above problem may seem contrived, identity uncertainty is a widespread problem
in many areas, such as citation analysis, credit card histories, and object tracking (see Section 4.6.5).
In particular, the problem of entity resolution or record linkage — which refers to the task
of mapping particular strings (such as names) to particular objects (such as people) — is a whole
field of research (see e.g., https://en.wikipedia.org/wiki/Record_linkage for an overview and
[SHF15] for a Bayesian approach).

4.6.4 Undirected relational PGMs

We can create relational UGMs in a manner which is analogous to relational DGMs (Section 4.6.3).
This is particularly useful in the discriminative setting, for the same reasons that undirected CRFs
are preferable to conditional DGMs (see Section 4.4).

4.6.4.1 Collective classification

As an example of a relational UGM, suppose we are interested in the problem of classifying web
pages of a university into types (e.g., student, professor, admin, etc.) Obviously we can do this based
on the contents of the page (e.g., words, pictures, layout, etc.) However, we might also suppose
there is information in the hyper-link structure itself. For example, it might be likely for students to
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Fr(A,A) Fr(B,B) Fr(B,A) Fr(A,B) Sm(A) Sm(B) Ca(A) Ca(B)
1 1 0 1 1 1 1 1
1 1 0 1 1 0 0 0
1 1 0 1 1 1 0 1

Table 4.5: Some possible joint instantiations of the 8 variables in the smoking example.

cite professors, and professors to cite other professors, but there may be no links between admin
pages and students/professors. When faced with a web page whose label is ambiguous, we can bias
our estimate based on the estimated labels of its neighbors, as in a CRF. This process is known as
collective classification (see e.g., [Sen+08]). To specify the CRF structure for a web-graph of
arbitrary size and shape, we just specify a template graph and potential functions, and then unroll
the template appropriately to match the topology of the web, making use of parameter tying.

4.6.4.2 Markov logic networks

One particularly popular way of specifying relational UGMs is to use first-order logic rather than
a graphical description of the template. The result is known as a Markov logic network [RD06;
Dom+06; DL09].

For example, consider the sentences “Smoking causes cancer” and “If two people are friends, and
one smokes, then so does the other”. We can write these sentences in first-order logic as follows:

∀x.Sm(x) =⇒ Ca(x) (4.176)
∀x.∀y.Fr(x, y) ∧ Sm(x) =⇒ Sm(y) (4.177)

where Sm and Ca are predicates, and Fr is a relation.
It is convenient to write all formulas in conjunctive normal form (CNF), also known as clausal

form. In this case, we get

¬Sm(x) ∨ Ca(x) (4.178)
¬Fr(x, y) ∨ ¬Sm(x) ∨ Sm(y) (4.179)

The first clause can be read as “Either x does not smoke or he has cancer”, which is logically equivalent
to Equation (4.176). (Note that in a clause, any unbound variable, such as x, is assumed to be
universally quantified.)

Suppose there are just two objects (people) in the world, Anna and Bob, which we will denote by
constant symbols A and B. We can then create 8 binary random variables Sm(x), Ca(x), and
Fr(x, y) for x, y ∈ {A,B}. This defines 28 possible worlds, some of which are shown in Table 4.5.14

Our goal is to define a probability distribution over these joint assignments. We can do this by
creating a UGM with these variables, and adding a potential function to capture each logical rule or

14. Note that we have not encoded the fact that Fr is a symmetric relation, so Fr(A,B) and Fr(B,A) might have
different values. Similarly, we have the “degenerate” nodes Fr(A) and Fr(B), since we did not enforce x ̸= y in
Equation (4.177). (If we add such constraints, then the model compiler, which generates the ground network, should
avoid creating redundant nodes.)
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Friends(A,A) Smokes(A) Smokes(B) Friends(B,B)

Friends(A,B)

Friends(B,A)
Cancer(A) Cancer(B)

Figure 4.52: An example of a ground Markov logic network represented as a pairwise MRF for 2 people.
Adapted from Figure 2.1 from [DL09]. Used with kind permission of Pedro Domingos.

constraint. For example, we can encode the rule ¬Sm(x) ∨ Ca(x) by creating a potential function
Ψ(Sm(x), Ca(x)), where we define

Ψ(Sm(x), Ca(x)) =

{
1 if ¬Sm(x) ∨ Ca(x) = T

0 if ¬Sm(x) ∨ Ca(x) = F
(4.180)

The result is the UGM in Figure 4.52.
The above approach will assign non-zero probability to all logically valid worlds. However, logical

rules may not always be true. For example, smoking does not always cause cancer. We can relax the
hard constraints by using non-zero potential functions. In particular, we can associate a weight with
each rule, and thus get potentials such as

Ψ(Sm(x), Ca(x)) =

{
ew if ¬Sm(x) ∨ Ca(x) = T

e0 if ¬Sm(x) ∨ Ca(x) = F
(4.181)

where the value of w > 0 controls strongly we want to enforce the corresponding rule.
The overall joint distribution has the form

p(x) =
1

Z(w)
exp(

∑

i

wini(x)) (4.182)

where ni(x) is the number of instances of clause i which evaluate to true in assignment x.
Given a grounded MLN model, we can then perform inference using standard methods. Of course,

the ground models are often extremely large, so more efficient inference methods, which avoid creating
the full ground model (known as lifted inference), must be used. See [DL09; KNP11] for details.

One way to gain tractability is to relax the discrete problem to a continuous one. This is the
basic idea behind hinge-loss MRFs [Bac+15b], which support exact inference using scalable convex
optimization. There is a template language for this model family known as probabilistic soft logic,
which has a similar “flavor” to MLN, although it is not quite as expressive.
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Recently MLNs have been combined with DL in various ways. For example, [Zha+20f] uses graph
neural networks for inference. And [WP18] uses MLNs for evidence fusion, where the noisy predictions
come from DNNs trained using weak supervision.

Finally, it is worth noting one subtlety which arises with undirected models, namely that the size
of the unrolled model, which depends on the number of objects in the universe, can affect the results
of inference, even if we have no data about the new objects. For example, consider an undirected
chain of length T , with T hidden nodes zt and T observed nodes yt; call this model M1. Now suppose
we double the length of the chain to 2T , without adding more evidence; call this model M2. We find
that p(zt|y1:T ,M1) ̸= p(zt|y1:T ,M2), for t = 1 : T , even though we have not added new information,
due to the different partition functions. This does not happen with a directed chain, because the
newly added nodes can be marginalized out without affecting the original nodes, since the model is
locally normalized and therefore modular. See [JBB09; Poo+12] for further discussion.

4.6.5 Open-universe probability models

In Section 4.6.3, we discussed relational probability models, as well as the topic of identity uncertainty.
However, we also implicitly made a closed world assumption, namely that the set of all objects is
fixed and specified ahead of time. In many real world problems, this is an unrealistic assumption.
For example, in Section 29.9.3.5, we discuss the problem of tracking an unknown number of objects
over time. As another example, consider the problem of enforcing the UN Comprehensive Nuclear
Test Ban Treaty (CTBT). This requires monitoring seismic events, and determinining if they were
caused by nature or man-made explosions. Thus the number of objects of each type, as well as their
source, is uncertain [ARS13],

As another (more peaceful) example, suppose we want to perform citation matching, in which
we want to know whether to cite an arxiv version of a paper or the version on some conference
website. Are these the same object? It is often hard to tell, since the titles and author might be the
same, yet the content may have been updated. It is often necessary to use subtle cues, such as the
date stored in the meta-data, to infer if the two “textual measurements” refer to the same underlying
object (paper) or not [Pas+02].

In problems such as these, the number of objects of each type, as well as their relationships, is
uncertain. This requires the use of open-universe probability models or OUPM, which can
generate new objects as well as their properties [Rus15; MR10; LB19]. The first formal language for
OUPMs was BLOG [Mil+05], which stands for “Bayesian LOGic”. This used a general purpose, but
slow, MCMC inference scheme to sample over possible worlds of variable size and shape. [Las08;
LLC20] describes another open-universe modeling language called multi-entity Bayesian networks.

Very recently, Facebook has released the Bean Machine library, available at https://beanmachine.
org/, which supports more efficient inference in OUPMs. Details can be found in [Teh+20], as well
as their blog post.15

4.6.6 Programs as probability models

OUPMs, discussed in Section 4.6.5, let us define probability models over complex dynamic state
spaces of unbounded and variable size. The set of possible worlds correspond to objects and their

15. See https://tinyurl.com/2svy5tmh.
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attributes and relationships. Another approach is to use a probabilistic programming language
or PPL, in which we define the set of possible words as the set of execution traces generated by
the program when it is endowed with a random choice mechanism. (This is a procedural approach
to the problem, whereas OUPMs are a declarative approach.)

The difference between a probabilistic programming language and a standard one was described in
[Gor+14] as follows: “Probabilistic programs are usual functional or imperative programs with two
added constructs: (1) the ability to draw values at random from distributions, and (2) the abiliy to
condition values of variables in a program via observation”. The former is a way to define p(z,y),
and the latter is the same as standard Bayesian conditioning p(z|y).

Some recent examples of PPLs include Gen [CT+19], Pyro [Bin+19] and Turing [GXG18].
Inference in such models is often based on SMC, which we discuss in Chapter 13. For more details
on PPLs, see e.g. [Mee+18].

4.7 Structural causal models

While probabilities encode our beliefs about a static world, causality tells us whether and how
probabilities change when the world changes, be it by intervention or by act of imagination. —
Judea Pearl [PM18b].

In this section, we discuss how we can use directed graphical model notation to represent causal
models. We discuss causality in greater detail in Chapter 36, but we introduce some basic ideas and
notation here, since it is foundational material that we will need in other parts of the book.

The core idea behind causal models is to create a mechanistic model of the world in which we
can reason about the effects of local changes. The canonical example is an electronic circuit: we
can predict the effects of any action, such as “knocking out” a particular transistor, or changing the
resistance level of a wire, by modifying the circuit locally, and then “re-running” it from the same
initial conditions.

We can generalize this idea to create a structural causal models or SCM [PGJ16], also called
functional causal model [Sch19]. An SCM is a triple M = (U ,V,F), where U = {Ui : i = 1 : N}
is a set of unexplained or exogenous “noise” variables, which are passed as input to the model,
V = {Vi : i = 1 : N} is a set of endogeneous variables that are part of the model itself, and
F = {fi : i = 1 : N} is a set of deterministic functions of the form Vi = fi(Vpai , Ui), where pai are the
parents of variable i, and Ui ∈ U are the external inputs. We assume the equations can be structured
in a recursive way, so the dependency graph of nodes given their parents is a DAG. Finally, we
assume our model is causally sufficient, which means that V and U are all of the causally relevant
factors (although they may not all be observed). This is called the “causal Markov assumption”.

Of course, a model typically cannot represent all the variables that might influence observations or
decisions. After all, models are abstractions of reality. The variables that we choose not to model
explicitly in a functional way can be lumped into the unmodeled exogenous terms. To represent
our ignorance about these terms, we can use a distribution p(U) over their values. By “pushing”
this external noise through the deterministic part of the model, we induce a distribution over the
endogeneous variables, p(V), as in a probabilistic graphical model. However, SCMs make stronger
assumptions than PGMs.

We usually assume p(U) is factorized (i.e., the Ui are independent); this is called a Markovian
SCM. If the exogeneous noise terms are not independent, it would break the assumption that
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Figure 4.53: (a) PGM for modeling relationship between salary, education and debt. (b) Corresponding SCM.

outcomes can be determined locally using deterministic functions. If there are believed to be
dependencies between some of the Ui, we can add extra hidden parents to represent this; this is often
depicted as a bidirected or undirected edge connecting the Ui, and is known as a semi-Markovian
SCM.

4.7.1 Example: causal impact of education on wealth

We now give a simple example of an SCM, based on [PM18b, p276]. Suppose we are interested in
the causal effect of education on wealth. Let X represent the level of education of a person (on
some numeric scale, say 0 = high school, 1 = college, 2 = graduate school), and Y represent their
wealth (at some moment in time). In some cases we might expect that increasing X would increase Y
(although it of course depends on the nature of the degree, the nature of the job, etc). Thus we add
an edge from X to Y . However, getting more education can cost a lot of money (in certain countries),
which is a potentially confounding factor on wealth. Let Z be the debt incurred by a person based
on their education. We add an edge from X to Z to reflect the fact that larger X means larger Z (in
general), and we add an edge from Z to Y to reflect that larger Z means lower Y (in general).

We can represent our structural assumptions graphically as shown in Figure 4.53b(a). The
corresponding SCM has the form:

X = fX(Ux) (4.183)
Z = fZ(X,Uz) (4.184)
Y = fY (X,Z,Uy) (4.185)

for some set of functions fx, fy, fz, and some prior distribution p(Ux, Uy, Uz). We can also explicitly
represent the exogeneous noise terms as shown in Figure 4.53b(b); this makes clear our assumption
that the noise terms are a priori independent. (We return to this point later.)

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 4.54: An SCM in which we intervene on Z. (a) Hard intervention, in which we clamp Z and thus cut
its incoming edges (shown as dotted). (b) Soft intervention, in which we change Z’s mechanism. The square
node is an “action” node, using the influence diagram notation from Section 34.2.

4.7.2 Structural equation models

A structural equation model [Bol89; BP13], also known as a path diagram, is a special case of
a structural causal model in which all the functional relationships are linear, and the prior on the
noise terms is Gaussian. SEMs are widely used in economics and social science, due to the fact that
they have a causal interpretation, yet they are computationally tractable.

For example, let us make an SEM version of our education example. We have

X = Ux (4.186)
Z = cz + wxzX + Uz (4.187)
Y = cy + wxyX + wzyZ + Uy (4.188)

If we assume p(Ux) = N (Ux|0, σ2
x), p(Uz) = N (Ux|0, σ2

z), and p(Uy) = N (Ux|0, σ2
y), then the model

can be converted to the following Gaussian DGM:

p(X) = N (X|µx, σ2
x) (4.189)

p(Z|X) = N (Z|cz + wxzX,σ
2
z) (4.190)

p(Y |X,Z) = N (Y |cy + wxyX + wzyZ, σ
2
y) (4.191)

We can relax the linearity assumption, to allow arbitrarily flexible functions, and relax the Gaussian
assumption, to allow any noise distribution. The resulting “nonparametric SEMs” are equivalent to
structural causal models. (For a more detailed comparison between SEMs and SCMs, see [Pea12;
BP13; Shi00b].)

4.7.3 Do operator and augmented DAGs

One of the main advantages of SCMs is that they let us predict the effect of interventions, which
are actions that change one or more local mechanisms. A simple intervention is to force a variable to
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have a given value, e.g., we can force a gene to be “on” or “off”. This is called a perfect intervention
and is written as do(Xi = xi), where we have introduced new notation for the “do” operator (as
in the verb “to do”). This notation means we actively clamp variable Xi to value xi (as opposed to
just observing that it has this value). Since the value of Xi is now independent of its usual parents,
we should “cut” the incoming edges to node Xi in the graph. This is called the “graph surgery”
operation.

In Figure 4.54a we illustrate this for our education SCM, where we force Z to have a given value.
For example, we may set Z = 0, by paying off everyone’s student debt. Note that p(X|do(Z = z)) ̸=
p(X|Z = z), since the intervention changes the model. For example, if we see someone with a debt of
0, we may infer that they probably did not get higher education, i.e., p(X ≥ 1|Z = 0) is small; but if
we pay off everyone’s college loans, then observing someone with no debt in this modified world should
not change our beliefs about whether they got higher education, i.e., p(X ≥ 1|do(Z = 0)) = p(X ≥ 1).

In more realistic scenarios, we may not be able to set a variable to a specific value, but we may
be able to change it from its current value in some way. For example, we may be able to reduce
everyone’s debt by some fixed amount, say ∆ = −10, 000. Thus we replace Z = fZ(X,Uz) with
Z = f ′z(Z,Uz), where f ′z(Z,Uz) = fz(Z,Uz) + ∆. This is called an additive intervention.

To model this kind of scenario, we can add create an augmented DAG, in which every variable is
augmented with an additional parent node, representing whether or not the variable’s mechanism is
changed in some way [Daw02; Daw15; CPD17]. These extra variables are represented by square nodes,
and correspond to decision variables or actions, as in the influence diagram formalism (Section 34.2).
The same formalism is used in MDPs for reinforcement learning (see Section 34.5).

We give an example of this in Figure 4.54b, where we add the Az ∈ {0, 1} node to specify whether
we use the debt reduction policy or not. The modified mechanism for Z becomes

Z = f ′Z(X,Ux, Az) =

{
fZ(X,Ux) if Az = 0

fZ(X,Ux) + ∆ if Az = 1
(4.192)

With this new definition, conditioning on the effects of an action can be performed using standard
probabilistic inference. That is, p(Q|do(Az = a), E = e) = p(Q|Az = a,E = e), where Q is the query
(e.g., the event X ≥ 1) and E are the (possibly empty) evidence variables. This is because the Az
node has no parents, so it has no incoming edges to cut when we clamp it.

Although the augmented DAG allows us to use standard notation (no explicit do operators) and
inference machinery, the use of “surgical” interventions, which delete incoming edges to a node that
is set to a value, results in a simpler graph, which can simplify many calculations, particularly in the
non-parametric setting (see [Pea09b, p361] for a discussion). It is therefore a useful abstraction, even
if it is less general than the augmented DAG approach.

4.7.4 Counterfactuals

So far we have been focused on predicting the effects of causes, so we can choose the optimal action
(e.g., if I have a headache, I have to decide should I take an aspirin or not). This can be tackled
using standard techniques from Bayesian decision theory, as we have seen (see [Daw00; Daw15; LR19;
Roh21; DM22] for more details).

Now suppose we are interested in the causes of effects. For example, suppose I took the aspirin
and my headache did go away. I might be interested in the counterfactual question “if I had not
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Level Activity Questions Examples
1:Association.
p(Y |a)

Seeing How would seeing A
change my belief in Y ?

Someone took aspirin, how
likely is it their headache will
be cured?

2:Intervention.
p(Y |do(a))

Doing What if I do A? If I take aspirin, will my
headache be cured?

3:Counterfactuals.
p(Y a|do(a′), y′)

Imagining Was it A that caused
Y ?

Would my headache be cured
had I not taken aspirin?

Table 4.6: Pearl’s causal hierarchy. Adapted from Table 1 of [Pea19].

Y 0
1

U1

Y 1
1

Y1

A1 = 0

θ

Y 0
2

U2

Y 1
2

Y2

A2 = 1

. . .

Figure 4.55: Illustration of the potential outcomes framework as a SCM. The nodes with dashed edges are
unobserved. In this example, for unit 1, we select action A1 = 0 and observe Y1 = Y 0

1 = y1, whereas for unit
2, we select action A2 = 1 and observe Y2 = Y 1

2 = y2.

taken the aspirin, would my headache have gone away anyway?”. This kind of reasoning is crucial for
legal reasoning (see e.g., [DMM17]), as well as for tasks like explainability and fairness.

Counterfactual reasoning requires strictly more assumptions than reasoning about interventions
(see e.g., [DM22]). Indeed, Judea Pearl has proposed what he calls the causal hierarchy [Pea09b;
PGJ16; PM18b], which has three levels of analysis, each more powerful than the last, but each
making stronger assumptions. See Table 4.6 for a summary.

In counterfactual reasoning, we want to answer questions of the type p(Y a
′ |do(a), y), which is read

as: “what is the probability distribution over outcomes Y if I were to do a′, given that I have already
done a and observed outcome y”. (We can also condition on any other evidencee that was observed,
such as covariates x.) The quantity Y a

′
is often called a potential outcome [Rub74], since it is

the outcome that would occur in a hypothetical world in which you did a′ instead of a. (Note that
p(Y a

′
= y) is equivalent to p(Y = y|do(a′)), and is an interventional prediction, not a counterfactual

one.)
The assumptions behind the potential outcomes framework can be clearly expressed using a

structural causal model. We illustrate this in Figure 4.55 for a simple case where there are two
possible actions. We see that we have a set of “units”, such as individual patients, indexed by
subscripts. Each unit is associated with a hidden exogeneous random noise source, Ui, that captures

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



4.7. Structural causal models 217

everything that is unique about that unit. This noise gets deterministically mapped to two potential
outcomes, Y 0

i and Y 1
i , depending on which action is taken. For any given unit, we only get to observe

one of the outcomes, namely the one corresponding to the action that was actually chosen. In
Figure 4.55, unit 1 chooses action A1 = 0, so we get to see Y 0

1 = y1, whereas unit 2 chooses action
A2 = 1, so we get to see Y 1

2 = y2. The fact that we cannot simultaneously see both outcomes for the
same unit is called the “fundamental problem of causal inference” [Hol86].

We will assume the noise sources are independent, which is known as the “stable unit treatment
value assumption” or SUTVA. (This would not be true if the treatment on person j could somehow
affect the outcome of person i, e.g., due to spreading disease or information between i and j.) We
also assume that the determinsistic mechanisms that map noise to outcomes are the same across
all units (represented by the shared parameter vector θ in Figure 4.55). We need to make one final
assumption, namely that the exogeneous noise is not affected by our actions. (This is a formalization
of the assumption known as “all else being equal”, or (in legal terms) “ceteris paribus”.)

With the above assumptions, we can predict what the outcome for an individual unit would have
been in the alternative universe where we picked the other action. The procedure is as follows. First
we perform abduction using SCM G, to infer p(Ui|Ai = a, Yi = yi), which is the posterior over
the latent factors for unit i given the observed evidence in the actual world. Second we perform
intervention, in which we modify the causal mechanisms of G by replacing Ai = a with Ai = a′ to
get Ga′ . Third we perform prediction, in which we propagate the distribution of the latent factors,
p(Ui|Ai = a, Yi = yi), through the modified SCM Ga′ to get p(Y a

′
i |Ai = a, Yi = yi).

In Figure 4.55, we see that we have two copies of every possible outcome variable, to represent
the set of possible worlds. Of course, we only get to see one such world, based on the actions that
we actually took. More generally, a model in which we “clone” all the deterministic variables, with
the noise being held constant between the two branches of the graph for the same unit, is called a
twin network [Pea09b]. We will see a more practical example in Section 29.12.6, where we discuss
assessing the counterfactual causal impact of an intervention in a time series. (See also [RR11; RR13],
who propose a related formalism known as single world intervention graph or SWIG.)

We see from the above that the potential outcomes framework is mathematically equivalent to
structural causal models, but does not use graphical model notation. This has led to heated debate
between the founders of the two schools of thought.16. The SCM approach is more popular in
computer science (see e.g., [PJS17; Sch19; Sch+21b]), and the PO approach is more popular in
economics (see e.g., [AP09; Imb19]). Modern textbooks on causality usually use both formalisms
(see e.g., [HR20a; Nea20]).

16. The potential outcomes framework is based on the work of Donald Rubin, and others, and is therefore sometimes
called the Rubin causal model (see e.g., https://en.wikipedia.org/wiki/Rubin_causal_model). The structural
causal models framework is based on the work of Judea Pearl and others. See e.g., http://causality.cs.ucla.edu/
blog/index.php/2012/12/03/judea-pearl-on-potential-outcomes/ for a discussion of the two.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license

https://en.wikipedia.org/wiki/Rubin_causal_model
http://causality.cs.ucla.edu/blog/index.php/2012/12/03/judea-pearl-on-potential-outcomes/
http://causality.cs.ucla.edu/blog/index.php/2012/12/03/judea-pearl-on-potential-outcomes/




5 Information theory

Machine learning is fundamentally about information processing. But what is information anyway,
and how do we measure it? Ultimately we need a way to quantify the magnitude of an update from
one set of beliefs to another. It turns out that with a relatively short list of desiderata there is a
unique answer: the Kullback-Leibler (KL) divergence (see Section 5.1). We’ll study the properties of
the KL divergence and two special cases: entropy (Section 5.2), and mutual information (Section 5.3).
that are useful enough to merit independent study. We then go on to briefly discuss two main
applications of information theory. The first application is data compression or source coding,
which is the problem of removing redundancy from data so it can be represented more compactly,
either in a lossless way (e.g., ZIP files) or a lossy way (e.g., MP3 files). See Section 5.4 for details.
The second application is error correction or channel coding, which means encoding data in
such a way that it is robust to errors when sent over a noisy channel, such as a telephone line or a
satellite link. See Section 5.5 for details.

It turns out that methods for data compression and error correction both rely on having an accurate
probabilistic model of the data. For compression, a probabilistic model is needed so the sender can
assign shorter codewords to data vectors which occur most often, and hence save space. For error
correction, a probabilistic model is needed so the receiver can infer the most likely source message by
combining the received noisy message with a prior over possible messages.

It is clear that probabilistic machine learning is useful for information theory. However, information
theory is also useful for machine learning. Indeed, we have seen that Bayesian machine learning is
about representing and reducing our uncertainty, and so is fundamentally about information. In
Section 5.6.2, we explore this direction in more detail, where we discuss the information bottleneck.

For more information on information theory, see e.g., [Mac03; CT06].

5.1 KL divergence

This section is written with Alex Alemi.

To discuss information theory, we need some way to measure or quantify information itself. Let’s say
we start with some distribution describing our degrees of belief about a random variable, call it q(x).
We then want to update our degrees of belief to some new distribution p(x), perhaps because we’ve
taken some new measurements or merely thought about the problem a bit longer. What we seek is a
mathematical way to quantify the magnitude of this update, which we’ll denote I[p∥q]. What sort
of criteria would be reasonable for such a measure? We discuss this issue below, and then define a
quantity that satisfies these criteria.
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5.1.1 Desiderata

For simplicity, imagine we are describing a distribution over N possible events. In this case, the
probability distribution q(x) consists of N non-negative real numbers that add up to 1. To be even
more concrete, imagine we are describing the random variable representing the suit of the next card
we’ll draw from a deck: S ∈ {♣,♠,♡,♢}. Imagine we initially believe the distributions over suits to
be uniform: q = [ 14 ,

1
4 ,

1
4 ,

1
4 ]. If our friend told us they removed all of the red cards we could update

to: q′ = [ 12 ,
1
2 , 0, 0]. Alternatively, we might believe some diamonds changed into clubs and want to

update to q′′ = [ 38 ,
2
8 ,

2
8 ,

1
8 ]. Is there a good way to quantify how much we’ve updated our beliefs?

Which is a larger update: q → q′ or q → q′′?
It seems desireable that any useful such measure would satisfy the following properties:

1. continuous in its arguments: If we slightly perturb either our starting or ending distribution,
it should similarly have a small effect on the magnitude of the update. For example: I[p∥ 14 +
ϵ, 14 ,

1
4 ,

1
4 − ϵ] should be close to I[p∥q] for small ϵ, where q = [ 14 ,

1
4 ,

1
4 ,

1
4 ].

2. non-negative: I[p∥q] ≥ 0 for all p(x) and q(x). The magnitude of our updates are non-negative.

3. permutation invariant : The magnitude of the update should not depend on the order we choose for
the elements of x. For example, it shouldn’t matter if I list my probabilities for the suits of cards
in the order ♣,♠,♡,♢ or ♣,♢,♡,♠, if I keep the order consistent across all of the distributions,
I should get the same answer. For example: I[a, b, c, d∥e, f, g, h] = I[a, d, c, b∥e, h, g, f ].

4. monotonic for uniform distributions: While it’s hard to say how large the updates in our beliefs
are in general, there are some special cases for which we have a strong intuition. If our beliefs
update from a uniform distribution on N elements to one that is uniform in N ′ elements, the
information gain should be an increasing function of N and a decreasing function of N ′. For
instance changing from a uniform distribution on all four suits [ 14 ,

1
4 ,

1
4 ,

1
4 ] (so N = 4) to only one

suit, such as all clubs, [1, 0, 0, 0] where N ′ = 1, is a larger update than if I only updated to the
card being black, [ 12 ,

1
2 , 0, 0] where N ′ = 2.

5. satisfy a natural chain rule: So far we’ve been describing our beliefs in what will happen on the next
card draw as a single random variable representing the suit of the next card (S ∈ {♣,♠,♡,♢}).
We could equivalently describe the same physical process in two steps. First we consider the
random variable representing the color of the card (C ∈ {■,□}), which could be either black
(■ = {♣,♠}) or red (□ = {♡,♢}). Then, if we draw a red card we describe our belief that it is ♡
versus ♢. If it was instead black we would assign beliefs to it being ♣ versus ♠. We can convert
any distribution over the four suits into this conditional factorization, for example:

p(S) =

[
3

8
,
2

8
,
2

8
,
1

8

]
(5.1)

becomes

p(C) =

[
5

8
,
3

8

]
p({♣,♠}|C = ■) =

[
3

5
,
2

5

]
p({♡,♢}|C = □) =

[
2

3
,
1

3

]
. (5.2)

In the same way we could decompose our uniform distribution q. Obviously, for our measure of
information to be of use the magnitude of the update needs to be the same regardless of how we
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choose to describe what is ultimately the same physical process. What we need is some way to
relate what would be four different invocations of our information function:

IS ≡ I [p(S)∥q(S)] (5.3)
IC ≡ I [p(C)∥q(C)] (5.4)
I■ ≡ I [p({♣,♠}|C = ■)∥q({♣,♠}|C = ■)] (5.5)
I□ ≡ I [p({♡,♢}|C = □)∥q({♡,♢}|C = □)] . (5.6)

Clearly IS should be some function of {IC , I■, I□}. Our last desideratum is that the way we
measure the magnitude of our updates will have IS be a linear combination of IC , I■, I□. In
particular, we will require that they combine as a weighted linear combinations, with weights set
by the probability that we would find ourselves in that branch according to the distribution p:

IS = IC + p(C = ■)I■ + p(C = □)I□ = IC +
5

8
I■ +

3

8
I□ (5.7)

Stating this requirement more generally: If we partition x into two pieces [xL,xR], so that we
can write p(x) = p(xL)p(xR|xL) and similarly for q, the magnitude of the update should be

I[p(x)∥q(x)] = I[p(xL)∥q(xL)] + Ep(xL) [I[p(xR|xL)∥q(xR|xL)]] . (5.8)

Notice that this requirement breaks the symmetry between our two distributions: The right hand
side asks us to take the expected conditional information gain with respect to the marginal, but
we need to decide which of two marginals to take the expectation with respect to.

5.1.2 The KL divergence uniquely satisfies the desiderata

We will now define a quantity that is the only measure (up to a multiplicative constant) that satisfies
the above desiderata. The Kullback-Leibler divergence or KL divergence, also known as the
information gain or relative entropy, is defined as follows:

DKL (p ∥ q) ≜
K∑

k=1

pk log
pk
qk
. (5.9)

This naturally extends to continuous distributions:

DKL (p ∥ q) ≜
∫
dx p(x) log

p(x)

q(x)
. (5.10)

Next we will verify that this definition satisfies all of our desiderata. (The proof that it is the unique
measure which captures these properties can be found in, e.g., [Hob69; Rén61].)

5.1.2.1 Continuity of KL

One of our desiderata was that our measure of information gain should be continuous. The KL
divergence is manifestly continuous in its arguments except potentially when pk or qk is zero. In the
first case, notice that the limit as p→ 0 is well behaved:

lim
p→0

p log
p

q
= 0. (5.11)
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Taking this as the definition of the value of the integrand when p = 0 will make it continuous there.
Notice that we do have a problem however if q = 0 in some place that p ̸= 0. Our information
gain requires that our original distribution of beliefs q has some support everywhere the updated
distribution does. Intuitively it would require an infinite amount of information for us to update our
beliefs in some outcome to change from being exactly 0 to some positive value.

5.1.2.2 Non-negativity of KL divergence

In this section, we prove that the KL divergence as defined is always non-negative. We will make use
of Jensen’s inequality, which states that for any convex function f , we have that

f

(
n∑

i=1

λixi

)
≤

n∑

i=1

λif(xi) (5.12)

where λi ≥ 0 and
∑n
i=1 λi = 1. This can be proved by induction, where the base case with n = 2

follows by definition of convexity.

Theorem 5.1.1. (Information inequality) DKL (p ∥ q) ≥ 0 with equality iff p = q.

Proof. We now prove the theorem, following [CT06, p28]. As we noted in the previous section, the
KL divergence requires special consideration when p(x) or q(x) = 0, the same is true here. Let
A = {x : p(x) > 0} be the support of p(x). Using the convexity of the log function and Jensen’s
inequality, we have that

−DKL (p ∥ q) = −
∑

x∈A
p(x) log

p(x)

q(x)
=
∑

x∈A
p(x) log

q(x)

p(x)
(5.13)

≤ log
∑

x∈A
p(x)

q(x)

p(x)
= log

∑

x∈A
q(x) (5.14)

≤ log
∑

x∈X
q(x) = log 1 = 0 (5.15)

Since log(x) is a strictly concave function (− log(x) is convex), we have equality in Equation (5.14) iff
p(x) = cq(x) for some c that tracks the fraction of the whole space X contained in A. We have equality
in Equation (5.15) iff

∑
x∈A q(x) =

∑
x∈X q(x) = 1, which implies c = 1. Hence DKL (p ∥ q) = 0 iff

p(x) = q(x) for all x.

The non-negativity of KL divergence often feels as though it’s one of the most useful results in
information theory. It is a good result to keep in your back pocket. Anytime you can rearrange an
expression in terms of KL divergence terms, since those are guaranteed to be non-negative, dropping
them immediately generates a bound.

5.1.2.3 KL divergence is invariant to reparameterizations

We wanted our measure of information to be invariant to permutations of the labels. The discrete
form is manifestly permutation invariant as summations are. The KL divergence actually satisfies a
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much stronger property of reparameterization invariance. Namely, we can transform our random
variable through an arbitrary invertible map and it won’t change the value of the KL divergence.

If we transform our random variable from x to some y = f(x) we know that p(x) dx = p(y) dy and
q(x) dx = q(y) dy. Hence the KL divergence remains the same for both random variables:

DKL (p(x) ∥ q(x)) =
∫
dx p(x) log

p(x)

q(x)
=

∫
dy p(y) log



p(y)

∣∣∣ dydx
∣∣∣

q(y)
∣∣∣ dydx
∣∣∣


 = DKL (p(y) ∥ q(y)) . (5.16)

Because of this reparameterization invariance we can rest assured that when we measure the KL
divergence between two distributions we are measuring something about the distributions and not the
way we choose to represent the space in which they are defined. We are therefore free to transform
our data into a convenient basis of our choosing, such as a Fourier bases for images, without affecting
the result.

5.1.2.4 Montonicity for uniform distributions

Consider updating a probability distribution from a uniform distribution on N elements to a uniform
distribution on N ′ elements. The KL divergence is:

DKL (p ∥ q) =
∑

k

1

N ′
log

1
N ′
1
N

= log
N

N ′
, (5.17)

or the log of the ratio of the elements before and after the update. This satisfies our monotonocity
requirement.

We can interpret this result as follows: Consider finding an element of a sorted array by means of
bisection. A well designed yes/no question can cut the search space in half. Measured in bits, the
KL divergence tells us how many well designed yes/no questions are required on average to move
from q to p.

5.1.2.5 Chain rule for KL divergence

Here we show that the KL divergence satisfies a natural chain rule:

DKL (p(x, y) ∥ q(x, y)) =
∫
dx dy p(x, y) log

p(x, y)

q(x, y)
(5.18)

=

∫
dx dy p(x, y)

[
log

p(x)

q(x)
+ log

p(y|x)
q(y|x)

]
(5.19)

= DKL (p(x) ∥ q(x)) + Ep(x) [DKL (p(y|x) ∥ q(y|x))] . (5.20)

We can rest assured that we can decompose our distributions into their conditionals and the KL
divergences will just add.

As a notational convenience, the conditional KL divergence is defined to be the expected value
of the KL divergence between two conditional distributions:

DKL (p(y|x) ∥ q(y|x)) ≜
∫
dx p(x)

∫
dy p(y|x) log p(y|x)

q(y|x) . (5.21)

This allows us to drop many expectation symbols.
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5.1.3 Thinking about KL

In this section, we discuss some qualitative properties of the KL divergence.

5.1.3.1 Units of KL

Above we said that the desiderata we listed determined the KL divergence up to a multiplicative
constant. Because the KL divergence is logarithmic, and logarithms in different bases are the same
up to a multiplicative constant, our choice of the base of the logarithm when we compute the KL
divergence is a choice akin to choosing which units to measure the information in.

If the KL divergence is measured with the base-2 logarithm, it is said to have units of bits, short
for “binary digits”. If measured using the natural logarithm as we normally do for mathematical
convenience, it is said to be measured in nats for “natural units”.

To convert between the systems, we use log2 y = log y
log 2 . Hence

1 bit = log 2 nats ∼ 0.693 nats (5.22)

1 nat =
1

log 2
bits ∼ 1.44 bits. (5.23)

5.1.3.2 Asymmetry of the KL divergence

The KL divergence is not symmetric in its two arguments. While many find this asymmetry confusing
at first, we can see that the asymmetry stems from our requirement that we have a natural chain
rule. When we decompose the distribution into its conditional, we need to take an expectation with
respect to the variables being conditioned on. In the KL divergence we take this expectation with
respect to the first argument p(x). This breaks the symmetry between the two distributions.

At a more intuitive level, we can see that the information required to move from q to p is in general
different than the information required to move from p to q. For example, consider the KL divergence
between two Bernoulli distributions, the first with the probability of success given by 0.443 and the
second with 0.975:

DKL = 0.975 log
0.975

0.443
+ 0.025 log

0.025

0.557
= 0.692 nats ∼ 1.0 bits. (5.24)

So it takes 1 bit of information to update from a [0.443, 0.557] distribution to a [0.975, 0.025] Bernoulli
distribution. What about the reverse?

DKL = 0.443 log
0.443

0.975
+ 0.557 log

0.557

0.025
= 1.38 nats ∼ 2.0 bits, (5.25)

so it takes two bits, or twice as much information to move the other way. Thus we see that starting
with a distribution that is nearly even and moving to one that is nearly certain takes about 1 bit of
information, or one well designed yes/no question. To instead move us from near certainty in an
outcome to something that is akin to the flip of a coin requires more persuasion.

5.1.3.3 KL as expected weight of evidence

Imagine you have two different hypotheses you wish to select between, which we’ll label P and Q.
You collect some data D. Bayes’ rule tells us how to update our beliefs in the hypotheses being
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correct:

Pr(P |D) =
Pr(D|P )
Pr(D)

Pr(P ). (5.26)

Normally this requires being able to evaluate the marginal likelihood Pr(D), which is difficult. If we
instead consider the ratio of the probabilities for the two hypotheses:

Pr(P |D)

Pr(Q|D)
=

Pr(D|P )
Pr(D|Q)

Pr(P )

Pr(Q)
, (5.27)

the marginal likelihood drops out. Taking the logarithm of both sides, and identifying the probability
of the data under the model as the likelihood we find:

log
Pr(P |D)

Pr(Q|D)
= log

p(D)

q(D)
+ log

Pr(P )

Pr(Q)
. (5.28)

The posterior log probability ratio for one hypothesis over the other is just our prior log probability
ratio plus a term that I. J. Good called the weight of evidence [Goo85] D for hypothesis P over Q:

w[P/Q;D] ≜ log
p(D)

q(D)
. (5.29)

With this interpretation, the KL divergence is the expected weight of evidence for P over Q given
by each observation, provided P were correct. Thus we see that data will (on average) add rather
than subtract evidence towards the correct hypothesis, since KL divergence is always non-negative in
expectation (see Section 5.1.2.2).

5.1.4 Minimizing KL

In this section, we discuss ways to minimizeDKL (p ∥ q) orDKL (q ∥ p) wrt an approximate distribution
q, given a true distribution p.

5.1.4.1 Forwards vs reverse KL

The asymmetry of KL means that finding a q that is close to p by minimizing DKL (p ∥ q) (also
called the inclusive KL or forwards KL) gives different behavior than minimizing DKL (q ∥ p)
(also called the exclusive KL or reverse KL). For example, consider the bimodal distribution p
shown in blue in Figure 5.1, which we approximate with a unimodal Gaussian q.

To prevent DKL (p ∥ q) from becoming infinite, we must have q > 0 whenever p > 0 (i.e., q
must have support everywhere p does), so q tends to cover both modes as it must be nonvanishing
everywhere p is; this is called mode-covering or zero-avoiding behavior (orange curve). By
contrast, to prevent DKL (q ∥ p) from becoming infinite, we must have q = 0 whenever p = 0, which
creates mode-seeking or zero-forcing behavior (green curve).

For an animated visualization (written by Ari Seff) of the difference between these two objectives,
see https://twitter.com/ari_seff/status/1303741288911638530.
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Figure 5.1: Demonstration of the mode-covering or mode-seeking behavior of KL divergence. The original
distribution p (shown in blue) is bimodal. When we minimize DKL (p ∥ q), then q covers the modes of p
(orange). When we minimize DKL (q ∥ p), then q ignores some of the modes of p (green). Generated by
minimize_kl_divergence.ipynb.
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Figure 5.2: Illustrating forwards vs reverse KL on a symmetric Gaussian. The blue curves are the con-
tours of the true distribution p. The red curves are the contours of a factorized approximation q. (a)
Minimizing DKL (p ∥ q). (b) Minimizing DKL (q ∥ p). Adapted from Figure 10.2 of [Bis06]. Generated by
kl_pq_gauss.ipynb.

5.1.4.2 Moment projection (mode covering)

Suppose we compute q by minimizing the forwards KL:

q = argmin
q

DKL (p ∥ q) (5.30)

This is called M-projection, or moment projection since the optimal q matches the moments of
p, as we show below. The process of computing q is therefore called moment matching.

To see why the optimal q must match the moments of p, let us assume that q is an exponential
family distribution of the form

q(x) = h(x) exp[ηTT (x)− logZ(η)] (5.31)

where T (x) is the vector of sufficient statistics, and η are the natural parameters. The first order
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optimality conditions are as follows:

∂ηiDKL (p ∥ q) = −∂ηi
∫

x

p(x) log q(x) (5.32)

= −∂ηi
∫

x

p(x) log
(
h(x) exp[ηTT (x)− logZ(η)]

)
(5.33)

= −∂ηi
∫

x

p(x)
(
ηTT (x)− logZ(η)

)
(5.34)

= −
∫

x

p(x)Ti(x) + Eq(x) [Ti(x)] (5.35)

= −Ep(x) [Ti(x)] + Eq(x) [Ti(x)] = 0 (5.36)

where in the penultimate line we used the fact that the derivative of the log partition function
yields the expected sufficient statistics, as shown in Equation (2.216). Hence the expected sufficient
statistics (moments of the distribution) must match.

As an example, suppose the true target distribution p is a correlated 2d Gaussian, p(x) =
N (x|µ,Σ) = N (x|µ,Λ−1), where

µ =

(
µ1

µ2

)
, Σ =

(
Σ11 Σ12

ΣT
12 Σ22

)
Λ =

(
Λ11 Λ12

ΛT
12 Λ22

)
(5.37)

We will approximate this with a distribution q which is a product of two 1d Gaussians, i.e., a Gaussian
with a diagonal covariance matrix:

q(x|m,V) = N (x1|m1, v1)N (x2|m2, v2) (5.38)

If we perform moment matching, the optimal q must therefore have the following form:

q(x) = N (x1|µ1,Σ11)N (x2|µ2,Σ22) (5.39)

In Figure 5.2(a), we show the resulting distribution. We see that q covers (includes) p, but its support
is too broad (under-confidence).

5.1.4.3 Information projection (mode seeking)

Now suppose we compute q by minimizing the reverse KL:

q = argmin
q

DKL (q ∥ p) (5.40)

This is called I-projection, or information projection. This optimization problem is often easier
to compute, since the objective requires taking expectations wrt q, which we can choose to be a
tractable family.

As an example, consider again the case where the true distribution is a full covariance Gaussian,
p(x) = N (x|µ,Λ−1), and let the approximation be a diagonal Gaussian, q(x) = N (x|m,diag(v)).
Then one can show (see Supplementary Section 5.1.2) that the optimal variational parameters are
m = µ and vi = Λ−1ii . We illustrate this in 2d in Figure 5.2(b). We see that the posterior variance
is too narrow, i.e, the approximate posterior is overconfident. Note, however, that minimizing the
reverse KL does not always result in an overly compact approximation, as explained in [Tur+08].
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5.1.5 Properties of KL

Below are some other useful properties of the KL divergence.

5.1.5.1 Compression lemma

An important general purpose result for the KL divergence is the compression lemma:

Theorem 5.1.2. For any distributions P and Q with a well-defined KL divergence, and for any
scalar function ϕ defined on the domain of the distributions we have that:

EP [ϕ] ≤ logEQ
[
eϕ
]
+DKL (P ∥ Q) . (5.41)

Proof. We know that the KL divergence between any two distributions is non-negative. Consider a
distribution of the form:

g(x) =
q(x)

Z eϕ(x). (5.42)

where the partition function is given by:

Z =

∫
dx q(x)eϕ(x). (5.43)

Taking the KL divergence between p(x) and g(x) and rearranging gives the bound:

DKL (P ∥ G) = DKL (P ∥ Q)− EP [ϕ(x)] + log(Z) ≥ 0. (5.44)

One way to view the compression lemma is that it provides what is termed the Donsker-Varadhan
variational representation of the KL divergence:

DKL (P ∥ Q) = sup
ϕ

EP [ϕ(x)]− logEQ
[
eϕ(x)

]
. (5.45)

In the space of all possible functions ϕ defined on the same domain as the distributions, assuming all
of the values above are finite, the KL divergence is the supremum achieved. For any fixed function
ϕ(x), the right hand side provides a lower bound on the true KL divergence.

Another use of the compression lemma is that it provides a way to estimate the expectation of
some function with respect to an unknown distribution P . In this spirit, the compression lemma
can be used to power a set of what are known as PAC-Bayes bounds of losses with respect to the
true distribution in terms of measured losses with respect to a finite training set. See for example
Section 17.4.5 or Banerjee [Ban06].
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5.1.5.2 Data processing inequality for KL

We now show that any processing we do on samples from two different distributions makes their
samples approach one another. This is called the data processing inequality, since it shows that
we cannot increase the information gain from q to p by processing our data and then measuring it.

Theorem 5.1.3. Consider two different distributions p(x) and q(x) combined with a probabilistic
channel t(y|x). If p(y) is the distribution that results from sending samples from p(x) through the
channel t(y|x) and similarly for q(y) we have that:

DKL (p(x) ∥ q(x)) ≥ DKL (p(y) ∥ q(y)) (5.46)

Proof. The proof uses Jensen’s inequality from Section 5.1.2.2 again. Call p(x, y) = p(x)t(y|x) and
q(x, y) = q(x)t(y|x).

DKL (p(x) ∥ q(x)) =
∫
dx p(x) log

p(x)

q(x)
(5.47)

=

∫
dx

∫
dy p(x)t(y|x) log p(x)t(y|x)

q(x)t(y|x) (5.48)

=

∫
dx

∫
dy p(x, y) log

p(x, y)

q(x, y)
(5.49)

= −
∫
dy p(y)

∫
dx p(x|y) log q(x, y)

p(x, y)
(5.50)

≥ −
∫
dy p(y) log

(∫
dx p(x|y)q(x, y)

p(x, y)

)
(5.51)

= −
∫
dy p(y) log

(
q(y)

p(y)

∫
dx q(x|y)

)
(5.52)

=

∫
dy p(y) log

p(y)

q(y)
= DKL (p(y) ∥ q(y)) (5.53)

One way to interpret this result is that any processing done to random samples makes it harder to
tell two distributions apart.

As a special form of processing, we can simply marginalize out a subset of random variables.

Corollary 5.1.1. (Monotonicity of KL divergence)

DKL (p(x, y) ∥ q(x, y)) ≥ DKL (p(x) ∥ q(x)) (5.54)
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Proof. The proof is essentially the same as the one above.

DKL (p(x, y) ∥ q(x, y)) =
∫
dx

∫
dy p(x, y) log

p(x, y)

q(x, y)
(5.55)

= −
∫
dy p(y)

∫
dx p(x|y) log

(
q(y)

p(y)

q(x|y)
p(x|y)

)
(5.56)

≥ −
∫
dy p(y) log

(
q(y)

p(y)

∫
dx q(x|y)

)
(5.57)

=

∫
dy p(y) log

p(y)

q(y)
= DKL (p(y) ∥ q(y)) (5.58)

(5.59)

One intuitive interpretation of this result is that if you only partially observe random variables, it
is harder to distinguish between two candidate distributions than if you observed all of them.

5.1.6 KL divergence and MLE

Suppose we want to find the distribution q that is as close as possible to p, as measured by KL
divergence:

q∗ = argmin
q
DKL (p ∥ q) = argmin

q

∫
p(x) log p(x)dx−

∫
p(x) log q(x)dx (5.60)

Now suppose p is the empirical distribution, which puts a probability atom on the observed training
data and zero mass everywhere else:

pD(x) =
1

N

N∑

n=1

δ(x− xn) (5.61)

Using the sifting property of delta functions we get

DKL (pD ∥ q) = −
∫
pD(x) log q(x)dx+ C (5.62)

= −
∫ [

1

N

∑

n

δ(x− xn)
]
log q(x)dx+ C (5.63)

= − 1

N

∑

n

log q(xn) + C (5.64)

where C =
∫
pD(x) log pD(x) is a constant independent of q.

We can rewrite the above as follows

DKL (pD ∥ q) = Hce(pD, q)−H(pD) (5.65)
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where

Hce(p, q) ≜ −
∑

k

pk log qk (5.66)

is known as the cross entropy. The quantity Hce(pD, q) is the average negative log likelihood
of q evaluated on the training set. Thus we see that minimizing KL divergence to the empirical
distribution is equivalent to maximizing likelihood.

This perspective points out the flaw with likelihood-based training, namely that it puts too
much weight on the training set. In most applications, we do not really believe that the empirical
distribution is a good representation of the true distribution, since it just puts “spikes” on a finite
set of points, and zero density everywhere else. Even if the dataset is large (say 1M images), the
universe from which the data is sampled is usually even larger (e.g., the set of “all natural images”
is much larger than 1M). Thus we need to somehow smooth the empirical distribution by sharing
probability mass between “similar” inputs.

5.1.7 KL divergence and Bayesian inference

Bayesian inference itself can be motivated as the solution to a particular minimization problem of
KL.

Consider a prior set of beliefs described by a joint distribution q(θ,D) = q(θ)q(D|θ), involving
some prior q(θ) and some likelihood q(D|θ). If we happen to observe some particular dataset D0,
how should we update our beliefs? We could search for the joint distribution that is as close as
possible to our prior beliefs but that respects the constraint that we now know the value of the data:

p(θ,D) = argminDKL (p(θ,D) ∥ q(θ,D)) such that p(D) = δ(D −D0). (5.67)

where δ(D−D0) is a degenerate distribution that puts all its mass on the dataset D that is identically
equal to D0. Writing the KL out in its chain rule form:

DKL (p(θ,D) ∥ q(θ,D)) = DKL (p(D) ∥ q(D)) +DKL (p(θ|D) ∥ q(θ|D)) , (5.68)

makes clear that the solution is given by the joint distribution:

p(θ,D) = p(D)p(θ|D) = δ(D −D0)q(θ|D). (5.69)

Our updated beliefs have a marginal over the θ

p(θ) =

∫
dD p(θ,D) =

∫
dD δ(D −D0)q(θ|D) = q(θ|D = D0), (5.70)

which is just the usual Bayesian posterior from our prior beliefs evaluated at the data we observed.
By contrast, the usual statement of Bayes’ rule is just a trivial observation about the chain rule of

probabilities:

q(θ,D) = q(D)q(θ|D) = q(θ)q(D|θ) =⇒ q(θ|D) =
q(D|θ)
q(D)

q(θ). (5.71)
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Notice that this relates the conditional distribution q(θ|D) in terms of q(D|θ), q(θ) and q(D), but
that these are all different ways to write the same distribution. Bayes’ rule does not tell us how we
ought to update our beliefs in light of evidence, for that we need some other principle [Cat+11].

One of the nice things about this interpretation of Bayesian inference is that it naturally generalizes
to other forms of constraints rather than assuming we have observed the data exactly.

If there was some additional measurement error that was well understood, we ought to instead of
pegging out updated beliefs to be a delta function on the observed data, simply peg it to be the well
understood distribution p(D). For example, we might not know the precise value the data takes, but
believe after measuring things that it is a Gaussian distribution with a certain mean and standard
deviation.

Because of the chain rule of KL, this has no effect on our updated conditional distribution over
parameters, which remains the Bayesian posterior: p(θ|D) = q(θ|D). However, this does change our
marginal beliefs about the parameters, which are now:

p(θ) =

∫
dD p(D)q(θ|D). (5.72)

This generalization of Bayes’ rule is sometimes called Jeffrey’s conditionalization rule [Cat08].

5.1.8 KL divergence and exponential families

The KL divergence between two exponential family distributions from the same family has a nice
closed form, as we explain below.

Consider p(x) with natural parameter η, base measure h(x) and sufficient statistics T (x):

p(x) = h(x) exp[ηTT (x)−A(η)] (5.73)

where

A(η) = log

∫
h(x) exp(ηTT (x))dx (5.74)

is the log partition function, a convex function of η.
The KL divergence between two exponential family distributions from the same family is as follows:

DKL (p(x|η1) ∥ p(x|η2)) = Eη1

[
(η1 − η2)

TT (x)−A(η1) +A(η2)
]

(5.75)

= (η1 − η2)
Tµ1 −A(η1) +A(η2) (5.76)

where µj ≜ Eηj [T (x)].

5.1.8.1 Example: KL divergence between two Gaussians

An important example is the KL divergence between two multivariate Gaussian distributions, which
is given by

DKL (N (x|µ1,Σ1) ∥ N (x|µ2,Σ2))

=
1

2

[
tr(Σ−12 Σ1) + (µ2 − µ1)

TΣ−12 (µ2 − µ1)−D + log

(
det(Σ2)

det(Σ1)

)]
(5.77)
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In the scalar case, this becomes

DKL (N (x|µ1, σ1) ∥ N (x|µ2, σ2)) = log
σ2
σ1

+
σ2
1 + (µ1 − µ2)

2

2σ2
2

− 1

2
(5.78)

5.1.9 Approximating KL divergence using the Fisher information matrix

Let pθ(x) and pθ′(x) be two distributions, where θ′ = θ + δ. We can measure how close the second
distribution is to the first in terms their predictive distribution (as opposed to comparing θ and θ′ in
parameter space) as follows:

DKL (pθ ∥ pθ′) = Epθ(x) [log pθ(x)− log pθ′(x)] (5.79)

Let us approximate this with a second order Taylor series expansion:

DKL (pθ ∥ pθ′) ≈ −δTE [∇ log pθ(x)]−
1

2
δTE

[
∇2 log pθ(x)

]
δ (5.80)

Since the expected score function is zero (from Equation (3.44)), the first term vanishes, so we have

DKL (pθ ∥ pθ′) ≈ 1

2
δTF(θ)δ (5.81)

where F is the FIM

F = −E
[
∇2 log pθ(x)

]
= E

[
(∇ log pθ(x))(∇ log pθ(x))

T
]

(5.82)

Thus we have shown that the KL divergence is approximately equal to the (squared) Mahalanobis
distance using the Fisher information matrix as the metric. This result is the basis of the natural
gradient method discussed in Section 6.4.

5.1.10 Bregman divergence

Let f : Ω→ R be a continuously differentiable, strictly convex function defined on a closed convex
set Ω. We define the Bregman divergence associated with f as follows [Bre67]:

Bf (w||v) = f(w)− f(v)− (w − v)T∇f(v) (5.83)

To understand this, let

f̂v(w) = f(v) + (w − v)T∇f(v) (5.84)

be a first order Taylor series approximation to f centered at v. Then the Bregman divergence is the
difference from this linear approximation:

Bf (w||v) = f(w)− f̂v(w) (5.85)

See Figure 5.3a for an illustration. Since f is convex, we have Bf (w||v) ≥ 0, since f̂v is a linear
lower bound on f .

Below we mention some important special cases of Bregman divergences.
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f(v) + (w − v) · 5f(v)

Df (w‖v)

w − v

(a) (b)

Figure 5.3: (a) Illustration of Bregman divergence. (b) A locally linear approximation to a non-convex
function.

• If f(w) = ||w||2, then Bf (w||v) = ||w − v||2 is the squared Euclidean distance.

• If f(w) = wTQw, then Bf (w||v) is the squared Mahalanobis distance.

• If w are the natural parameters of an exponential family distribution, and f(w) = logZ(w) is
the log normalizer, then the Bregman divergence is the same as the Kullback-Leibler divergence,
as we show in Section 5.1.10.1.

5.1.10.1 KL is a Bregman divergence

Recall that the log partition function A(η) is a convex function. We can therefore use it to define
the Bregman divergence (Section 5.1.10) between the two distributions, p and q, as follows:

Bf (ηq||ηp) = A(ηq)−A(ηp)− (ηq − ηp)T∇ηpA(ηp) (5.86)

= A(ηq)−A(ηp)− (ηq − ηp)TEp [T (x)] (5.87)

= DKL (p ∥ q) (5.88)

where we exploited the fact that the gradient of the log partition function computes the expected
sufficient statistics as shown in Section 2.4.3.

In fact, the KL divergence is the only divergence that is both a Bregman divergence and an
f -divergence (Section 2.7.1) [Ama09].

5.2 Entropy

In this section, we discuss the entropy of a distribution p, which is just a shifted and scaled version
of the KL divergence between the probability distribution and the uniform distribution, as we will
see.
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Figure 5.4: Entropy of a Bernoulli random variable as a function of θ. The maximum entropy is log2 2 = 1.
Generated by bernoulli_entropy_fig.ipynb.

5.2.1 Definition

The entropy of a discrete random variable X with distribution p over K states is defined by

H (X) ≜ −
K∑

k=1

p(X = k) log p(X = k) = −EX [log p(X)] (5.89)

We can use logarithms to any base, but we commonly use log base 2, in which case the units are
called bits, or log base e, in which case the units are called nats, as we explained in Section 5.1.3.1.

The entropy is equivalent to a constant minus the KL divergence from the uniform distribution:

H (X) = logK −DKL (p(X) ∥ u(X)) (5.90)

DKL (p(X) ∥ u(X)) =

K∑

k=1

p(X = k) log
p(X = k)

1
K

(5.91)

= logK +

K∑

k=1

p(X = k) log p(X = k) (5.92)

If p is uniform, the KL is zero, and we see that the entropy achieves its maximal value of logK.
For the special case of binary random variables, X ∈ {0, 1}, we can write p(X = 1) = θ and

p(X = 0) = 1− θ. Hence the entropy becomes

H (X) = −[p(X = 1) log p(X = 1) + p(X = 0) log p(X = 0)] (5.93)
= −[θ log θ + (1− θ) log(1− θ)] (5.94)

This is called the binary entropy function, and is also written H (θ). We plot this in Figure 5.4.
We see that the maximum value of 1 bit occurs when the distribution is uniform, θ = 0.5. A fair coin
requires a single yes/no question to determine its state.

5.2.2 Differential entropy for continuous random variables

If X is a continuous random variable with pdf p(x), we define the differential entropy as

h(X) ≜ −
∫

X
dx p(x) log p(x) (5.95)
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assuming this integral exists.
For example, one can show that the entropy of a d-dimensional Gaussian is

h(N (µ,Σ)) =
1

2
log |2πeΣ| = 1

2
log[(2πe)d|Σ|] = d

2
+
d

2
log(2π) +

1

2
log |Σ| (5.96)

In the 1d case, this becomes

h(N (µ, σ2)) =
1

2
log
[
2πeσ2

]
(5.97)

Note that, unlike the discrete case, differential entropy can be negative. This is because pdf’s can
be bigger than 1. For example, suppose X ∼ U(0, a). Then

h(X) = −
∫ a

0

dx
1

a
log

1

a
= log a (5.98)

If we set a = 1/8, we have h(X) = log2(1/8) = −3 bits.
One way to understand differential entropy is to realize that all real-valued quantities can only be

represented to finite precision. It can be shown [CT91, p228] that the entropy of an n-bit quantization
of a continuous random variable X is approximately h(X) + n. For example, suppose X ∼ U(0, 18 ).
Then in a binary representation of X, the first 3 bits to the right of the binary point must be 0 (since
the number is ≤ 1/8). So to describe X to n bits of accuracy only requires n− 3 bits, which agrees
with h(X) = −3 calculated above.

The continuous entropy also lacks the reparameterization independence of KL divergence (Sec-
tion 5.1.2.3). In particular, if we transform our random variable y = f(x), the entropy transforms.
To see this, note that the change of variables tells us that

p(y) dy = p(x) dx =⇒ p(y) = p(x)

∣∣∣∣
dy

dx

∣∣∣∣
−1
, (5.99)

Thus the continuous entropy transforms as follows:

h(X) = −
∫
dx p(x) log p(x) = h(Y )−

∫
dy p(y) log

∣∣∣∣
dy

dx

∣∣∣∣ . (5.100)

We pick up a factor in the continuous entropy of the log of the determinant of the Jacobian of the
transformation. This changes the value for the continuous entropy even for simply rescaling the
random variable such as when we change units. For example in Figure 5.5 we show the distribution
of adult human heights (it is bimodal because while both male and female heights are normally
distributed, they differ noticeably). The continous entropy of this distribution depends on the
units it is measured in. If measured in feet, the continuous entropy is 0.43 bits. Intuitively this is
because human heights mostly span less than a foot. If measured in centimeters it is instead 5.4 bits.
There are 30.48 centimeters in a foot, log2 30.48 = 4.9 explaining the difference. If we measured the
continuous entropy of the same distribution measured in meters we would obtain −1.3 bits!

5.2.3 Typical sets

The typical set of a probability distribution is the set whose elements have an information content
that is close to that of the expected information content from random samples from the distribution.
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Figure 5.5: Distribution of adult heights. The continuous entropy of the distribution depends on its units
of measurement. If heights are measured in feet, this distribution has a continuous entropy of 0.43 bits.
If measured in centimeters it’s 5.4 bits. If measured in meters it’s −1.3 bits. Data taken from https:
// ourworldindata. org/ human-height .

More precisely, for a distribution p(x) with support x ∈ X , the ϵ-typical set ANϵ ∈ XN for p(x) is
the set of all length N sequences such that

H(p(x))− ϵ ≤ − 1

N
log p(x1, . . . ,xN ) ≤ H(p(x)) + ϵ (5.101)

If we assume p(x1, . . . ,xN ) =
∏N
n=1 p(xn), then we can interpret the term in the middle as the

N -sample empirical estimate of the entropy. The asymptotic equipartition property or AEP
states that this will converge (in probability) to the true entropy as N →∞ [CT06]. Thus the typical
set has probability close to 1, and is thus a compact summary of what we can expect to be generated
by p(x).

5.2.4 Cross entropy and perplexity

A standard way to measure how close a model q is to a true distribution p is in terms of the KL
divergence (Section 5.1), given by

DKL (p ∥ q) =
∑

x

p(x) log
p(x)

q(x)
= Hce (p, q)−H (p) (5.102)

where Hce (p, q) is the cross entropy

Hce (p, q) = −
∑

x

p(x) log q(x) (5.103)

and H (p) = Hce (p, p) is the entropy, which is a constant independent of the model.
In language modeling, it is common to report an alternative performance measure known as the

perplexity. This is defined as

perplexity(p, q) ≜ 2Hce(p,q) (5.104)
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We can compute an empirical approximation to the cross entropy as follows. Suppose we approxi-
mate the true distribution with an empirical distribution based on data sampled from p:

pD(x|D) =
1

N

N∑

n=1

I (x = xn) (5.105)

In this case, the cross entropy is given by

H = − 1

N

N∑

n=1

log p(xn) = −
1

N
log

N∏

n=1

p(xn) (5.106)

The corresponding perplexity is given by

perplexity(pD, p) = 2−
1
N log(

∏N
n=1 p(xn)) = 2log(

∏N
n=1 p(xn))

− 1
N (5.107)

= (

N∏

n=1

p(xn))
−1/N = N

√√√√
N∏

n=1

1

p(xn)
(5.108)

In the case of language models, we usually condition on previous words when predicting the next
word. For example, in a bigram model, we use a second order Markov model of the form p(xn|xn−1).
We define the branching factor of a language model as the number of possible words that can
follow any given word. For example, suppose the model predicts that each word is equally likely,
regardless of context, so p(xn|xn−1) = 1/K, where K is the number of words in the vocabulary. Then
the perplexity is ((1/K)N )−1/N = K. If some symbols are more likely than others, and the model
correctly reflects this, its perplexity will be lower than K. However, we have H (p∗) ≤ Hce (p∗, p), so
we can never reduce the perplexity below 2−H(p∗).

5.3 Mutual information

The KL divergence gave us a way to measure how similar two distributions were. How should we
measure how dependent two random variables are? One thing we could do is turn the question of
measuring the dependence of two random variables into a question about the similarity of their
distributions. This gives rise to the notion of mutual information (MI) between two random
variables, which we define below.

5.3.1 Definition

The mutual information between rv’s X and Y is defined as follows:

I (X;Y ) ≜ DKL (p(x, y) ∥ p(x)p(y)) =
∑

y∈Y

∑

x∈X
p(x, y) log

p(x, y)

p(x) p(y)
(5.109)

(We write I(X;Y ) instead of I(X,Y ), in case X and/or Y represent sets of variables; for example, we
can write I(X;Y, Z) to represent the MI between X and (Y,Z).) For continuous random variables,
we just replace sums with integrals.
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It is easy to see that MI is always non-negative, even for continuous random variables, since

I (X;Y ) = DKL (p(x, y) ∥ p(x)p(y)) ≥ 0 (5.110)

We achieve the bound of 0 iff p(x, y) = p(x)p(y).

5.3.2 Interpretation

Knowing that the mutual information is a KL divergence between the joint and factored marginal
distributions tells us that the MI measures the information gain if we update from a model that
treats the two variables as independent p(x)p(y) to one that models their true joint density p(x, y).

To gain further insight into the meaning of MI, it helps to re-express it in terms of joint and
conditional entropies, as follows:

I (X;Y ) = H (X)−H (X|Y ) = H (Y )−H (Y |X) (5.111)

Thus we can interpret the MI between X and Y as the reduction in uncertainty about X after
observing Y , or, by symmetry, the reduction in uncertainty about Y after observing X. Incidentally,
this result gives an alternative proof that conditioning, on average, reduces entropy. In particular, we
have 0 ≤ I (X;Y ) = H (X)−H (X|Y ), and hence H (X|Y ) ≤ H (X).

We can also obtain a different interpretation. One can show that

I (X;Y ) = H (X,Y )−H (X|Y )−H (Y |X) (5.112)

Finally, one can show that

I (X;Y ) = H (X) +H (Y )−H (X,Y ) (5.113)

See Figure 5.6 for a summary of these equations in terms of an information diagram. (Formally,
this is a signed measure mapping set expressions to their information-theoretic counterparts [Yeu91a].)

5.3.3 Data processing inequality

Suppose we have an unknown variable X, and we observe a noisy function of it, call it Y . If we
process the noisy observations in some way to create a new variable Z, it should be intuitively obvious
that we cannot increase the amount of information we have about the unknown quantity, X. This is
known as the data processing inequality. We now state this more formally, and then prove it.

Theorem 5.3.1. Suppose X → Y → Z forms a Markov chain, so that X ⊥ Z|Y . Then I (X;Y ) ≥
I (X;Z).

Proof. By the chain rule for mutual information we can expand the mutual information in two
different ways:

I (X;Y,Z) = I (X;Z) + I (X;Y |Z) (5.114)
= I (X;Y ) + I (X;Z|Y ) (5.115)

Since X ⊥ Z|Y , we have I (X;Z|Y ) = 0, so

I (X;Z) + I (X;Y |Z) = I (X;Y ) (5.116)

Since I (X;Y |Z) ≥ 0, we have I (X;Y ) ≥ I (X;Z). Similarly one can prove that I (Y ;Z) ≥ I (X;Z).
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Figure 5.6: The marginal entropy, joint entropy, conditional entropy, and mutual information represented as
information diagrams. Used with kind permission of Katie Everett.

5.3.4 Sufficient statistics

An important consequence of the DPI is the following. Suppose we have the chain θ → X → s(X).
Then

I (θ; s(X)) ≤ I (θ;X) (5.117)

If this holds with equality, then we say that s(X) is a sufficient statistic of the data X for the
purposes of inferring θ. In this case, we can equivalently write θ → s(X) → X, since we can
reconstruct the data from knowing s(X) just as accurately as from knowing θ.

An example of a sufficient statistic is the data itself, s(X) = X, but this is not very useful, since it
doesn’t summarize the data at all. Hence we define a minimal sufficient statistic s(X) as one
which is sufficient, and which contains no extra information about θ; thus s(X) maximally compresses
the data X without losing information which is relevant to predicting θ. More formally, we say s is a
minimal sufficient statistic for X if s(X) = f(s′(X)) for some function f and all sufficient statistics
s′(X). We can summarize the situation as follows:

θ → s(X)→ s′(X)→ X (5.118)

Here s′(X) takes s(X) and adds redundant information to it, thus creating a one-to-many mapping.
For example, a minimal sufficient statistic for a set of N Bernoulli trials is simply N and N1 =∑
n I (Xn = 1), i.e., the number of successes. In other words, we don’t need to keep track of the

entire sequence of heads and tails and their ordering, we only need to keep track of the total number
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of heads and tails. Similarly, for inferring the mean of a Gaussian distribution with known variance
we only need to know the empirical mean and number of samples.

Earlier in Section 5.1.8 we motivated the exponential family of distributions as being the ones that
are minimal in the sense that they contain no other information than constraints on some statistics of
the data. It makes sense then that the statistics used to generate exponential family distributions are
sufficient. It also hints at the more remarkable fact of the Pitman-Koopman-Darmois theorem,
which says that for any distribution whose domain is fixed, it is only the exponential family that
admits sufficient statistics with bounded dimensionality as the number of samples increases [Dia88b].

5.3.5 Multivariate mutual information

There are several ways to generalize the idea of mutual information to a set of random variables as
we discuss below.

5.3.5.1 Total correlation

The simplest way to define multivariate MI is to use the total correlation [Wat60] or multi-
information [SV98], defined as

TC({X1, . . . , XD}) ≜ DKL

(
p(x) ∥

∏

d

p(xd)

)
(5.119)

=
∑

x

p(x) log
p(x)

∏D
d=1 p(xd)

=
∑

d

H (xd)−H (x) (5.120)

For example, for 3 variables, this becomes

TC(X,Y, Z) = H (X) +H (Y ) +H (Z)−H (X,Y, Z) (5.121)

where H (X,Y, Z) is the joint entropy

H (X,Y, Z) = −
∑

x

∑

y

∑

z

p(x, y, z) log p(x, y, z) (5.122)

One can show that the multi-information is always non-negative, and is zero iff p(x) =
∏
d p(xd).

However, this means the quantity is non-zero even if only a pair of variables interact. For example, if
p(X,Y, Z) = p(X,Y )p(Z), then the total correlation will be non-zero, even though there is no 3 way
interaction. This motivates the alternative definition in Section 5.3.5.2.

5.3.5.2 Interaction information (co-information)

The conditional mutual information can be used to give an inductive definition of the multivariate
mutual information (MMI) as follows:

I(X1; · · · ;XD) = I(X1; · · · ;XD−1)− I(X1; · · · ;XD−1|XD) (5.123)

This is called the multiple mutual information [Yeu91b], or the co-information [Bel03]. This
definition is equivalent, up to a sign change, to the interaction information [McG54; Han80; JB03;
Bro09].
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Figure 5.7: Illustration of multivariate mutual information between three random variables. From https:
// en. wikipedia. org/ wiki/ Mutual_ information . Used with kind permission of Wikipedia author PAR.

For 3 variables, the MMI is given by

I(X;Y ;Z) = I(X;Y )− I(X;Y |Z) (5.124)
= I(X;Z)− I(X;Z|Y ) (5.125)
= I(Y ;Z)− I(Y ;Z|X) (5.126)

This can be interpreted as the change in mutual information between two pairs of variables when
conditioning on the third. Note that this quantity is symmetric in its arguments.

By the definition of conditional mutual information, we have

I(X;Z|Y ) = I(Z;X,Y )− I(Y ;Z) (5.127)

Hence we can rewrite Equation (5.125) as follows:

I(X;Y ;Z) = I(X;Z) + I(Y ;Z)− I(X,Y ;Z) (5.128)

This tells us that the MMI is the difference between how much we learn about Z given X and Y
individually vs jointly (see also Section 5.3.5.3).

The 3-way MMI is illustrated in the information diagram in Figure 5.7. The way to interpret such
diagrams when we have multiple variables is as follows: the area of a shaded area that includes circles
A,B,C, . . . and excludes circles F,G,H, . . . represents I(A;B;C; . . . |F,G,H, . . .); if B = C = ∅, this
is just H(A|F,G,H, . . .); if F = G = H = ∅, this is just I(A;B;C, . . .).

5.3.5.3 Synergy and redundancy

The MMI is I(X;Y ;Z) = I(X;Z) + I(Y ;Z) − I(X,Y ;Z). We see that this can be positive, zero,
or negative. If some of the information about Z that is provided by X is also provided by Y , then
there is some redundancy between X and Y (wrt Z). In this case, I(X;Z) + I(Y ;Z) > I(X,Y ;Z),
so (from Equation (5.128)) we see that the MMI will be positive. If, by contrast, we learn more
about Z when we see X and Y together, we say there is some synergy between them. In this case,
I(X;Z) + I(Y ;Z) < I(X,Y ;Z), so the MMI will be negative.
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5.3.5.4 MMI and causality

The sign of the MMI can be used to distinguish between different kinds of directed graphical models,
which can sometimes be interpreted causally (see Chapter 36 for a general discussion of causality).
For example, consider a model of the form X ← Z → Y , where Z is a “cause” of X and Y . For
example, suppose X represents the event it is raining, Y represents the event that the sky is dark,
and Z represents the event that the sky is cloudy. Conditioning on the common cause Z renders
the children X and Y independent, since if I know it is cloudy, noticing that the sky is dark does
not change my beliefs about whether it will rain or not. Consequently I(X;Y |Z) ≤ I(X;Y ), so
I(X;Y ;Z) ≥ 0.

Now consider the case where Z is a common effect, X → Z ← Y . In this case, conditioning on
Z makes X and Y dependent, due to the explaining away phenomenon (see Section 4.2.4.2). For
example, if X and Y are independent random bits, and Z is the XOR of X and Y , then observing
Z = 1 means that p(X ̸= Y |Z = 1) = 1, so X and Y are now dependent (information-theoretically,
not causally), even though they were a priori independent. Consequently I(X;Y |Z) ≥ I(X;Y ), so
I(X;Y ;Z) ≤ 0.

Finally, consider a Markov chain, X → Y → Z. We have I(X;Z|Y ) ≤ I(X;Z) and so the MMI
must be positive.

5.3.5.5 MMI and entropy

We can also write the MMI in terms of entropies. Specifically, we know that

I(X;Y ) = H (X) +H (Y )−H (X,Y ) (5.129)

and

I(X;Y |Z) = H (X,Z) +H (Y, Z)−H (Z)−H (X,Y, Z) (5.130)

Hence we can rewrite Equation (5.124) as follows:

I(X;Y ;Z) = [H (X) +H (Y ) +H (Z)]− [H (X,Y ) +H (X,Z) +H (Y,Z)] +H (X,Y, Z) (5.131)

Contrast this to Equation (5.121).
More generally, we have

I(X1, . . . , XD) = −
∑

T ⊆{1,...,D}
(−1)|T |H (T ) (5.132)

For sets of size 1, 2, and 3 this expands as follows:

I1 = H1 (5.133)
I12 = H1 +H2 −H12 (5.134)
I123 = H1 +H2 +H3 −H12 −H13 −H23 +H123 (5.135)

We can use the Möbius inversion formula to derive the following dual relationship:

H (S) = −
∑

T ⊆S
(−1)|T | I(T ) (5.136)

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



244 Chapter 5. Information theory

for sets of variables S.
Using the chain rule for entropy, we can also derive the following expression for the 3-way MMI:

I(X;Y ;Z) = H (Z)−H (Z|X)−H (Z|Y ) +H (Z|X,Y ) (5.137)

5.3.6 Variational bounds on mutual information

In this section, we discuss methods for computing upper and lower bounds on MI that use variational
approximations to the intractable distributions. This can be useful for representation learning
(Chapter 32). This approach was first suggested in [BA03]. For a more detailed overview of
variational bounds on mutual information, see Poole et al. [Poo+19b].

5.3.6.1 Upper bound

Suppose that the joint p(x,y) is intractable to evaluate, but that we can sample from p(x) and
evaluate the conditional distribution p(y|x). Furthermore, suppose we approximate p(y) by q(y).
Then we can compute an upper bound on the MI as follows:

I(x;y) = Ep(x,y)
[
log

p(y|x)q(y)
p(y)q(y)

]
(5.138)

= Ep(x,y)
[
log

p(y|x)
q(y)

]
−DKL (p(y) ∥ q(y)) (5.139)

≤ Ep(x)
[
Ep(y|x)

[
log

p(y|x)
q(y)

]]
(5.140)

= Ep(x) [DKL (p(y|x) ∥ q(y))] (5.141)

This bound is tight if q(y) = p(y).
What’s happening here is that I (Y ;X) = H (Y )−H (Y |X) and we’ve assumed we know p(y|x)

and so can estimate H (Y |X) well. While we don’t know H (Y ), we can upper bound it using some
model q(y). Our model can never do better than p(y) itself (the non-negativity of KL), so our
entropy estimate errs too large, and hence our MI estimate will be an upper bound.

5.3.6.2 BA lower bound

Suppose that the joint p(x,y) is intractable to evaluate, but that we can evaluate p(x). Furthermore,
suppose we approximate p(x|y) by q(x|y). Then we can derive the following variational lower bound
on the mutual information:

I(x;y) = Ep(x,y)
[
log

p(x|y)
p(x)

]
(5.142)

= Ep(x,y)
[
log

q(x|y)
p(x)

]
+ Ep(y) [DKL (p(x|y) ∥ q(x|y))] (5.143)

≥ Ep(x,y)
[
log

q(x|y)
p(x)

]
= Ep(x,y) [log q(x|y)] + h(x) (5.144)

where h(x) is the differential entropy of x. This is called the BA lower bound, after the authors
Barber and Agakov [BA03].
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5.3.6.3 NWJ lower bound

The BA lower bound requires a tractable normalized distribution q(x|y) that we can evaluate
pointwise. If we reparameterize this distribution in a clever way, we can generate a lower bound that
does not require a normalized distribution. Let’s write:

q(x|y) = p(x)ef(x,y)

Z(y)
(5.145)

with Z(y) = Ep(x)
[
ef(x,y)

]
the normalization constant or partition function. Plugging this into the

BA lower bound above we obtain:

Ep(x,y)
[
log

p(x)ef(x,y)

p(x)Z(y)

]
= Ep(x,y) [f(x,y)]− Ep(y) [logZ(y)] (5.146)

= Ep(x,y) [f(x,y)]− Ep(y)
[
logEp(x)

[
ef(x,y)

]]
(5.147)

≜ IDV (X;Y ). (5.148)

This is the Donsker-Varadhan lower bound [DV75].
We can construct a more tractable version of this by using the fact that the log function can be

upper bounded by a straight line using

log x ≤ x

a
+ log a− 1 (5.149)

If we set a = e, we get

I(X;Y ) ≥ Ep(x,y)[f(x,y)]− e−1Ep(y)Z(y) ≜ INWJ(X;Y ) (5.150)

This is called the NWJ lower bound (after the authors of Nguyen, Wainwright, and Jordan
[NWJ10a]), or the f-GAN KL [NCT16a], or the MINE-f score [Bel+18].

5.3.6.4 InfoNCE lower bound

If we instead explore a multi-sample extension to the DV bound above, we can generate the following
lower bound (see [Poo+19b] for the derivation):

INCE = E

[
1

K

K∑

i=1

log
ef(xi,yi)

1
K

∑K
j=1 e

f(xi,yj)

]
(5.151)

= logK − E


 1

K

K∑

i=1

log


1 +

K∑

j ̸=i
ef(xi,yj)−f(xi,yi)




 (5.152)

where the expectation is over paired samples from the joint p(X,Y ). The quantity in Equation (5.152)
is called the InfoNCE estimate, and was proposed in [OLV18a; Hen+19a]. (NCE stands for “noise
contrastive estimation”, and is discussed in Section 24.4.)

The intuition here is that mutual information is a divergence between the joint p(x,y) and the
product of the marginals, p(x)p(y). In other words, mutual information is a measurement of how
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Figure 5.8: Subset of size 16242 x 100 of the 20-newsgroups data. We only show 1000 rows, for clarity. Each
row is a document (represented as a bag-of-words bit vector), each column is a word. The red lines separate
the 4 classes, which are (in descending order) comp, rec, sci, talk (these are the titles of USENET groups).
We can see that there are subsets of words whose presence or absence is indicative of the class. The data is
available from http: // cs. nyu. edu/ ~roweis/ data. html . Generated by newsgroups_visualize.ipynb.

Figure 5.9: Part of a relevance network constructed from the 20-newsgroup data. data shown in Figure 5.8.
We show edges whose mutual information is greater than or equal to 20% of the maximum pairwise MI.
For clarity, the graph has been cropped, so we only show a subset of the nodes and edges. Generated by
relevance_network_newsgroup_demo.ipynb.

distinct sampling pairs jointly is from sampling xs and ys independently. The InfoNCE bound in
Equation (5.152) provides a lower bound on the true mutual information by attempting to train a
model to distinguish between these two situations.

Although this is a valid lower bound, we may need to use a large batch size K to estimate the
MI if the MI is large, since INCE ≤ logK. (Recently [SE20a] proposed to use a multi-label classifier,
rather than a multi-class classifier, to overcome this limitation.)

5.3.7 Relevance networks

If we have a set of related variables, we can compute a relevance network, in which we add an i− j
edge if the pairwise mutual information I (Xi;Xj) is above some threshold. In the Gaussian case,
I (Xi;Xj) = − 1

2 log(1− ρ2ij), where ρij is the correlation coefficient, and the resulting graph is called
a covariance graph (Section 4.5.5.1). However, we can also apply it to discrete random variables.

Relevance networks are quite popular in systems biology [Mar+06], where they are used to visualize
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the interaction between genes. But they can also be applied to other kinds of datasets. For example,
Figure 5.9 visualizes the MI between words in the 20-newsgroup dataset shown in Figure 5.8. The
results seem intuitively reasonable.

However, relevance networks suffer from a major problem: the graphs are usually very dense, since
most variables are dependent on most other variables, even after thresholding the MIs. For example,
suppose X1 directly influences X2 which directly influences X3 (e.g., these form components of a
signalling cascade, X1 −X2 −X3). Then X1 has non-zero MI with X3 (and vice versa), so there
will be a 1 − 3 edge as well as the 1 − 2 and 2 − 3 edges; thus the graph may be fully connected,
depending on the threshold.

A solution to this is to learn a probablistic graphical model, which represents conditional in-
dependence, rather than dependence. In the chain example, there will not be a 1 − 3 edge, since
X1 ⊥ X3|X2. Consequently graphical models are usually much sparser than relevance networks. See
Chapter 30 for details.

5.4 Data compression (source coding)

Data compression, also known as source coding, is at the heart of information theory. It is
also related to probabilistic machine learning. The reason for this is as follows: if we can model
the probability of different kinds of data samples, then we can assign short code words to the
most frequently occuring ones, reserving longer encodings for the less frequent ones. This is similar
to the situation in natural language, where common words (such as “a”, “the”, “and”) are generally
much shorter than rare words. Thus the ability to compress data requires an ability to discover
the underlying patterns, and their relative frequencies, in the data. This has led Marcus Hutter
to propose that compression be used as an objective way to measure performance towards general
purpose AI. More precisely, he is offering 50,000 Euros to anyone who can compress the first 100MB
of (English) Wikipedia better than some baseline. This is known as the Hutter prize.1

In this section, we give a brief summary of some of the key ideas in data compression. For details,
see e.g., [Mac03; CT06; YMT22].

5.4.1 Lossless compression

Discrete data, such as natural language, can always be compressed in such a way that we can uniquely
recover the original data. This is called lossless compression.

Claude Shannon proved that the expected number of bits needed to losslessly encode some data
coming from distribution p is at least H (p). This is known as the source coding theorem. Achieving
this lower bound requires coming up with good probability models, as well as good ways to design
codes based on those models. Because of the non-negativity of the KL divergence, Hce(p, q) ≥ H(p),
so if we use any model q other than the true model p to compress the data, it will take some excess
bits. The number of excess bits is exactly DKL (p ∥ q).

Common techniques for realizing lossless codes include Huffman coding, arithmetic coding, and
asymmetric numeral systems [Dud13]. The input to these algorithms is a probability distribution
over strings (which is where ML comes in). This distribution is often represented using a latent
variable model (see e.g., [TBB19; KAH19]).

1. For details, see http://prize.hutter1.net.
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5.4.2 Lossy compression and the rate-distortion tradeoff

To encode real-valued signals, such as images and sound, as a digital signal, we first have to quantize
the signal into a sequence of symbols. A simple way to do this is to use vector quantization. We can
then compress this discrete sequence of symbols using lossless coding methods. However, when we
uncompress, we lose some information. Hence this approach is called lossy compression.

In this section, we quantify this tradeoff between the size of the representation (number of symbols
we use), and the resulting error. We will use the terminology of the variational information bottleneck
discussed in Section 5.6.2 (except here we are in the unsupervised setting). In particular, we assume
we have a stochastic encoder p(z|x), a stochastic decoder d(x|z) and a prior marginal m(z).

We define the distortion of an encoder-decoder pair (as in Section 5.6.2) as follows:

D = −
∫
dx p(x)

∫
dz e(z|x) log d(x|z) (5.153)

If the decoder is a deterministic model plus Gaussian noise, d(x|z) = N (x|fd(z), σ2), and the encoder
is deterministic, e(z|x) = δ(z − fe(x)), then this becomes

D =
1

σ2
Ep(x)

[
||fd(fe(x))− x||2

]
(5.154)

This is just the expected reconstruction error that occurs if we (deterministically) encode and
then decode the data using fe and fd.

We define the rate of our model as follows:

R =

∫
dx p(x)

∫
dz e(z|x) log e(z|x)

m(z)
(5.155)

= Ep(x) [DKL (e(z|x) ∥ m(z))] (5.156)

=

∫
dx

∫
dz p(x, z) log

p(x, z)

p(x)m(z)
≥ I(x, z) (5.157)

This is just the average KL between our encoding distribution and the marginal. If we use m(z) to
design an optimal code, then the rate is the excess number of bits we need to pay to encode our data
using m(z) rather than the true aggregate posterior p(z) =

∫
dx p(x)e(z|x).

There is a fundamental tradeoff between the rate and distortion. To see why, note that a trivial
encoding scheme would set e(z|x) = δ(z − x), which simply uses x as its own best representation.
This would incur 0 distortion (and hence maximize the likelihood), but it would incur a high rate,
since each e(z|x) distribution would be unique, and far from m(z). In other words, there would be
no compression. Conversely, if e(z|x) = δ(z − 0), the encoder would ignore the input. In this case,
the rate would be 0, but the distortion would be high.

We can characterize the tradeoff more precisely using the variational lower and upper bounds on
the mutual information from Section 5.3.6. From that section, we know that

H −D ≤ I(x; z) ≤ R (5.158)

where H is the (differential) entropy

H = −
∫
dx p(x) log p(x) (5.159)
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Figure 5.10: Illustration of the rate-distortion tradeoff. See text for details. From Figure 1 of [Ale+18]. Used
with kind permission of Alex Alemi.

For discrete data, all probabilities are bounded above by 1, and hence H ≥ 0 and D ≥ 0. In addition,
the rate is always non-negative, R ≥ 0, since it is the average of a KL divergence. (This is true for
either discrete or continuous encodings z.) Consequently, we can plot the set of achievable values of
R and D as shown in Figure 5.10. This is known as a rate distortion curve.

The bottom horizontal line corresponds to the zero distortion setting, D = 0, in which we can
perfectly encode and decode our data. This can be achieved by using the trivial encoder where
e(z|x) = δ(z − x). Shannon’s source coding theorem tells us that the minimum number of bits we
need to use to encode data in this setting is the entropy of the data, so R ≥ H when D = 0. If we
use a suboptimal marginal distribution m(z) for coding, we will increase the rate without affecting
the distortion.

The left vertical line corresponds to the zero rate setting, R = 0, in which the latent code is
independent of z. In this case, the decoder d(x|z) is independent of z. However, we can still learn a
joint probability model p(x) which does not use latent variables, e.g., this could be an autoregressive
model. The minimal distortion such a model could achieve is again the entropy of the data, D ≥ H.

The black diagonal line illustrates solutions that satisfy D = H −R, where the upper and lower
bounds are tight. In practice, we cannot achieve points on the diagonal, since that requires the
bounds to be tight, and therefore assumes our models e(z|x) and d(x|z) are perfect. This is called
the “non-parametric limit”. In the finite data setting, we will always incur additional error, so the
RD plot will trace a curve which is shifted up, as shown in Figure 5.10.

We can generate different solutions along this curve by minimizing the following objective:

J = D + βR =

∫
dx p(x)

∫
dz e(z|x)

[
− log d(x|z) + β log

e(z|x)
m(z)

]
(5.160)

If we set β = 1, and define q(z|x) = e(z|x), p(x|z) = d(x|z), and p(z) = m(z), this exactly matches
the VAE objective in Section 21.2. To see this, note that the ELBO from Section 10.1.1.2 can be
written as

Ł = −(D +R) = Ep(x)
[
Ee(z|x) [log d(x|z)]− Ee(z|x)

[
log

e(z|x)
m(z)

]]
(5.161)
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which we recognize as the expected reconstruction error minus the KL term DKL (e(z|x) ∥ m(z)).
If we allow β ̸= 1, we recover the β-VAE objective discussed in Section 21.3.1. Note, however, that

the β-VAE model cannot distinguish between different solutions on the diagonal line, all of which have
β = 1. This is because all such models have the same marginal likelihood (and hence same ELBO),
although they differ radically in terms of whether they learn an interesting latent representation or
not. Thus likelihood is not a sufficient metric for comparing the quality of unsupervised representation
learning methods, as discussed in Section 21.3.1.

For further discussion on the inherent conflict between rate, distortion, and perception, see [BM19].
For techniques for evaluating rate distortion curves for models see [HCG20].

5.4.3 Bits back coding

In the previous section we penalized the rate of our code using the average KL divergence, Ep(x) [R(x)],
where

R(x) ≜
∫
dz p(z|x) log p(z|x)

m(z)
= Hce(p(z|x),m(z))−H(p(z|x)). (5.162)

The first term is the cross entropy, which is the expected number of bits we need to encode x; the
second term is the entropy, which is the minimum number of bits. Thus we are penalizing the excess
number of bits required to communicate the code to a receiver. How come we don’t have to “pay for”
the actual (total) number of bits we use, which is the cross entropy?

The reason is that we could in principle get the bits needed by the optimal code given back to
us; this is called bits back coding [HC93; FH97]. The argument goes as follows. Imagine Alice is
trying to (losslessly) communicate some data, such as an image x, to Bob. Before they went their
separate ways, both Alice and Bob decided to share their encoder p(z|x), marginal m(z) and decoder
distributions d(x|z). To communicate an image, Alice will use a two part code. First, she will
sample a code z ∼ p(z|x) from her encoder, and communicate that to Bob over a channel designed
to efficiently encode samples from the marginal m(z); this costs − log2m(z) bits. Next Alice will
use her decoder d(x|z) to compute the residual error, and losslessly send that to Bob at the cost of
− log2 d(x|z) bits. The expected total number of bits required here is what we naively expected:

Ep(z|x) [− log2 d(x|z)− log2m(z)] = D +Hce(p(z|x),m(z)). (5.163)

We see that this is the distortion plus cross entropy, not distortion plus rate. So how do we get the
bits back, to convert the cross entropy to a rate term?

The trick is that Bob actually receives more information than we suspected. Bob can use the code
z and the residual error to perfectly reconstruct x. However, Bob also knows what specific code Alice
sent, z, as well as what encoder she used, p(z|x). When Alice drew the sample code z ∼ p(z|x), she
had to use some kind of entropy source in order to generate the random sample. Suppose she did it
by picking words sequentially from a compressed copy of Moby Dick, in order to generate a stream
of random bits. On Bob’s end, he can reverse engineer all of the sampling bits, and thus recover the
compressed copy of Moby Dick! Thus Alice can use the extra randomness in the choice of z to share
more information.

While in the original formulation the bits back argument was largely theoretical, offering a thought
experiment for why we should penalize our models with the KL instead of the cross entropy, recently
several practical real world algorithms have been developed that actually achieve the bits back goal.
These include [HPHL19; AT20; TBB19; YBM20; HLA19; FHHL20].
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Figure 5.11: (a) A simple error-correcting code DPGM. xi are the sent bits, yi are the received bits. x3 is an
even parity check bit computed from x1 and x2. (b) Posterior over codewords given that y = (1, 0, 0); the
probability of a bit flip is 0.2. Generated by error_correcting_code_demo.ipynb.

5.5 Error-correcting codes (channel coding)

The idea behind error correcting codes is to add redundancy to a signal x (which is the result of
encoding the original data), such that when it is sent over to the receiver via a noisy transmission
line (such as a cell phone connection), the receiver can recover from any corruptions that might occur
to the signal. This is called channel coding.

In more detail, let x ∈ {0, 1}m be the source message, where m is called the block length. Let
y be the result of sending x over a noisy channel. This is a corrupted version of the message.
For example, each message bit may get flipped independently with probability α, in which case
p(y|x) =∏m

i=1 p(yi|xi), where p(yi|xi = 0) = [1− α, α] and p(yi|xi = 1) = [α, 1− α]. Alternatively,
we may add Gaussian noise, so p(yi|xi = b) = N (yi|µb, σ2). The receiver’s goal is to infer the true
message from the noisy observations, i.e., to compute argmaxx p(x|y).

A common way to increase the chance of being able to recover the original signal is to add parity
check bits to it before sending it. These are deterministic functions of the original signal, which
specify if the sum of the input bits is odd or even. This provides a form of redundancy, so that if
one bit is corrupted, we can still infer its value, assuming the other bits are not flipped. (This is
reasonable since we assume the bits are corrupted independently at random, so it is less likely that
multiple bits are flipped than just one bit.)

For example, suppose we have two original message bits, and we add one parity bit. This can
be modeled using a directed graphical model as shown in Figure 5.11(a). This graph encodes the
following joint probability distribution:

p(x,y) = p(x1)p(x2)p(x3|x1, x2)
3∏

i=1

p(yi|xi) (5.164)

The priors p(x1) and p(x2) are uniform. The conditional term p(x3|x1, x2) is deterministic, and
computes the parity of (x1, x2). In particular, we have p(x3 = 1|x1, x2) = 1 if the total number of 1s
in the block x1:2 is odd. The likelihood terms p(yi|xi) represent a bit flipping noisy channel model,
with noise level α = 0.2.
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Suppose we observe y = (1, 0, 0). We know that this cannot be what the sender sent, since this
violates the parity constraint (if x1 = 1 then we know x3 = 1). Instead, the 3 posterior modes for x
are 000 (first bit was flipped), 110 (second bit was flipped), and 101 (third bit was flipped). The
only other configuration with non-zero support in the posterior is 011, which corresponds to the
much less likely hypothesis that three bits were flipped (see Figure 5.11(b)). All other hypotheses
(001, 010, and 100) are inconsistent with the deterministic method used to create codewords. (See
Section 9.3.3.2 for further discussion of this point.)

In practice, we use more complex coding schemes that are more efficient, in the sense that they
add less redundant bits to the message, but still guarantee that errors can be corrected. For details,
see Section 9.4.8.

5.6 The information bottleneck

In this section, we discuss discriminative models p(y|x) that use a stochastic bottleneck between the
input x and the output y to prevent overfitting, and improve robustness and calibration.

5.6.1 Vanilla IB

We say that z is a representation of x if z is a (possibly stochastic) function of x, and hence can
be described by the conditional p(z|x). We say that a representation z of x is sufficient for task y
if y ⊥ x|z, or equivalently, if I(z;y) = I(x;y), i.e., H (y|z) = H (y|x). We say that a representation
is a minimal sufficient statistic if z is sufficient and there is no other z with smaller I(z;x) value.
Thus we would like to find a representation z that maximizes I(z;y) while minimizing I(z;x). That
is, we would like to optimize the following objective:

minβ I(z;x)− I(z;y) (5.165)

where β ≥ 0, and we optimize wrt the distributions p(z|x) and p(y|z). This is called the information
bottleneck principle [TPB99]. This generalizes the concept of minimal sufficient statistic to take
into account that there is a tradeoff between sufficiency and minimality, which is captured by the
Lagrange multiplier β > 0.

This principle is illustrated in Figure 5.12. We assume Z is a function of X, but is independent
of Y , i.e., we assume the graphical model Z ← X ↔ Y . This corresponds to the following joint
distribution:

p(x,y, z) = p(z|x)p(y|x)p(x) (5.166)

Thus Z can capture any amount of information about X that it wants, but cannot contain information
that is unique to Y , as illustrated in Figure 5.12a. The optimal representation only captures
information about X that is useful for Y ; to prevent us “wasting capacity” and fitting irrelevant
details of the input, Z should also minimize information about X, as shown in Figure 5.12b.

If all the random variables are discrete, and z = e(x) is a deterministic function of x, then the
algorithm of [TPB99] can be used to minimize the IB objective in Section 5.6. The objective can
also be solved analytically if all variables are jointly Gaussian [Che+05] (the resulting method can be
viewed as a form of supervised PCA). But in general, it is intractable to solve this problem exactly.
We discuss a tractable approximation in Section 5.6.2. (More details can be found in e.g., [SZ22].)
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(a) (b)

Figure 5.12: Information diagrams for information bottleneck. (a) Z can contain any amount of information
about X (whether it useful for predicting Y or not), but it cannot contain information about Y that is not
shared with X. (b) The optimal representation for Z maximizes I(Z, Y ) and minimizes I(Z,X). Used with
kind permission of Katie Everett.

5.6.2 Variational IB

In this section, we derive a variational upper bound on Equation (5.165), leveraging ideas from
Section 5.3.6. This is called the variational IB or VIB method [Ale+16]. The key trick will be to
use the non-negativity of the KL divergence to write
∫
dx p(x) log p(x) ≥

∫
dx p(x) log q(x) (5.167)

for any distribution q. (Note that both p and q may be conditioned on other variables.)
To explain the method in more detail, let us define the following notation. Let e(z|x) = p(z|x)

represent the encoder, b(z|y) ≈ p(z|y) represent the backwards encoder, d(y|z) ≈ p(y|z) represent
the classifier (decoder), and m(z) ≈ p(z) represent the marginal. (Note that we get to choose
p(z|x), but the other distributions are derived by approximations of the corresponding marginals
and conditionals of the exact joint p(x,y, z).) Also, let ⟨·⟩ represent expectations wrt the relevant
terms from the p(x,y, z) joint.

With this notation, we can derive a lower bound on I(z;y) as follows:

I(z;y) =
∫
dydz p(y, z) log

p(y, z)

p(y)p(z)
(5.168)

=

∫
dydz p(y, z) log p(y|z)−

∫
dydz p(y, z) log p(y) (5.169)

=

∫
dydz p(z)p(y|z) log p(y|z)− const (5.170)

≥
∫
dydz p(y, z) log d(y|z) (5.171)

= ⟨log d(y|z)⟩ (5.172)

where we exploited the fact that H (p(y)) is a constant that is independent of our representation.
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Note that we can approximate the expections by sampling from

p(y, z) =

∫
dx p(x)p(y|x)p(z|x) =

∫
dx p(x,y)e(z|x) (5.173)

This is just the empirical distribution “pushed through” the encoder.
Similarly, we can derive an upper bound on I(z;x) as follows:

I(z;x) =
∫
dzdx p(x, z) log

p(z,x)

p(x)p(z)
(5.174)

=

∫
dzdx p(x, z) log p(z|x)−

∫
dz p(z) log p(z) (5.175)

≤
∫
dzdx p(x, z) log p(z|x)−

∫
dz p(z) logm(z) (5.176)

=

∫
dzdx p(x, z) log

e(z|x)
m(z)

(5.177)

= ⟨log e(z|x)⟩ − ⟨logm(z)⟩ (5.178)

Note that we can approximate the expectations by sampling from p(x, z) = p(x)p(z|x).
Putting it altogether, we get the following upper bound on the IB objective:

β I(x; z)− I(z;y) ≤ β (⟨log e(z|x)⟩ − ⟨logm(z)⟩)− ⟨log d(y|z)⟩ (5.179)

Thus the VIB objective is

LVIB = β
(
EpD(x)e(z|x) [log e(z|x)− logm(z)]

)
− EpD(x)e(z|x)d(y|z) [log d(y|z)] (5.180)

= −EpD(x)e(z|x)d(y|z) [log d(y|z)] + βEpD(x) [DKL (e(z|x) ∥ m(z))] (5.181)

We can now take stochastic gradients of this objective and minimize it (wrt the parameters of the
encoder, decoder, and marginal) using SGD. (We assume the distributions are reparameterizable,
as discussed in Section 6.3.5.) For the encoder e(z|x), we often use a conditional Gaussian, and
for the decoder d(y|z), we often use a softmax classifier. For the marginal, m(z), we should use
a flexible model, such as a mixture of Gaussians, since it needs to approximate the aggregated
posterior p(z) =

∫
dzp(x)e(z|x), which is a mixture of N Gaussians (assuming p(x) is an empirical

distribution with N samples, and e(z|x) is a Gaussian).
We illustrate this in Figure 5.13, where we fit the an MLP model to MNIST. We use a 2d bottleneck

layer before passing to the softmax. In panel a, we show the embedding learned by a determinisic
encoder. We see that each image gets mapped to a point, and there is little overlap between classes,
or between instances. In panels b-c, we show the embedding learned by a stochastic encoder. Each
image gets mapped to a Gaussian distribution, we show the mean and the covariance separately. The
classes are still well separated, but individual instances of a class are no longer distinguishable, since
such information is not relevant for prediction purposes.

5.6.3 Conditional entropy bottleneck

The IB tries to maximize I(Z;Y ) while minimizing I(Z;X). We can write this objective as

min I(x; z)− λ I(y; z) (5.182)
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Figure 5.13: 2d embeddings of MNIST digits created by an MLP classifier. (a) Deterministic model. (b-c)
VIB model, means and covariances. Generated by vib_demo.ipynb. Used with kind permission of Alex Alemi.

Figure 5.14: Conditional entropy bottleneck (CEB) chooses a representation Z that maximizes I(Z, Y ) and
minimizes I(X,Z|Y ). Used with kind permission of Katie Everett.

for λ ≥ 0. However, we see from the information diagram in Figure 5.12b that I(Z;X) contains some
information that is relevant to Y . A sensible alternative objective is to minimizes the residual mutual
information, I(X;Z|Y ). This gives rise to the following objective:

min I(x; z|y)− λ′ I(y; z) (5.183)

for λ′ ≥ 0. This is known as the conditional entropy bottleck or CEB [Fis20]. See Figure 5.14
for an illustration.

Since I(x; z|y) = I(x; z)−I(y; z), we see that the CEB is equivalent to standard IB with λ′ = λ+1.
However, it is easier to upper bound I(x; z|y) than I(x; z), since we are conditioning on y, which

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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provides information about z. In particular, by leveraging p(z|x, y) = p(z|x) we have

I(x; z|y) = I(x; z)− I(y; z) (5.184)
= H(z)−H(z|x)− [H(z)−H(z|y)] (5.185)
= −H(z|x) +H(z|y) (5.186)

=

∫
dzdx p(x, z) log p(z|x)−

∫
dzdy p(z,y) log p(z|y) (5.187)

≤
∫
dzdx p(x, z) log e(z|x)−

∫
dzdy p(z,y) log b(z|y) (5.188)

= ⟨log e(z|x)⟩ − ⟨log b(z|y)⟩ (5.189)

Putting it altogether, we get the final CEB objective:

minβ (⟨log e(z|x)⟩ − ⟨log b(z|y)⟩)− ⟨log d(y|z)⟩ (5.190)

Note that it is generally easier to learn the conditional backwards encoder b(z|y) than the
unconditional marginal m(z). Also, we know that the tightest upper bound occurs when I(x; z|y) =
I(x; z)− I(y; z) = 0. The corresponding value of β corresponds to an optimal representation. By
contrast, it is not clear how to measure distance from optimality when using IB.

5.7 Algorithmic information theory

The theory of information we have discussed so far is based on the properties of the underlying
stochastic distribution that is assumed to have generated the observed data. However, in many
ways it does not capture the intuitive notion of “information” that most people have. For example,
consider a sequence of n bits generated independently from a uniform Bernoulli distribution. This
distribution has maximum entropy per element of H2(0.5) = 1, so the coding length of a sequence of
length n is − log2 p(D|θ) = −

∑n
i=1 log2 Ber(xi|θ = 0.5) = n. However, intuitively, such a sequence

does not contain very much information at all.
There is an alternative approach to quantifying the degree of information in a given sequence (as

opposed to the information content of a stochastic model), known as algorithmic information
theory. The roots of this were developed independently by several authors [Sol64; Kol65; Cha66;
Cha69]. We give a brief summary below. For more details, see e.g., [Hut07; GV08; LV19].

5.7.1 Kolmogorov complexity

The key concept in algorithmic information theory is the Kolmogorov complexity of a bit string
x = x1:n, which is defined as the length of the shortest program p which, when fed as input to
a universal Turing machine U , generates the string x: K(x) = minp∈B∗ [ℓ(p) : U(p) = x],
where B∗ is the set of arbitrarily long bit strings, and ℓ(p) is the length of the program. (This
definition of complexity can be extended from bit strings x to functions f , but the details are
rather complicated.) It can be shown that the Kolmogorov complexity has many properties that are
analogous to Shannon entropy. For example, if we ignore additive constants for simplicity, one can
show that K(x|y) ≤ K(x) ≤ K(x,y), which is is analogous to H(X|Y ) ≤ H(X) ≤ H(X,Y ).
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Unfortunately, Kolmogorov complexity is not a computable function. However, it is possible
to add a (logarithmic) time complexity term to the Kolmogorov complexity term, resulting in
Levin complexity [Lev73], which can be computed. The Levin complexity is defined as L(x) =
minp∈B∗ [ℓ(p) + log(time(p)) : U(p) = x]. where time(p) is the running time of p. This can be
computed by running all programs in a time-sliced fashion (allocating time 2−ℓ(p) to program
p), until the first one halts; this is called Levin search or universal search, and takes time
time(LS(x)) = 2L(x).

Although Levin complexity is computable, it is still inefficient to compute (although some progress
has been made [Sch03]). However, we can also make parametric approximations that enable more
efficient upper bounds to K(x). For example, suppose q is some distribution over bit strings. One can
show that K(x) ≤ − log q(x) +K(q), where K(q) is the K-complexity of the distribution (function)
q. If q is a parametric model, we can approximate K(q) by the coding length of q’s parameters; this
is equivalent to the MDL objective, discussed in Section 3.8.7.1.

We can use Kolmogorov complexity to give a formal definition of randomness of an individual
sequence (or data set), without needing the concept of random variables or communication channels.
In particular, we say a string x is compressible if its shortest description is shorter than the string
itself (i.e., if K(x) < ℓ(x) = n); otherwise we say the string is algorithmically random. (This
is called Martin-Löf randomness [ML66] to distinguish it from other notions of randomness.)
For example, x = (10101010 · · · ) is easily seen to be compressible, since it is just repetitions of the
pattern 10; the string x = (11001001 · · · ) is also compressible (although less so), since it is the binary
expansion of π2; however, x = (10110110 · · · ) is “truly random”, since it was derived from quantum
fluctuations in the vacuum (see [HQC24, Sec 2.7.1]).

Besides its theoretical interest, the above “individual sequence” approach to information theory
forms the foundation of (amongst other things) the celebrated Lempel Ziv losssless data compression
scheme [ZL77], which forms the basis of zip encoding. (See [Mer24] for further details.) This in turn
can be used to implement a universal similarity metric [Li+04]

d(x,y) =
max[K(x|y),K(y|x)]
max[K(x),K(y)]

(5.191)

where the terms such as K(x) can be approximated by the coding cost of some universal compressor
such as LZ; this gives rise to the normalized compression distance [CV05]. Recently [Jia+23]
showed that NCD, combined with K-nearest neighbors, can outperform the BERT language model
at the task of text classification in the “low-resource” setting (although bag-of-word classifiers also do
well in this setting, and are faster [Opi23]).

5.7.2 Solomonoff induction

Now consider the (online) prediction problem. Suppose we have observed x1:t drawn from some
unknown distribution µ(x1:t); we want to approximate µ with some model ν, so we can predict the
future using ν(xt+1|x1:t). This is called the problem of induction. We assume ν ∈M, whereM is

2. See https://oeis.org/A004601 for the binary expansion of π. Note that the length of the program to generate π
depends on the programming language which we use. For example, if the language supports integration as a primitive,
the program can be expressed concisely as π = 4

∫ 1
0

√
1− x2dx. More elementary Turing machines will require longer

programs. However, the extra program length corresponds to an additive constant term, which becomes negligible in
the limit that n→ ∞.
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a countable set of models (distributions). Let wν be the prior probability of model ν. In the approach
known as Solomonoff induction [Sol64], we assume M is the set of all computable functions, and
we define the prior to be wν = 2−K(ν). This is a “universal prior”, since it can model any computable
distribution µ. Furthermore, the particular weighting term is motivated by Occam’s razor, which
says we should prefer the simplest model that explains the data.

Given this prior (or in fact any other prior), we can compute the prior predictive distribution over
sequences using the following Bayesian mixture model:

ξ(x1:t) =
∑

ν∈M
wνν(x1:t) (5.192)

From this, we can compute the posterior predictive distribution at step t as follows:

ξ(xt|x<t) =
ξ(x1:t)

ξ(x<t)
=

∑
ν∈M wνν(x1:t)

ξ(x<t)
=
∑

ν∈M
wν

ν(x1:t)

ξ(x<t)
(5.193)

=
∑

ν∈M
wν

ν(x<t)

ξ(x<t)
ν(xt|x<t) =

∑

ν∈M
w(ν|x<t)ν(xt|x<t) (5.194)

where in the last line we exploited the fact that the posterior weight over each model is given by

w(ν|x1:t) = p(ν|x1:t) =
p(ν)p(x1:t|ν)

p(x1:t)
=
wνν(x1:t)

ξ(x1:t)
(5.195)

Now consider comparing the accuracy of this predictive distribution to the truth at each step t. We
will use the squared error

st(x<t) =
∑

xt∈X
(µ(xt|x<t)− ξ(xt|x<t))2 (5.196)

Consider the expected total error up to time n:

Sn =

n∑

t=1

∑

x<t∈X t−1

µ(x<t)st(x<t) (5.197)

In [Sol78], Solomonoff proved the following remarkable bound on the total error (in the limit) of his
predictor:

S∞ ≤ ln(w−1µ ) = K(µ) ln 2 (5.198)

This shows that the total error is bounded by the complexity of the environment that generated the
data. Thus simple environments are easy to learn (in a sample complexity sense), so predictions of
an optimal predictor rapidly approach the truth.

We can also consider the setting in which we assume the data is generated from some unknown
deterministic program p. This must satisfy U(p) = x∗, where x∗ is the infinite extension of the
observed prefix x = x1:t. Suppose we define the prior over programs to be Pr(p) = 2−ℓ(p). Then the
prior predictive distribution over sequences is given by the following [Sol64]:

M(x) =
∑

p:U(p)=x∗
2−ℓ(p) (5.199)
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Remarkably, one can show (see e.g., [WSH13]) that M(x) = ξ(x). From this, we can then compute the
posterior predictive distribution M(xt|x<t) =M(x1:t)/M(x<t). Since this is a convex combination
of deterministic distributions, it can also be used to model stochastic environments.

Since Solomonoff induction relies on Kolmogorov complexity to define its prior, it is uncomputable.
However, it is possible to approximate this scheme in various ways. For example recently [GM+24]
showed that it is possible to use meta learning (see Section 19.6.4) to train a generic sequence
predictor, such as a transformer or LSTM, on data generated by random Turing machines, so that
the transformer learns to approximate a universal predictor.

5.7.3 AIXI and universal AGI

In [Hut05], Marcus Hutter extended Solomonoff induction to the case of an online decision making
agent, which needs to take actions to maximize expected future rewards in an unknown environment
(c.f., reinforcement learning, discussed in Chapter 35). If we use the receeding horizon control strategy
(see Section 35.4.1), the optimal action at each step is the one that maximizes the posterior expected
reward-to-go (out to some horizon m steps into the future). If we assume the agent represents the
unknown environment as a program p ∈M, and uses the Solomonoff prior, then the optimal policy
is given by the following expectimax formula:

at = argmax
at

∑

ot,rt

· · ·max
am

∑

om,rm

[rt + · · ·+ rm]
∑

p:U(p,a1:m)=(o1r1···omrm)

2−ℓ(p) (5.200)

where U is a Universal Turing Machine. This agent is known as AIXI, where “AI” stands for
“Artificial Intelligence” and “XI” referring to the Greek letter ξ used in Solomonoff induction. Of
course, the AIXI agent is intractable to compute, but various approximations can be devised. For
example, we can approximate the expectimax with MCTS (see Section 35.4.1.2). Alternatively, we
can learn a policy (to avoid searching over action sequences) using TD-learning (Section 35.2.2); the
weighting term in the policy mixture requires that the agent predict its own future actions, so this
approach is known as self-AIXI [Cat+23].

The AIXI agent has been called the “most intelligent general-purpose agent possible” [HQC24], and
can be viewed as the theoretical foundation of (universal) artificial general intelligence or AGI.
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6 Optimization

6.1 Introduction

In this chapter, we consider solving optimization problems of various forms. Abstractly these can
all be written as

θ∗ ∈ argmin
θ∈Θ

L(θ) (6.1)

where L : Θ→ R is the objective or loss function, and Θ is the parameter space we are optimizing
over. However, this abstraction hides many details, such as whether the problem is constrained
or unconstrained, discrete or continuous, convex or non-convex, etc. In the prequel to this book,
[Mur22], we discussed some simple optimization algorithms for some common problems that arise in
machine learning. In this chapter, we discuss some more advanced methods. For more details on
optimization, please consult some of the many excellent textbooks, such as [KW19b; BV04; NW06;
Ber15; Ber16] as well as various review articles, such as [BCN18; Sun+19b; PPS18; Pey20].

6.2 Automatic differentiation

This section is written by Roy Frostig.

This section is concerned with computing (partial) derivatives of complicated functions in an automatic
manner. By “complicated” we mean those expressed as a composition of an arbitrary number of more
basic operations, such as in deep neural networks. This task is known as automatic differentiation
(AD), or autodiff. AD is an essential component in optimization and deep learning, and is also used
in several other fields across science and engineering. See e.g., Baydin et al. [Bay+15] for a review
focused on machine learning and Griewank and Walther [GW08] for a classical textbook.

6.2.1 Differentiation in functional form

Before covering automatic differentiation, it is useful to review the mathematics of differentiation.
We will use a particular functional notation for partial derivatives, rather than the typical one used
throughout much of this book. We will refer to the latter as the named variable notation for the
moment. Named variable notation relies on associating function arguments with names. For instance,
given a function f : R2 → R, the partial derivative of f with respect to its first scalar argument, at a
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point a = (a1, a2), might be written:

∂f

∂x1

∣∣∣∣
x=a

(6.2)

This notation is not entirely self-contained. It refers to a name x = (x1, x2), implicit or inferred from
context, suggesting the argument of f . An alternative expression is:

∂

∂a1
f(a1, a2) (6.3)

where now a1 serves both as an argument name (or a symbol in an expression) and as a particular
evaluation point. Tracking names can become an increasingly complicated endeavor as we compose
many functions together, each possibly taking several arguments.

A functional notation instead defines derivatives as operators on functions. If a function has
multiple arguments, they are identified by position rather than by name, alleviating the need for
auxiliary variable definitions. Some of the following definitions draw on those in Spivak’s Calculus
on Manifolds [Spi71] and in Sussman and Wisdom’s Functional Differential Geometry [SW13], and
generally appear more regularly in accounts of differential calculus and geometry. These texts are
recommended for a more formal treatment, and a more mathematically general view, of the material
briefly covered in this section.

Beside notation, we will rely on some basic multivariable calculus concepts. This includes the
notion of (partial) derivatives, the differential or Jacobian of a function at a point, its role as a linear
approximation local to the point, and various properties of linear maps, matrices, and transposition.
We will focus on a finite-dimensional setting and write {e1, . . . , en} for the standard basis in Rn.

Linear and multilinear functions. We use F : Rn ⊸ Rm to denote a function F : Rn → Rm
that is linear, and by F [x] its application to x ∈ Rn. Recall that such a linear map corresponds
to a matrix in Rm×n whose columns are F [e1], . . . , F [en]; both interpretations will prove useful.
Conveniently, function composition and matrix multiplication expressions look similar: to compose
two linear maps F and G we can write F ◦G or, barely abusing notation, consider the matrix FG.
Every linear map F : Rn ⊸ Rm has a transpose F : Rm ⊸ Rn, which is another linear map identified
with transposing the corresponding matrix.

Repeatedly using the linear arrow symbol, we can denote by:

T : Rn ⊸ · · ·⊸ Rn︸ ︷︷ ︸
k times

⊸ Rm (6.4)

a multilinear, or more specifically k-linear, map:

T : Rn × · · · × Rn︸ ︷︷ ︸
k times

→ Rm (6.5)

which corresponds to an array (or tensor) in Rm×n×···×n. We denote by T [x1, . . . ,xk] ∈ Rm the
application of such a k-linear map to vectors x1, . . . ,xk ∈ Rn.
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The derivative operator. For an open set U ⊂ Rn and a differentiable function f : U → Rm,
denote its derivative function:

∂f : U → (Rn ⊸ Rm) (6.6)

or equivalently ∂f : U → Rm×n. This function maps a point x ∈ U to the Jacobian of all partial
derivatives evaluated at x. The symbol ∂ itself denotes the derivative operator, a function mapping
functions to their derivative functions. When m = 1, the map ∂f(x) recovers the standard gradient
∇f(x) at any x ∈ U , by considering the matrix view of the former. Indeed, the nabla symbol ∇
is sometimes described as an operator as well, such that ∇f is a function. When n = m = 1, the
Jacobian is scalar-valued, and ∂f is the familiar derivative f ′.

In the expression ∂f(x)[v], we will sometimes refer to the argument x as the linearization point
for the Jacobian, and to v as the perturbation. We call the map:

(x,v) 7→ ∂f(x)[v] (6.7)

over linearization points x ∈ U and input perturbations v ∈ Rn the Jacobian-vector product
(JVP). We similarly call its transpose:

(x,u) 7→ ∂f(x)T[u] (6.8)

over linearization points x ∈ U and output perturbations u ∈ Rm the vector-Jacobian product
(VJP).

Thinking about maps instead of matrices can help us define higher-order derivatives recursively, as
we proceed to do below. It separately suggests how the action of a Jacobian is commonly written
in code. When we consider writing ∂f(x) in a program for a fixed x, we often implement it as
a function that carries out multiplication by the Jacobian matrix, i.e., v 7→ ∂f(x)[v], instead of
explicitly representing it as a matrix of numbers in memory. Going a step further, for that matter,
we often implement ∂f as an entire JVP at once, i.e., over any linearization point x and perturbation
v. As a toy example with scalars, consider the cosine:

(x, v) 7→ ∂ cos(x)v = −v sin(x) (6.9)

If we express this at once in code, we can, say, avoid computing sin(x) whenever v = 0.1

Higher-order derivatives. Suppose the function f above remains arbitrarily differentiable over
its domain U ⊂ Rn. To take another derivative, we write:

∂2f : U → (Rn ⊸ Rn ⊸ Rm) (6.10)

where ∂2f(x) is a bilinear map representing all second-order partial derivatives. In named variable
notation, one might write ∂f(x)

∂xi∂xj
to refer to ∂2f(x)[ei, ej ], for example.

1. This example ignores that such an optimization might be done (best) by a compiler. Then again, for more complex
examples, implementing (x,v) 7→ ∂f(x)[v] as a single subroutine can help guide compiler optimizations all the same.
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The second derivative function ∂2f can be treated coherently as the outcome of applying the
derivative operator twice. That is, it makes sense to say that ∂2 = ∂ ◦ ∂. This observation extends
recursively to cover arbitrary higher-order derivatives. For k ≥ 1:

∂kf : U → (Rn ⊸ . . .⊸ Rn︸ ︷︷ ︸
k times

⊸ Rm) (6.11)

is such that ∂kf(x) is a k-linear map.
With m = 1, the map ∂2f(x) corresponds to the Hessian matrix at any x ∈ U . Although Jacobians

and Hessians suffice to make sense of many machine learning techniques, arbitrary higher-order
derivatives are not hard to come by either (e.g., [Kel+20]). As an example, they appear when writing
down something as basic as a function’s Taylor series approximation, which we can express with our
derivative operator as:

f(x+ v) ≈ f(x) + ∂f(x)[v] +
1

2!
∂2f(x)[v,v] + · · ·+ 1

k!
∂kf(x)[v, . . . ,v] (6.12)

Multiple inputs. Now consider a function of two arguments:

g : U × V → Rm . (6.13)

where U ⊂ Rn1 and V ⊂ Rn2 . For our purposes, a product domain like U × V mainly serves to
suggest a convenient partitioning of a function’s input components. It is isomorphic to a subset of
Rn1+n2 , corresponding to a single-input function. The latter tells us how the derivative functions of
g ought to look, based on previous definitions, and we will swap between the two views with little
warning. Multiple inputs tend to arise in the context of computational circuits and programs: many
functions in code are written to accept multiple arguments, and many basic operations (such as +)
do the same.

With multiple inputs, we can denote by ∂ig the derivative function with respect to the i’th
argument:

∂1g : Rn1 × Rn2 → (Rn1 ⊸ Rm) , and (6.14)
∂2g : Rn1 × Rn2 → (Rn2 ⊸ Rm) . (6.15)

Under the matrix view, the function ∂1g maps a pair of points x ∈ Rn1 and y ∈ Rn2 to the matrix
of all partial derivatives of g with respect to its first argument, evaluated at (x,y). We take ∂g with
no subscript to simply mean the concatenation of ∂1g and ∂2g:

∂g : Rn1 × Rn2 → (Rn1 × Rn2 ⊸ Rm) (6.16)

where, for every linearization point (x,y) ∈ U × V and perturbations ẋ ∈ Rn1 , ẏ ∈ Rn2 :

∂g(x,y)[ẋ, ẏ] = ∂1g(x,y)[ẋ] + ∂2g(x,y)[ẏ] . (6.17)

Alternatively, taking the matrix view:

∂g(x,y) =
(
∂1g(x,y) ∂2g(x,y)

)
. (6.18)
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This convention will simplify our chain rule statement below. When n1 = n2 = m = 1, both
sub-matrices are scalar, and ∂g1(x, y) recovers the partial derivative that might otherwise be written
in named variable notation as:

∂

∂x
g(x, y) . (6.19)

However, the expression ∂g1 bears a meaning on its own (as a function) whereas the expression ∂g
∂x

may be ambiguous without further context. Again composing operators lets us write higher-order
derivatives. For instance, ∂2∂1g(x,y) ∈ Rm×n1×n2 , and if m = 1, the Hessian of g at (x,y) is:

(
∂1∂1g(x,y) ∂1∂2g(x,y)
∂2∂1g(x,y) ∂2∂2g(x,y)

)
. (6.20)

Composition and fan-out. If f = g ◦ h for some h : Rn → Rp and g : Rp → Rm, then the chain
rule of calculus observes that:

∂f(x) = ∂g(h(x)) ◦ ∂h(x) for all x ∈ Rn (6.21)

How does this interact with our notation for multi-argument functions? For one, it can lead us to
consider expressions with fan-out, where several sub-expressions are functions of the same input.
For instance, assume two functions a : Rn → Rm1 and b : Rn → Rm2 , and that:

f(x) = g(a(x), b(x)) (6.22)

for some function g. Abbreviating h(x) = (a(x), b(x)) so that f(x) = g(h(x)), Equations (6.16)
and (6.21) tell us that:

∂f(x) = ∂g(h(x)) ◦ ∂h(x) (6.23)
= ∂1g(a(x), b(x)) ◦ ∂a(x) + ∂2g(a(x), b(x)) ◦ ∂b(x) (6.24)

Note that + is meant pointwise here. It also follows from the above that if instead:

f(x,y) = g(a(x), b(y)) (6.25)

in other words, if we write multiple arguments but exhibit no fan-out, then:

∂1f(x,y) = ∂1g(a(x), b(y)) ◦ ∂a(x) , and (6.26)
∂2f(x,y) = ∂2g(a(x), b(y)) ◦ ∂b(y) (6.27)

Composition and fan-out rules for derivatives are what let us break down a complex derivative
calculation into simpler ones. This is what automatic differentiation techniques rely on when
processing the sort of elaborate numerical computations that turn up in modern machine learning
and numerical programming.
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6.2.2 Differentiating chains, circuits, and programs

The purpose of automatic differentiation is to compute derivatives of arbitrary functions provided as
input. Given a function f : U ⊂ Rn → Rm and a linearization point x ∈ U , AD computes either:

• the JVP ∂f(x)[v] for an input perturbation v ∈ Rn, or

• the VJP ∂f(x)T[u] for an output perturbation u ∈ Rm.

In other words, JVPs and VJPs capture the two essential tasks of AD.2
Deciding what functions f to handle as input, and how to represent them, is perhaps the most

load-bearing aspect of this setup. Over what language of functions should we operate? By a language,
we mean some formal way of describing functions by composing a set of basic primitive operations. For
primitives, we can think of various differentiable array operations (elementwise arithmetic, reductions,
contractions, indexing and slicing, concatenation, etc.), but we will largely consider primitives and
their derivatives as a given, and focus on how elaborately we can compose them. AD becomes
increasingly challenging with increasingly expressive languages. Considering this, we introduce it in
stages.

6.2.2.1 Chain compositions and the chain rule

To start, take only functions that are chain compositions of basic operations. Chains are a
convenient class of function representations because derivatives decompose along the same structure
according to the aptly-named chain rule.

As a toy example, consider f : Rn → Rm composed of three operations in sequence:

f = c ◦ b ◦ a (6.28)

By the chain rule, its derivatives are given by

∂f(x) = ∂c(b(a(x))) ◦ ∂b(a(x)) ◦ ∂a(x) (6.29)

Now consider the JVP against an input perturbation v ∈ Rn:

∂f(x)[v] = ∂c(b(a(x))) [∂b(a(x)) [∂a(x)[v]]] (6.30)

This expression’s bracketing highlights a right-to-left evaluation order that corresponds to forward-
mode automatic differentiation. Namely, to carry out this JVP, it makes sense to compute
prefixes of the original chain:

x, a(x), b(a(x)) (6.31)

alongside the partial JVPs, because each is then immediately used as a subsequent linearization
point, respectively:

∂a(x), ∂b(a(x)), ∂c(b(a(x))) (6.32)

Extending this idea to arbitrary chain compositions gives Algorithm 6.1.

2. Materalizing the Jacobian as a numerical array, as is commonly required in an optimization context, is a special
case of computing a JVP or VJP against the standard basis vectors in Rn or Rm respectively.
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Algorithm 6.1: Forward-mode automatic differentiation (JVP) on chains
1 input: f : Rn → Rm as a chain composition f = fT ◦ · · · ◦ f1
2 input: linearization point x ∈ Rn and input perturbation v ∈ Rn
3 x0,v0 := x,v
4 for t := 1, . . . , T do
5 xt := ft(xt−1)
6 vt := ∂ft(xt−1)[vt−1]

7 output: xT , equal to f(x)
8 output: vT , equal to ∂f(x)[v]

By contrast, we can transpose Equation (6.29) to consider a VJP against an output perturbation
u ∈ Rm:

∂f(x)T[u] = ∂a(x)T
[
∂b(a(x))T

[
∂c(b(a(x)))T[u]

]]
(6.33)

Transposition reverses the Jacobian maps relative to their order in Equation (6.29), and now the
bracketed evaluation corresponds to reverse-mode automatic differentiation. To carry out this
VJP, we can compute the original chain prefixes x, a(x), and b(a(x)) first, and then read them in
reverse as successive linearization points:

∂c(b(a(x)))
T
, ∂b(a(x))

T
, ∂a(x)

T (6.34)

Extending this idea to arbitrary chain compositions gives Algorithm 6.2.

Algorithm 6.2: Reverse-mode automatic differentiation (VJP) on chains
1 input: f : Rn → Rm as a chain composition f = fT ◦ · · · ◦ f1
2 input: linearization point x ∈ Rn and output perturbation u ∈ Rm
3 x0 := x
4 for t := 1, . . . , T do
5 xt := ft(xt−1)

6 uT := u
7 for t := T, . . . , 1 do
8 ut−1 := ∂ft(xt−1)T[ut]

9 output: xT , equal to f(x)
10 output: u0, equal to ∂f(x)T[u]

Although chain compositions impose a very specific structure, they already capture some deep
neural network models, such as multi-layer perceptrons (provided matrix multiplication is a primitive
operation), as covered in this book’s prequel [Mur22, Ch.13].

Reverse-mode AD is faster than forward-mode when the output is scalar valued (as often arises
in deep learning, where the output is a loss function). However, reverse-mode AD stores all chain
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Figure 6.1: A circuit for a function f over three primitives, and its decomposition into two circuits without
fan-out. Input nodes are drawn in green.

prefixes before its backwards traversal, so it consumes more memory than forward-mode. There
are ways to combat this memory requirement in special-case scenarios, such as when the chained
operations are each reversible [MDA15; Gom+17; KKL20]. One can also trade off memory for
computation by discarding some prefixes and re-computing them as needed.

6.2.2.2 From chains to circuits

When primitives can accept multiple inputs, we can naturally extend chains to circuits — directed
acyclic graphs over primitive operations, sometimes also called computation graphs. To set up for
this section, we will distinguish between (1) input nodes of a circuit, which symbolize a function’s
arguments, and (2) primitive nodes, each of which is labeled by a primitive operation. We assume
that input nodes have no incoming edges and (without loss of generality) exactly one outgoing edge
each, and that the graph has exactly one sink node. The overall function of the circuit is composition
of operations from the input nodes to the sink, where the output of each operation is input to others
according to its outgoing edges.

What made AD work in Section 6.2.2.1 is the fact that derivatives decompose along chains thanks
to the aptly-named chain rule. When moving from chains to directed acyclic graphs, do we need
some sort of “graph rule” in order to decompose our calculation along the circuit’s structure? Circuits
introduce two new features: fan-in and fan-out. In graphical terms, fan-in simply refers to multiple
edges incoming to a node, and fan-out refers to multiple edges outgoing.

What do these mean in functional terms? Fan-in happens when a primitive operation accepts
multiple arguments. We observed in Section 6.2.1 that multiple arguments can be treated as one, and
how the chain rule then applies. Fan-out requires slightly more care, specifically for reverse-mode
differentiation.

The gist of an answer can be illustrated with a small example. Consider the circuit in Figure 6.1a.
The operation a precedes b and c topologically, with an outgoing edge to each of both. We can cut a
away from {b, c} to produce two new circuits, shown in Figure 6.1b. The first corresponds to a and
the second corresponds to the remaining computation, given by:

f{b,c}(x1,x2) = c(x1, b(x2)) . (6.35)
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We can recover the complete function f from a and f{b,c} with the help of a function dup given by:

dup(x) = (x,x) ≡
(
I
I

)
x (6.36)

so that f can be written as a chain composition:

f = f{b,c} ◦ dup ◦ a . (6.37)

The circuit for f{b,c} contains no fan-out, and composition rules such as Equation (6.25) tell us its
derivatives in terms of b, c, and their derivatives, all via the chain rule. Meanwhile, the chain rule
applied to Equation (6.37) says that:

∂f(x) = ∂f{b,c}(dup(a(x))) ◦ ∂ dup(a(x)) ◦ ∂a(x) (6.38)

= ∂f{b,c}(a(x), a(x)) ◦
(
I
I

)
◦ ∂a(x) . (6.39)

The above expression suggests calculating a JVP of f by right-to-left evaluation. It is similar to
the JVP calculation suggested by Equation (6.30), but with a duplication operation

(
I I

)T in the
middle that arises from the Jacobian of dup.

Transposing the derivative of f at x:

∂f(x)T = ∂a(x)T ◦
(
I I

)
◦ ∂f{b,c}(a(x), a(x))T . (6.40)

Considering right-to-left evaluation, this too is similar to the VJP calculation suggested by Equa-
tion (6.33), but with a summation operation

(
I I

)
in the middle that arises from the transposed

Jacobian of dup. The lesson of using dup in this small example is that, more generally, in order to
handle fan-out in reverse mode AD, we can process operations in topological order — first forward
and then in reverse — and then sum partial VJPs along multiple outgoing edges.

Algorithm 6.3: Foward-mode circuit differentiation (JVP)
1 input: f : Rn → Rm composing f1, . . . , fT in topological order, where f1 is identity
2 input: linearization point x ∈ Rn and perturbation v ∈ Rn
3 x1,v1 := x,v
4 for t := 2, . . . , T do
5 let [q1, . . . , qr] = Pa(t)
6 xt := ft(xq1 , . . . ,xqr )
7 vt :=

∑r
i=1 ∂ift(xq1 , . . . ,xqr )[vqi ]

8 output: xT , equal to f(x)
9 output: vT , equal to ∂f(x)[v]

Algorithms 6.3 and 6.4 give a complete description of forward- and reverse-mode differentiation
on circuits. For brevity they assume a single argument to the entire circuit function. Nodes are
indexed 1, . . . , T . The first is the input node, and the remaining T − 1 are labeled by their operation
f2, . . . , fT . We take f1 to be the identity. For each t, if ft takes k arguments, let Pa(t) be the ordered
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Algorithm 6.4: Reverse-mode circuit differentiation (VJP)
1 input: f : Rn → Rm composing f1, . . . , fT in topological order, where f1, fT are identity
2 input: linearization point x ∈ Rn and perturbation u ∈ Rm
3 x1 := x
4 for t := 2, . . . , T do
5 let [q1, . . . , qr] = Pa(t)
6 xt := ft(xq1 , . . . ,xqr )

7 u(T−1)→T := u
8 for t := T − 1, . . . , 2 do
9 let [q1, . . . , qr] = Pa(t)

10 u′t :=
∑
c∈Ch(t) ut→c

11 uqi→t := ∂ift(xq1 , . . . ,xqr )
Tu′t for i = 1, . . . , r

12 output: xT , equal to f(x)
13 output: u1→2, equal to ∂f(x)Tu

list of k indices of its parent nodes (possibly containing duplicates, due to fan-out), and let Ch(t) be
the indices of its children (again possibly duplicate). Algorithm 6.4 takes a few more conventions:
that fT is the identity, that node T has T − 1 as its only parent, and that the child of node 1 is node
2.

Fan-out is a feature of graphs, but arguably not an essential feature of functions. One can always
remove all fan-out from a circuit representation by duplicating nodes. Our interest in fan-out is
precisely to avoid this, allowing for an efficient representation and, in turn, efficient memory use in
Algorithms 6.3 and 6.4.

Reverse-mode AD on circuits has appeared under various names and formulations over the years.
The algorithm is precisely the backpropagation algorithm in neural networks, a term introduced
in the 1980s [RHW86b; RHW86a], and has separately come up in the context of control theory
and sensitivity, as summarized in historical notes by Goodfellow, Bengio, and Courville [GBC16,
Section 6.6].

6.2.2.3 From circuits to programs

Graphs are useful for introducing AD algorithms, and they might align well enough with neural
network applications. But computer scientists have spent decades formalizing and studying various
“languages for expressing functions compositionally”. Simply put, this is what programming languages
are for! Can we automatically differentiate numerical functions expressed in, say, Python, Haskell,
or some variant of the lambda calculus? These offer a far more widespread — and intuitively more
expressive — way to describe an input function.3

In the previous sections, our approach to AD became more complex as we allowed for more
complex graph structure. Something similar happens when we introduce grammatical constructs in a

3. In Python, what the language calls a “function” does not always describe a pure function of the arguments listed
in its syntactic definition; its behavior may rely on side effects or global state, as allowed by the language. Here, we
specifically mean a Python function that is pure and functional. JAX’s documentation details this restriction [Bra+18].
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programming language. How do we adapt AD to handle a language with loops, conditionals, and
recursive calls? What about parallel programming constructs? We have partial answers to questions
like these today, although they invite a deeper dive into language details such as type systems and
implementation concerns [Yu+18; Inn20; Pas+21b].

One example language construct that we already know how to handle, due to Section 6.2.2.2,
is a standard let expression. In languages with a means of name or variable binding, multiple
appearances of the same variable are analogous to fan-out in a circuit. Figure 6.1a corresponds to a
function f that we could write in a functional language as:

f(x) =
let ax = a(x)
in c(ax, b(ax))

in which ax indeed appears twice after it is bound.
Understanding the interaction between language capacity and automatic differentiability is an

ongoing topic of computer science research [PS08a; AP19; Vyt+19; BMP19; MP21]. In the meantime,
functional languages have proven quite effective in recent AD systems, both widely-used and experi-
mental. Systems such as JAX, Dex, and others are designed around pure functional programming
models, and internally rely on functional program representations for differentiation [Mac+15; BPS16;
Sha+19; FJL18; Bra+18; Mac+19; Dex; Fro+21; Pas+21a].

6.3 Stochastic optimization

In this section, we consider optimization of stochastic objectives of the form

L(θ) = Eqθ(z)
[
L̃(θ, z)

]
(6.41)

where θ are the parameters we are optimizing, and z is a random variable, such as an external noise.

6.3.1 Stochastic gradient descent

Suppose we have a way of computing an unbiased estimate gt of the gradient of the objective function,
i.e.,

E [gt] = ∇θL(θ)|θt (6.42)

Then we can use this inside of a gradient descent procedure:

θt+1 = θt − ηtgt (6.43)

where ηt is the learning rate or step size. This is called stochastic gradient descent or SGD.

6.3.1.1 Choosing the step size

When using SGD, we need to be careful in how we choose the learning rate in order to achieve
convergence. Rather than choosing a single constant learning rate, we can use a learning rate
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Figure 6.2: Illustration of some common learning rate schedules. (a) Piecewise constant. (b) Exponential
decay. (c) Polynomial decay. Generated by learning_rate_plot.ipynb.

schedule, in which we adjust the step size over time. Theoretically, a sufficient condition for SGD
to achieve convergence is if the learning rate schedule satisfies the Robbins-Monro conditions:

ηt → 0,

∑∞
t=1 η

2
t∑∞

t=1 ηt
→ 0 (6.44)

Some common examples of learning rate schedules are listed below:

ηt = ηi if ti ≤ t ≤ ti+1 piecewise constant (6.45)

ηt = η0e
−λt exponential decay (6.46)

ηt = η0(βt+ 1)−α polynomial decay (6.47)

In the piecewise constant schedule, ti are a set of time points at which we adjust the learning rate
to a specified value. For example, we may set ηi = η0γ

i, which reduces the initial learning rate by
a factor of γ for each threshold (or milestone) that we pass. Figure 6.2a illustrates this for η0 = 1
and γ = 0.9. This is called step decay. Sometimes the threshold times are computed adaptively,
by estimating when the train or validation loss has plateaued; this is called reduce-on-plateau.
Exponential decay is typically too fast, as illustrated in Figure 6.2b. A common choice is polynomial
decay, with α = 0.5 and β = 1, as illustrated in Figure 6.2c; this corresponds to a square-root
schedule, ηt = η0

1√
t+1

. For more details, see [Mur22, Sec 8.4.3].

6.3.1.2 Variance reduction

SGD can be slow to converge because it relies on a stochastic estimate of the gradient. Various
methods have been proposed for reducing the variance of the parameter estimates generated at each
step, which can speedup convergence. For more details, see [Mur22, Sec 8.4.5].

6.3.1.3 Preconditioned SGD

In many cases, the gradient magnitudes can be very different along each dimension, corresponding
to the loss surface being steep along some directions and shallow along others, similar to a valley
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floor. In such cases, one can get faster convergence by scaling the gradient vector by a conditioning
matrix Ct as follows:

θt+1 = θt − ηtCtgt (6.48)

This is called preconditioned SGD. For more details, see [Mur22, Sec 8.4.6].

6.3.2 SGD for optimizing a finite-sum objective

In the simplest case, the distribution used to compute the expectation, qθ(z), does not depend on the
parameters being optimized, θ. In this case, we can push gradients inside the expectation operator,
and then use Monte Carlo sampling for z to approximate the gradient:

∇θL(θ) = ∇θEq(z)
[
L̃(θ, z)

]
= Eq(z)

[
∇θL̃(θ, z)

]
≈ 1

S

S∑

s=1

∇θL̃(θ, zs) (6.49)

For example, consider the problem of empirical risk minimization or ERM, which requires
minimizing

L(θ) = 1

N

N∑

n=1

L̃(θ, zn) =
1

N

N∑

n=1

ℓ(yn, f(xn;θ)) (6.50)

where zn = (xn,yn) is the n’th labeled example, and f is a prediction function. This kind of objective
is called a finite sum objective. We can write this as an expected loss wrt the empirical distrbution
pD(x,y):

L(θ) = EpD(z)

[
L̃(θ, z)

]
(6.51)

Since the expectation depends on the data, and not on the parameters, we can approximate the
gradient by using a minibatch of B = |B| datapoints from the full dataset D at each iteration:

gt = ∇L(θt) =
1

B

∑

n∈B
∇ℓ(yn, f(xn;θ)) (6.52)

These noisy gradients can then be passed to SGD. When the dataset is large, this method is much
faster than full batch gradient descent, since it does not require evaluating the loss on all N examples
before updating the model [BB08; BB11].

6.3.3 SGD for optimizing the parameters of a distribution

Now suppose the stochasticity depends on the parameters we are optimizing. For example, z could
be an action sampled from a stochastic policy qθ, as in RL (Section 35.3.2), or z could be a latent
variable sampled from an inference network qθ, as in stochastic variational inference (see Section 10.2).
In this case, the gradient is given by

∇θEqθ(z)
[
L̃(θ, z)

]
= ∇θ

∫
L̃(θ, z)qθ(z)dz =

∫
∇θL̃(θ, z)qθ(z)dz (6.53)

=

∫ [
∇θL̃(θ, z)

]
qθ(z)dz +

∫
L̃(θ, z) [∇θqθ(z)] dz (6.54)
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In the first line, we have assumed that we can swap the order of integration and differentiation (see
[Moh+20] for discussion). In the second line, we use the product rule for derivatives.

The first term can be approximated by Monte Carlo sampling:

∫ [
∇θL̃(θ, z)

]
qθ(z)dz ≈

1

S

S∑

s=1

∇θL̃(θ, zs) (6.55)

where zs ∼ qθ. Note that if L̃() is independent of θ, this term vanishes.
Now consider the second term, that takes the gradients of the distribution itself:

I ≜
∫
L̃(θ, z) [∇θqθ(z)] dz (6.56)

We can no longer use vanilla Monte Carlo sampling to approximate this integral. However, there are
various other ways to approximate this (see [Moh+20] for an extensive review). We briefly describe
the two main methods in Section 6.3.4 and Section 6.3.5.

6.3.4 Score function estimator (REINFORCE)

The simplest way to approximate Equation (6.56) is to exploit the log derivative trick, which is
the following identity:

∇θqθ(z) = qθ(z)∇θ log qθ(z) (6.57)

With this, we can rewrite Equation (6.56) as follows:

I =

∫
L̃(θ, z)[qθ(z)∇θ log qθ(z)]dz = Eqθ(z)

[
L̃(θ, z)∇θ log qθ(z)

]
(6.58)

This is called the score function estimator or SFE [Fu15]. (The term “score function” refers to
the gradient of a log probability distribution, as explained in Section 3.3.4.1.) It is also called the
likelihood ratio gradient estimator, or the REINFORCE estimator (the reason for this latter
name is explained in Section 35.3.2). We can now easily approximate this with Monte Carlo:

I ≈ 1

S

S∑

s=1

L̃(θ, zs)∇θ log qθ(zs) (6.59)

where zs ∼ qθ. We only require that the sampling distribution is differentiable, not the objective
L̃(θ, z) itself. This allows the method to be used for blackbox stochastic optimization problems,
such as variational optimization (Supplementary Section 6.4.3), black-box variational inference
(Section 10.2.3), reinforcement learning (Section 35.3.2), etc.

6.3.4.1 Control variates

The score function estimate can have high variance. One way to reduce this is to use control
variates, in which we replace L̃(θ, z) with

ˆ̃L(θ, z) = L̃(θ, z)− c (b(θ, z)− E [b(θ, z)]) (6.60)
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where b(θ, z) is a baseline function that is correlated with L̃(θ, z), and c > 0 is a coefficient. Since
E
[
ˆ̃L(θ, z)

]
= E

[
L̃(θ, z)

]
, we can use ˆ̃L to compute unbiased gradient estimates of L̃. The advantage

is that this new estimate can result in lower variance, as we show in Section 11.6.3.

6.3.4.2 Rao-Blackwellization

Suppose qθ(z) is a discrete distribution. In this case, our objective becomes L(θ) =∑z L̃(θ, z)qθ(z).
We can now easily compute gradients using ∇θL(θ) =

∑
z L̃(θ, z)∇θqθ(z). Of course, if z can take

on exponentially many values (e.g., we are optimizing over the space of strings), this expression
is intractable. However, suppose we can partition this sum into two sets, a small set S1 of high
probability values and a large set S2 of all other values. Then we can enumerate over S1 and use the
score function estimator for S2:

∇θL(θ) =
∑

z∈S1

L̃(θ, z)∇θqθ(z) + Eqθ(z|z∈S2)

[
L̃(θ, z)∇θ log qθ(z)

]
(6.61)

To compute the second expectation, we can use rejection sampling applied to samples from qθ(z).
This procedure is a form of Rao-Blackwellization as shown in [Liu+19b], and reduces the variance
compared to standard SFE (see Section 11.6.2 for details on Rao-Blackwellization).

6.3.5 Reparameterization trick

The score function estimator can have high variance, even when using a control variate. In this
section, we derive a lower variance estimator, which can be applied if L̃(θ, z) is differentiable wrt z.
We additionally require that we can compute a sample from qθ(z) by first sampling ϵ from some
noise distribution q0 which is independent of θ, and then transforming to z using a deterministic and
differentiable function z = g(θ, ϵ). For example, instead of sampling z ∼ N (µ, σ2), we can sample
ϵ ∼ N (0, 1) and compute

z = g(θ, ϵ) = µ+ σϵ (6.62)

where θ = (µ, σ). This allows us to rewrite our stochastic objective as follows:

L(θ) = Eqθ(z)
[
L̃(θ, z)

]
= Eq0(ϵ)

[
L̃(θ, g(θ, ϵ))

]
(6.63)

Since q0(ϵ) is independent of θ, we can push the gradient operator inside the expectation, which we
can approximate with Monte Carlo:

∇θL(θ) = Eq0(ϵ)
[
∇θL̃(θ, g(θ, ϵ))

]
≈ 1

S

S∑

s=1

∇θL̃(θ, g(θ, ϵs)) (6.64)

where ϵs ∼ q0. This is called the reparameterization gradient or the pathwise derivative
[Gla03; Fu15; KW14; RMW14a; TLG14; JO18; FMM18], and is widely used in variational inference
(Section 10.2.1). For a review of such methods, see [Moh+20].

Note that the tensorflow probability library (which also has a JAX interface) supports reparam-
eterizable distributions. Therefore you can just write code in a straightforward way, as shown in
?? 6.1.
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Listing 6.1: Derivative of a stochastic function
def expected_loss(params):

zs = dist.sample(N, key)
return jnp.mean(loss(params , zs))

g = jax.grad(expected_loss)(params)

6.3.5.1 Example

As a simple example, suppose we define some arbitrary function, such as L̃(z) = z2 − 3z, and then
define its expected value as L(θ) = EN (z|µ,v)

[
L̃(z)

]
, where θ = (µ, v) and v = σ2. Suppose we want

to compute

∇θL(θ) = [
∂

∂µ
E
[
L̃(z)

]
,
∂

∂v
E
[
L̃(z)

]
] (6.65)

Since the Gaussian distribution is reparameterizable, we can sample z ∼ N (z|µ, v), and then use
automatic differentiation to compute each of these gradient terms, and then average.

However, in the special case of Gaussian distributions, we can also compute the gradient vector
directly. In particular, in Section 6.4.5.1 we present Bonnet’s theorem, which states that

∂

∂µ
E
[
L̃(z)

]
= E

[
∂

∂z
L̃(z)

]
(6.66)

Similarly, Price’s theorem states that

∂

∂v
E
[
L̃(z)

]
= 0.5E

[
∂2

∂z2
L̃(z)

]
(6.67)

In gradient_expected_value_gaussian.ipynb we show that these two methods are numerically
equivalent, as theory suggests.

6.3.5.2 Total derivative

To compute the gradient term inside the expectation in Equation (6.64) we need to use the total
derivative, since the function L̃ depends on θ directly and via the noise sample z. Recall that, for
a function of the form L̃(θ1, . . . , θdψ , z1(θ), . . . , zdz(θ)), the total derivative wrt θi is given by the
chain rule as follows:

∂L̃
∂θi

TD

=
∂L̃
∂θi

+
∑

j

∂L̃
∂zj

∂zj
∂θi

(6.68)

and hence

∇θL̃(θ, z)TD = ∇zL̃(θ, z)J+∇θL̃(θ, z) (6.69)

where J = ∂zT

∂θ is the dz × dψ Jacobian matrix of the noise transformation:

J =




∂z1
∂θ1

· · · ∂z1
∂θdψ

...
. . .

...
∂zdz
∂θdψ

· · · ∂zdz
∂θdψ


 (6.70)
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We leverage this decomposition in Section 6.3.5.3, where we derive a lower variance gradient estimator
in the special case of variational inference.

6.3.5.3 “Sticking the landing” estimator

In this section we consider the special case which arises in variational inference (Section 10.2). The
ELBO objective (for a single latent sample z) has the form

L̃(θ, z) = log p(z,x)− log q(z|θ) (6.71)

where θ are the parameters of the variational posterior. The gradient becomes

∇θL̃(θ, z) = ∇θ [log p(z,x)− log q(z|θ)] (6.72)
= ∇z [log p(z,x)− log q(z|θ)]J︸ ︷︷ ︸

path derivative

−∇θ log q(z|θ)︸ ︷︷ ︸
score function

(6.73)

The first term is the indirect effect of θ on the objective via the generated samples z. The second
term is the direct effect of θ on the objective. The second term is zero in expectation since it is the
score function (see Equation (3.44)), but it may be non-zero for a finite number of samples, even if
q(z|θ) = p(z|x) is the true posterior. In [RWD17], they propose to drop the second term to create
a lower variance estimator. This can be achieved by using log q(z|θ′), where θ′ is a “disconnected”
copy of θ that does not affect the gradient. In pseudocode, this looks like the following:

ϵ ∼ q0(ϵ) (6.74)
z = g(ϵ,θ) (6.75)
θ′ = stop-gradient(θ) (6.76)
g = ∇θ [log p(z,x)− log q(z|θ′)] (6.77)

They call this the sticking the landing or STL estimator.4 Note that the STL estimator is
not always better than the “standard” estimator, without the stop gradient term. In [GD20], they
propose to use a weighted combination of estimators, where the weights are optimized so as to reduce
variance for a fixed amount of compute.

6.3.6 Gumbel softmax trick

When working with discrete variables, we cannot use the reparameterization trick. However, we can
often relax the discrete variables to continuous ones in a way which allows the trick to be used, as we
explain below.

Consider a one-hot vector d with K bits, so dk ∈ {0, 1} and
∑K
k=1 dk = 1. This can be used

to represent a K-ary categorical variable d. Let P (d) = Cat(d|π), where πk = P (dk = 1), so
0 ≤ πk ≤ 1. Alternatively we can parameterize the distribution in terms of (α1, . . . , αk), where
πk = αk/(

∑K
k′=1 αk′). We will denote this by d ∼ Cat(d|α).

4. The expression “to stick a landing” means to land firmly on one’s feet after performing a gymnastics move. In the
current context, the analogy is this: if the variational posterior is optimal, then we want our objective to be 0, and not
to “wobble” with Monte Carlo noise.
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Figure 6.3: Illustration of the Gumbel-softmax (concrete) distribution with K = 7 states at different tempera-
tures τ . The top row shows E [z], and the bottom row shows samples z ∼ GumbelSoftmax(α, τ). The left
column shows a discrete (categorical) distribution, which always produces one-hot samples. From Figure 1 of
[JGP17]. Used with kind permission of Ben Poole.

We can sample a one-hot vector d from this distribution by computing

d = onehot(argmax
k

[ϵk + logαk]) (6.78)

where ϵk ∼ Gumbel(0, 1) is sampled from the Gumbel distribution [Gum54]. We can draw such
samples by first sampling uk ∼ Unif(0, 1) and then computing ϵk = − log(− log(uk)). This is called
the Gumbel-max trick [MTM14], and gives us a reparameterizable representation for the categorical
distribution.

Unfortunately, the derivative of the argmax is 0 everywhere except at the boundary of transitions
from one label to another, where the derivative is undefined. However, suppose we replace the argmax
with a softmax, and replace the discrete one-hot vector d with a continuous relaxation x ∈ ∆K−1,
where ∆K−1 = {x ∈ RK : xk ∈ [0, 1],

∑K
k=1 xk = 1} is the K-dimensional simplex. Then we can

write

xk =
exp((logαk + ϵk)/τ)∑K

k′=1 exp((logαk′ + ϵk′)/τ)
(6.79)

where τ > 0 is a temperature parameter. This is called the Gumbel-softmax distribution [JGP17]
or the concrete distribution [MMT17]. This smoothly approaches the discrete distribution as
τ → 0, as illustrated in Figure 6.3.

We can now replace f(d) with f(x), which allows us to take reparameterized gradients wrt x.

6.3.7 Stochastic computation graphs

We can represent an arbitrary function containing both deterministic and stochastic components
as a stochastic computation graph. We can then generalize the AD algorithm (Section 6.2) to
leverage score function estimation (Section 6.3.4) and reparameterization (Section 6.3.5) to compute
Monte Carlo gradients for complex nested functions. For details, see [Sch+15a; Gaj+19].
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Figure 6.4: Illustration of straight-through estimator when applied to a binary threshold function in the
middle of an MLP. From https: // www. hassanaskary. com/ python/ pytorch/ deep% 20learning/ 2020/
09/ 19/ intuitive-explanation-of-straight-through-estimators. html . Used with kind permission of
Hassan Askary.

6.3.8 Straight-through estimator

In this section, we discuss how to approximate the gradient of a quantized version of a signal. For
example, suppose we have the following thresholding function, that binarizes its output:

f(x) =

{
1 if x > 0

0 if x ≤ 0
(6.80)

This does not have a well-defined gradient. However, we can use the straight-through estimator
proposed in [Ben13] as an approximation. The basic idea is to replace g(x) = f ′(x), where f ′(x) is
the derivative of f wrt input, with g(x) = x when computing the backwards pass. See Figure 6.4 for
a visualization, and [Yin+19b] for an analysis of why this is a valid approximation.

In practice, we sometimes replace g(x) = x with the hard tanh function, defined by

HardTanh(x) =





x if −1 ≤ x ≤ 1

1 if x > 1

−1 if x < −1
(6.81)

This ensures the gradients that are backpropagated don’t get too large. See Section 21.6 for an
application of this approach to discrete autoencoders.

6.4 Natural gradient descent

In this section, we discuss natural gradient descent (NGD) [Ama98], which is a second order
method for optimizing the parameters of (conditional) probability distributions pθ(y|x). The key
idea is to compute parameter updates by measuring distances between the induced distributions,
rather than comparing parameter values directly.
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(a) (b)

Figure 6.5: Changing the mean of a Gaussian by a fixed amount (from solid to dotted curve) can have more
impact when the (shared) variance is small (as in a) compared to when the variance is large (as in b). Hence
the impact (in terms of prediction accuracy) of a change to µ depends on where the optimizer is in (µ, σ)
space. From Figure 3 of [Hon+10], reproduced from [Val00]. Used with kind permission of Antti Honkela.

For example, consider comparing two Gaussians, pθ = p(y|µ, σ) and pθ′ = p(y|µ′, σ′). The (squared)
Euclidean distance between the parameter vectors decomposes as ||θ − θ′||2 = (µ− µ′)2 + (σ − σ′)2.
However, the predictive distribution has the form exp(− 1

2σ2 (y − µ)2), so changes in µ need to be
measured relative to σ. This is illustrated in Figure 6.5(a-b), which shows two univariate Gaussian
distributions (dotted and solid lines) whose means differ by δ. In Figure 6.5(a), they share the same
small variance σ2, whereas in Figure 6.5(b), they share the same large variance. It is clear that
the value of δ matters much more (in terms of the effect on the distribution) when the variance is
small. Thus we see that the two parameters interact with each other, which the Euclidean distance
cannot capture. This problem gets much worse when we consider more complex models, such as deep
neural networks. By modeling such correlations, NGD can converge much faster than other gradient
methods.

6.4.1 Defining the natural gradient

The key to NGD is to measure the notion of distance between two probability distributions in terms
of the KL divergence. As we show in Section 5.1.9, this can be approximated in terms of the Fisher
information matrix (FIM). In particular, for any given input x, we have

DKL (pθ(y|x) ∥ pθ+δ(y|x)) ≈
1

2
δTFxδ (6.82)

where Fx is the FIM

Fx(θ) = −Epθ(y|x)
[
∇2 log pθ(y|x)

]
= Epθ(y|x)

[
(∇ log pθ(y|x))(∇ log pθ(y|x))T

]
(6.83)

We can compute the average KL between the current and updated distributions using 1
2δ

TFδ, where
F is the averaged FIM:

F(θ) = EpD(x) [Fx(θ)] (6.84)

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



6.4. Natural gradient descent 281

NGD uses the inverse FIM as a preconditioning matrix, i.e., we perform updates of the following
form:

θt+1 = θt − ηtF(θt)−1gt (6.85)

The term

F−1gt = F−1∇L(θt) ≜ ∇̃L(θt) (6.86)

is called the natural gradient.

6.4.2 Interpretations of NGD

6.4.2.1 NGD as a trust region method

In Supplementary Section 6.1.3.1 we show that we can interpret standard gradient descent as
optimizing a linear approximation to the objective subject to a penalty on the ℓ2 norm of the change
in parameters, i.e., if θt+1 = θt + δ, then we optimize

Mt(δ) = L(θt) + gTt δ + η||δ||22 (6.87)

Now let us replace the squared distance with the squared FIM-based distance, ||δ||2F = δTFδ. This is
equivalent to squared Euclidean distance in the whitened coordinate system ϕ = F

1
2 θ, since

||ϕt+1 − ϕt||22 = ||F 1
2 (θt + δ)− F

1
2 θt||22 = ||F 1

2 δ||22 = ||δ||2F (6.88)

The new objective becomes

Mt(δ) = L(θt) + gTt δ + ηδTFδ (6.89)

Solving ∇δMt(δ) = 0 gives the update

δt = −ηF−1gt (6.90)

This is the same as the natural gradient direction. Thus we can view NGD as a trust region method,
where we use a first-order approximation to the objective, and use FIM-distance in the constraint.

In the above derivation, we assumed F was a constant matrix. Im most problems, it will change at
each point in space, since we are optimizing in a curved space known as a Riemannian manifold.
For certain models, we can compute the FIM efficiently, allowing us to capture curvature information,
even though we use a first-order approximation to the objective.

6.4.2.2 NGD as a Gauss-Newton method

If p(y|x,θ) is an exponential family distribution with natural parameters computed by η = f(x,θ),
then one can show [Hes00; PB14] that NGD is identical to the generalized Gauss-Newton (GGN)
method (Section 17.3.2). Furthermore, in the online setting, these methods are equivalent to
performing sequential Bayesian inference using the extended Kalman filter, as shown in [Oll18].
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6.4.3 Benefits of NGD

The use of the FIM as a preconditioning matrix, rather than the Hessian, has two advantages. First,
F is always positive definite, whereas H can have negative eigenvalues at saddle points, which are
prevalent in high dimensional spaces. Second, it is easy to approximate F online from minibatches,
since it is an expectation (wrt the empirical distribution) of outer products of gradient vectors. This
is in contrast to Hessian-based methods [Byr+16; Liu+18a], which are much more sensitive to noise
introduced by the minibatch approximation.

In addition, the connection with trust region optimization makes it clear that NGD updates
parameters in a way that matter most for prediction, which allows the method to take larger steps in
uninformative regions of parameter space, which can help avoid getting stuck on plateaus. This can
also help with issues that arise when the parameters are highly correlated.

For example, consider a 2d Gaussian with an unusual, highly coupled parameterization, proposed
in [SD12]:

p(x;θ) =
1

2π
exp

[
−1

2

(
x1 −

[
3θ1 +

1

3
θ2

])2

− 1

2

(
x2 −

[
1

3
θ1

])2
]

(6.91)

The objective is the cross entropy loss:

L(θ) = −Ep∗(x) [log p(x;θ)] (6.92)

The gradient of this objective is given by

∇θL(θ)
(
= Ep∗(x)

[
3(x1 − [3θ1 +

1
3θ2]) +

1
3 (x2 − [ 13θ1])

]

Ep∗(x)
[
1
3 (x1 − [3θ1 +

1
3θ2])

]
)

(6.93)

Suppose that p∗(x) = p(x; [0, 0]). Then the Fisher matrix is a constant matrix, given by

F =

(
32 + 1

32 1
1 1

32

)
(6.94)

Figure 6.6 compares steepest descent in θ space with the natural gradient method, which is
equivalent to steepest descent in ϕ space. Both methods start at θ = (1,−1). The global optimum is
at θ = (0, 0). We see that the NG method (blue dots) converges much faster to this optimum and
takes the shortest path, whereas steepest descent takes a very circuitous route. We also see that
the gradient field in the whitened parameter space is more “spherical”, which makes descent much
simpler and faster.

Finally, note that since NGD is invariant to how we parameterize the distribution, we will get the
same results even for a standard parameterization of the Gaussian. This is particularly useful if our
probability model is more complex, such as a DNN (see e.g., [SSE18]).

6.4.4 Approximating the natural gradient

The main drawback of NGD is the computational cost of computing (the inverse of) the Fisher
information matrix (FIM). To speed this up, several methods make assumptions about the form
of F, so it can be inverted efficiently. For example, [LeC+98] uses a diagonal approximation for
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(a) (b)

(c) (d)

Figure 6.6: Illustration of the benefits of natural gradient vs steepest descent on a 2d problem. (a) Trajectories
of the two methods in parameter space (red = steepest descent, blue = NG). They both start in the bottom
right, at (1,−1). (b) Objective vs number of iterations. (c) Gradient field in the θ parameter space. (d)
Gradient field in the whitened ϕ = F

1
2 θ parameter space used by NG. Generated by nat_grad_demo.ipynb.

neural net training; [RMB08] uses a low-rank plus block diagonal approximation; and [GS15] assumes
the covariance of the gradients can be modeled by a directed Gaussian graphical model with low
treewidth (i.e., the Cholesky factorization of F is sparse).

[MG15] propose the KFAC method, which stands for “Kronecker factored approximate curvature”;
this approximates the FIM of a DNN as a block diagonal matrix, where each block is a Kronecker
product of two small matrices. This method has shown good results on supervised learning of
neural nets [GM16; BGM17; Geo+18; Osa+19b] as well as reinforcement learning of neural policy
networks [Wu+17]. The KFAC approximation can be justified using the mean field analysis of
[AKO18]. In addition, [ZMG19] prove that KFAC will converge to the global optimum of a DNN if
it is overparameterized (i.e., acts like an interpolator).

A simpler approach is to approximate the FIM by replacing the model’s distribution with the em-
pirical distribution. In particular, define pD(x,y) = 1

N

∑N
n=1 δxn(x)δyn(y), pD(x) =

1
N

∑N
n=1 δxn(x)
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and pθ(x,y) = pD(x)p(y|x,θ). Then we can compute the empirical Fisher [Mar16] as follows:

F = Epθ(x,y)
[
∇ log p(y|x,θ)∇ log p(y|x,θ)T

]
(6.95)

≈ EpD(x,y)

[
∇ log p(y|x,θ)∇ log p(y|x,θ)T

]
(6.96)

=
1

|D|
∑

(x,y)∈D
∇ log p(y|x,θ)∇ log p(y|x,θ)T (6.97)

This approximation is widely used, since it is simple to compute. In particular, we can compute a
diagonal approximation using the squared gradient vector. (This is similar to AdaGrad, but only
uses the current gradient instead of a moving average of gradients; the latter is a better approach
when performing stochastic optimization.)

Unfortunately, the empirical Fisher does not work as well as the true Fisher [KBH19; Tho+19].
To see why, note that when we reach a flat part of parameter space where the gradient vector goes
to zero, the empirical Fisher will become singular, and hence the algorithm will get stuck on this
plateau. However, the true Fisher takes expectations over the outputs, i.e., it marginalizes out y.
This will allow it to detect small changes in the output if we change the parameters. This is why the
natural gradient method can “escape” plateaus better than standard gradient methods.

An alternative strategy is to use exact computation of F, but solve for F−1g approximately
using truncated conjugate gradient (CG) methods, where each CG step uses efficient methods for
Hessian-vector products [Pea94]. This is called Hessian free optimization [Mar10a]. However, this
approach can be slow, since it may take many CG iterations to compute a single parameter update.

6.4.5 Natural gradients for the exponential family

In this section, we asssume L is an expected loss of the following form:

L(µ) = Eqµ(z)
[
L̃(z)

]
(6.98)

where qµ(z) is an exponential family distribution with moment parameters µ. This is the basis
of variational optimization (discussed in Supplementary Section 6.4.3) and natural evolutionary
strategies (discussed in Section 6.7.6).

It turns out the gradient wrt the moment parameters is the same as the natural gradient wrt the
natural parameters λ. This follows from the chain rule:

d

dλ
L(λ) = dµ

dλ

d

dµ
L(µ) = F(λ)∇µL(µ) (6.99)

where L(µ) = L(λ(µ)), and where we used Equation (2.232) to write

F(λ) = ∇λµ(λ) = ∇2
λA(λ) (6.100)

Hence

∇̃λL(λ) = F(λ)−1∇λL(λ) = ∇µL(µ) (6.101)

It remains to compute the (regular) gradient wrt the moment parameters. The details on how to
do this will depend on the form of the q and the form of L(λ). We discuss some approaches to this
problem below.
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6.4.5.1 Analytic computation for the Gaussian case

In this section, we assume that q(z) = N (z|m,V). We now show how to compute the relevant
gradients analytically.

Following Section 2.4.2.5, the natural parameters of q are

λ(1) = V−1m, λ(2) = −1

2
V−1 (6.102)

and the moment parameters are

µ(1) =m, µ(2) = V +mmT (6.103)

For simplicity, we derive the result for the scalar case. Let m = µ(1) and v = µ(2) − (µ(1))2. By using
the chain rule, the gradient wrt the moment parameters are

∂L
∂µ(1)

=
∂L
∂m

∂m

∂µ(1)
+
∂L
∂v

∂v

∂µ(1)
=
∂L
∂m
− 2

∂L
∂v

m (6.104)

∂L
∂µ(2)

=
∂L
∂m

∂m

∂µ(2)
+
∂L
∂v

∂v

∂µ(2)
=
∂L
∂v

(6.105)

It remains to compute the derivatives wrt m and v. If z ∼ N (m,V), then from Bonnet’s
theorem [Bon64] we have

∂

∂mi
E
[
L̃(z)

]
= E

[
∂

∂θi
L̃(z)

]
(6.106)

And from Price’s theorem [Pri58] we have

∂

∂Vij
E
[
L̃(z)

]
= cijE

[
∂2

∂θiθj
L̃(z)

]
(6.107)

where cij = 1
2 if i = j and cij = 1 otherwise. (See gradient_expected_value_gaussian.ipynb for a

“proof by example” of these claims.)
In the multivariate case, the result is as follows [OA09; KR21a]:

∇µ(1)Eq(z)
[
L̃(z)

]
= ∇mEq(z)

[
L̃(z)

]
− 2∇VEq(z)

[
L̃(z)

]
m (6.108)

= Eq(z)
[
∇zL̃(z)

]
− Eq(z)

[
∇2
zL̃(z)

]
m (6.109)

∇µ(2)Eq(z)
[
L̃(z)

]
= ∇VEq(z)

[
L̃(z)

]
(6.110)

=
1

2
Eq(z)

[
∇2
zL̃(z)

]
(6.111)

Thus we see that the natural gradients rely on both the gradient and Hessian of the loss function
L̃(z). We will see applications of this result in Supplementary Section 6.4.2.2.
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6.4.5.2 Stochastic approximation for the general case

In general, it can be hard to analytically compute the natural gradient. However, we can compute a
Monte Carlo approximation. To see this, let us assume L is an expected loss of the following form:

L(µ) = Eqµ(z)
[
L̃(z)

]
(6.112)

From Equation (6.101) the natural gradient is given by

∇µL(µ) = F(λ)−1∇λL(λ) (6.113)

For exponential family distributions, both of these terms on the RHS can be written as expectations,
and hence can be approximated by Monte Carlo, as noted by [KL17a]. To see this, note that

F(λ) = ∇λµ(λ) = ∇λEqλ(z) [T (z)] (6.114)

∇λL(λ) = ∇λEqλ(z)
[
L̃(z)

]
(6.115)

If q is reparameterizable, we can apply the reparameterization trick (Section 6.3.5) to push the
gradient inside the expectation operator. This lets us sample z from q, compute the gradients, and
average; we can then pass the resulting stochastic gradients to SGD.

6.4.5.3 Natural gradient of the entropy function

In this section, we discuss how to compute the natural gradient of the entropy of an exponential
family distribution, which is useful when performing variational inference (Chapter 10). The natural
gradient is given by

∇̃λH(λ) = −∇µEqµ(z) [log q(z)] (6.116)

where, from Equation (2.160), we have

log q(z) = log h(z) + T (z)Tλ−A(λ) (6.117)

Since E [T (z)] = µ, we have

∇µEqµ(z) [log q(z)] = ∇µEq(z) [log h(z)] +∇µµTλ(µ)−∇µA(λ) (6.118)

where h(z) is the base measure. Since λ is a function of µ, we have

∇µµTλ = λ+ (∇µλ)Tµ = λ+ (F−1λ ∇λλ)Tµ = λ+ F−1λ µ (6.119)

and since µ = ∇λA(λ) we have

∇µA(λ) = F−1λ ∇λA(λ) = F−1λ µ (6.120)

Hence

−∇µEqµ(z) [log q(z)] = −∇µEq(z) [log h(z)]− λ (6.121)

If we assume that h(z) = const, as is often the case, we get

∇̃λH(λ) = −λ (6.122)
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Figure 6.7: Illustration of a bound optimization algorithm. Adapted from Figure 9.14 of [Bis06]. Generated
by em_log_likelihood_max.ipynb.

6.5 Bound optimization (MM) algorithms

In this section, we consider a class of algorithms known as bound optimization or MM algorithms.
In the context of minimization, MM stands for majorize-minimize. In the context of maximization,
MM stands for minorize-maximize. There are many examples of MM algorithms, such as EM
(Section 6.5.3), proximal gradient methods (Section 4.1), the mean shift algorithm for clustering
[FH75; Che95; FT05], etc. For more details, see e.g., [HL04; Mai15; SBP17; Nad+19],

6.5.1 The general algorithm

In this section, we assume our goal is to maximize some function ℓ(θ) wrt its parameters θ. The
basic approach in MM algorithms is to construct a surrogate function Q(θ,θt) which is a tight
lowerbound to ℓ(θ) such that Q(θ,θt) ≤ ℓ(θ) and Q(θt,θt) = ℓ(θt). If these conditions are met, we
say that Q minorizes ℓ. We then perform the following update at each step:

θt+1 = argmax
θ

Q(θ,θt) (6.123)

This guarantees us monotonic increases in the original objective:

ℓ(θt+1) ≥ Q(θt+1,θt) ≥ Q(θt,θt) = ℓ(θt) (6.124)

where the first inequality follows since Q(θt,θ′) is a lower bound on ℓ(θt) for any θ′; the second
inequality follows from Equation (6.123); and the final equality follows the tightness property. As a
consequence of this result, if you do not observe monotonic increase of the objective, you must have
an error in your math and/or code. This is a surprisingly powerful debugging tool.

This process is sketched in Figure 6.7. The dashed red curve is the original function (e.g., the
log-likelihood of the observed data). The solid blue curve is the lower bound, evaluated at θt; this
touches the objective function at θt. We then set θt+1 to the maximum of the lower bound (blue
curve), and fit a new bound at that point (dotted green curve). The maximum of this new bound
becomes θt+2, etc.
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6.5.2 Example: logistic regression

If ℓ(θ) is a concave function we want to maximize, then one way to obtain a valid lower bound is to
use a bound on its Hessian, i.e., to find a negative definite matrix B such that H(θ) ≻ B. In this
case, one can show (see [BCN18, App. B]) that

ℓ(θ) ≥ ℓ(θt) + (θ − θt)Tg(θt) + 1

2
(θ − θt)TB(θ − θt) (6.125)

where g(θt) = ∇ℓ(θt). Therefore the following function is a valid lower bound:

Q(θ,θt) = θT(g(θt)−Bθt) +
1

2
θTBθ (6.126)

The corresponding update becomes

θt+1 = θt −B−1g(θt) (6.127)

This is similar to a Newton update, except we use B, which is a fixed matrix, rather than H(θt),
which changes at each iteration. This can give us some of the advantages of second order methods at
lower computational cost.

For example, let us fit a multi-class logistic regression model using MM. (We follow the presentation
of [Kri+05], who also consider the more interesting case of sparse logistic regression.) The probability
that example n belongs to class c ∈ {1, . . . , C} is given by

p(yn = c|xn,w) =
exp(wT

cxn)∑C
i=1 exp(w

T
i xn)

(6.128)

Because of the normalization condition
∑C
c=1 p(yn = c|xn,w) = 1, we can set wC = 0. (For example,

in binary logistic regression, where C = 2, we only learn a single weight vector.) Therefore the
parameters θ correspond to a weight matrix w of size D(C − 1), where xn ∈ RD.

If we let pn(w) = [p(yn = 1|xn,w), . . . , p(yn = C−1|xn,w)] and yn = [I (yn = 1) , . . . , I (yn = C − 1)],
we can write the log-likelihood as follows:

ℓ(w) =

N∑

n=1

[
C−1∑

c=1

yncw
T
cxn − log

C∑

c=1

exp(wT
cxn)

]
(6.129)

The gradient is given by the following:

g(w) =

N∑

n=1

(yn − pn(w))⊗xn (6.130)

where ⊗ denotes Kronecker product (which, in this case, is just outer product of the two vectors).
The Hessian is given by the following:

H(w) = −
N∑

n=1

(diag(pn(w))− pn(w)pn(w)T)⊗(xnxTn) (6.131)
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We can construct a lower bound on the Hessian, as shown in [Boh92]:

H(w) ≻ −1

2
[I− 11T/C]⊗(

N∑

n=1

xnx
T
n) ≜ B (6.132)

where I is a (C − 1)-dimensional identity matrix, and 1 is a (C − 1)-dimensional vector of all 1s. In
the binary case, this becomes

H(w) ≻ −1

2
(1− 1

2
)(

N∑

n=1

xTnxn) = −
1

4
XTX (6.133)

This follows since pn ≤ 0.5 so −(pn − p2n) ≥ −0.25.
We can use this lower bound to construct an MM algorithm to find the MLE. The update becomes

wt+1 = wt −B−1g(wt) (6.134)

For example, let us consider the binary case, so gt = ∇ℓ(wt) = XT(y−µt), where µt = [pn(w
t), (1−

pn(w
t))]Nn=1. The update becomes

wt+1 = wt − 4(XTX)−1gt (6.135)

The above is faster (per step) than the IRLS (iteratively reweighted least squares) algorithm (i.e.,
Newton’s method), which is the standard method for fitting GLMs. To see this, note that the Newton
update has the form

wt+1 = wt −H−1g(wt) = wt − (XTStX)−1gt (6.136)

where St = diag(µt⊙(1 − µt)). We see that Equation (6.135) is faster to compute, since we can
precompute the constant matrix (XTX)−1.

6.5.3 The EM algorithm

In this section, we discuss the expectation maximization (EM) algorithm [DLR77; MK07], which
is an algorithm designed to compute the MLE or MAP parameter estimate for probability models
that have missing data and/or hidden variables. It is a special case of an MM algorithm.

The basic idea behind EM is to alternate between estimating the hidden variables (or missing
values) during the E step (expectation step), and then using the fully observed data to compute the
MLE during the M step (maximization step). Of course, we need to iterate this process, since the
expected values depend on the parameters, but the parameters depend on the expected values.

In Section 6.5.3.1, we show that EM is a bound optimization algorithm, which implies that this
iterative procedure will converge to a local maximum of the log likelihood. The speed of convergence
depends on the amount of missing data, which affects the tightness of the bound [XJ96; MD97;
SRG03; KKS20].

We now describe the EM algorithm for a generic model. We let yn be the visible data for example
n, and zn be the hidden data.
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6.5.3.1 Lower bound

The goal of EM is to maximize the log likelihood of the observed data:

ℓ(θ) =

N∑

n=1

log p(yn|θ) =
N∑

n=1

log

[∑

zn

p(yn, zn|θ)
]

(6.137)

where yn are the visible variables and zn are the hidden variables. Unfortunately this is hard to
optimize, since the log cannot be pushed inside the sum.

EM gets around this problem as follows. First, consider a set of arbitrary distributions qn(zn) over
each hidden variable zn. The observed data log likelihood can be written as follows:

ℓ(θ) =

N∑

n=1

log

[∑

zn

qn(zn)
p(yn, zn|θ)
qn(zn)

]
(6.138)

Using Jensen’s inequality, we can push the log (which is a concave function) inside the expectation
to get the following lower bound on the log likelihood:

ℓ(θ) ≥
∑

n

∑

zn

qn(zn) log
p(yn, zn|θ)
qn(zn)

(6.139)

=
∑

n

Eqn [log p(yn, zn|θ)] +H(qn)︸ ︷︷ ︸
Ł(θ,qn|yn)

(6.140)

=
∑

n

Ł(θ, qn|yn) ≜ Ł(θ, {qn}|D) (6.141)

where H(q) is the entropy of probability distribution q, and Ł(θ, {qn}|D) is called the evidence
lower bound or ELBO, since it is a lower bound on the log marginal likelihood, log p(y1:N |θ), also
called the evidence. Optimizing this bound is the basis of variational inference, as we discuss in
Section 10.1.

6.5.3.2 E step

We see that the lower bound is a sum of N terms, each of which has the following form:

Ł(θ, qn|yn) =
∑

zn

qn(zn) log
p(yn, zn|θ)
qn(zn)

(6.142)

=
∑

zn

qn(zn) log
p(zn|yn,θ)p(yn|θ)

qn(zn)
(6.143)

=
∑

zn

qn(zn) log
p(zn|yn,θ)
qn(zn)

+
∑

zn

qn(zn) log p(yn|θ) (6.144)

= −DKL (qn(zn) ∥ p(zn|yn,θ)) + log p(yn|θ) (6.145)

where DKL (q ∥ p) ≜
∑
z q(z) log

q(z)
p(z) is the Kullback-Leibler divergence (or KL divergence for short)

between probability distributions q and p. We discuss this in more detail in Section 5.1, but the key

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



6.5. Bound optimization (MM) algorithms 291

property we need here is that DKL (q ∥ p) ≥ 0 and DKL (q ∥ p) = 0 iff q = p. Hence we can maximize
the lower bound Ł(θ, {qn}|D) wrt {qn} by setting each one to q∗n = p(zn|yn,θ). This is called the E
step. This ensures the ELBO is a tight lower bound:

Ł(θ, {q∗n}|D) =
∑

n

log p(yn|θ) = ℓ(θ|D) (6.146)

To see how this connects to bound optimization, let us define

Q(θ,θt) = Ł(θ, {p(zn|yn;θt)}) (6.147)

Then we have Q(θ,θt) ≤ ℓ(θ) and Q(θt,θt) = ℓ(θt), as required.
However, if we cannot compute the posteriors p(zn|yn;θt) exactly, we can still use an approximate

distribution q(zn|yn;θt); this will yield a non-tight lower-bound on the log-likelihood. This generalized
version of EM is known as variational EM [NH98b]. See Section 6.5.6.1 for details.

6.5.3.3 M step

In the M step, we need to maximize Ł(θ, {qtn}) wrt θ, where the qtn are the distributions computed
in the E step at iteration t. Since the entropy terms H(qn) are constant wrt θ, we can drop them in
the M step. We are left with

ℓt(θ) =
∑

n

Eqtn(zn) [log p(yn, zn|θ)] (6.148)

This is called the expected complete data log likelihood. If the joint probability is in the
exponential family (Section 2.4), we can rewrite this as

ℓt(θ) =
∑

n

E
[
T (yn, zn)Tθ −A(θ)

]
=
∑

n

(E [T (yn, zn)]T θ −A(θ)) (6.149)

where E [T (yn, zn)] are called the expected sufficient statistics.
In the M step, we maximize the expected complete data log likelihood to get

θt+1 = argmax
θ

∑

n

Eqtn [log p(yn, zn|θ)] (6.150)

In the case of the exponential family, the maximization can be solved in closed-form by matching the
moments of the expected sufficient statistics (Section 2.4.5).

We see from the above that the E step does not in fact need to return the full set of posterior
distributions {q(zn)}, but can instead just return the sum of the expected sufficient statistics,∑
n Eq(zn) [T (yn, zn)].
A common application of EM is for fitting mixture models; we discuss this in the prequel to this

book, [Mur22]. Below we give a different example.

6.5.4 Example: EM for an MVN with missing data

It is easy to compute the MLE for a multivariate normal when we have a fully observed data matrix:
we just compute the sample mean and covariance. In this section, we consider the case where we have
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missing data or partially observed data. For example, we can think of the entries of Y as being
answers to a survey; some of these answers may be unknown. There are many kinds of missing data,
as we discuss in Section 3.11. In this section, we make the missing at random (MAR) assumption,
for simplicity. Under the MAR assumption, the log likelihood of the visible data has the form

log p(X|θ) =
∑

n

log p(xn|θ) =
∑

n

log

[∫
p(xn, zn|θ)dzn

]
(6.151)

where xn are the visible variables in case n, zn are the hidden variables, and yn = (zn,xn) are all
the variables. Unfortunately, this objective is hard to maximize. since we cannot push the log inside
the expectation. Fortunately, we can easily apply EM, as we explain below.

6.5.4.1 E step

Suppose we have the parameters θt−1 from the previous iteration. Then we can compute the expected
complete data log likelihood at iteration t as follows:

Q(θ,θt−1) = E

[
N∑

n=1

logN (yn|µ,Σ)|D,θt−1
]

(6.152)

= −N
2
log |2πΣ| − 1

2

∑

n

E
[
(yn − µ)TΣ−1(yn − µ)

]
(6.153)

= −N
2
log |2πΣ| − 1

2
tr(Σ−1

∑

n

E
[
(yn − µ)(yn − µ)T

]
(6.154)

= −N
2
log |Σ| − ND

2
log(2π)− 1

2
tr(Σ−1E [S(µ)]) (6.155)

where

E [S(µ)] ≜
∑

n

(
E
[
yny

T
n

]
+ µµT − 2µE [yn]

T
)

(6.156)

(We drop the conditioning of the expectation on D and θt−1 for brevity.) We see that we need to
compute

∑
n E [yn] and

∑
n E
[
yny

T
n

]
; these are the expected sufficient statistics.

To compute these quantities, we use the results from Section 2.3.1.3. We have

p(zn|xn,θ) = N (zn|mn,Vn) (6.157)

mn ≜ µh +ΣhvΣ
−1
vv (xn − µv) (6.158)

Vn ≜ Σhh −ΣhvΣ
−1
vvΣvh (6.159)

where we partition µ and Σ into blocks based on the hidden and visible indices h and v. Hence the
expected sufficient statistics are

E [yn] = (E [zn] ;xn) = (mn;xn) (6.160)
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To compute E
[
yny

T
n

]
, we use the result that Cov [y] = E

[
yyT

]
− E [y]E

[
yT
]
. Hence

E
[
yny

T
n

]
= E

[(
zn
xn

)(
zTn xTn

)]
=

(
E
[
znz

T
n

]
E [zn]x

T
n

xnE [zn]
T

xnx
T
n

)
(6.161)

E
[
znz

T
n

]
= E [zn]E [zn]

T
+Vn (6.162)

6.5.4.2 M step

By solving ∇Q(θ,θ(t−1)) = 0, we can show that the M step is equivalent to plugging these ESS into
the usual MLE equations to get

µt =
1

N

∑

n

E [yn] (6.163)

Σt =
1

N

∑

n

E
[
yny

T
n

]
− µt(µt)T (6.164)

Thus we see that EM is not equivalent to simply replacing variables by their expectations and
applying the standard MLE formula; that would ignore the posterior variance and would result in an
incorrect estimate. Instead we must compute the expectation of the sufficient statistics, and plug
that into the usual equation for the MLE.

6.5.4.3 Initialization

To get the algorithm started, we can compute the MLE based on those rows of the data matrix that
are fully observed. If there are no such rows, we can just estimate the diagonal terms of Σ using the
observed marginal statistics. We are then ready to start EM.

6.5.4.4 Example

As an example of this procedure in action, let us consider an imputation problem, where we have
N = 100 10-dimensional data cases, which we assume to come from a Gaussian. We generate
synthetic data where 50% of the observations are missing at random. First we fit the parameters
using EM. Call the resulting parameters θ̂. We can now use our model for predictions by computing
E
[
zn|xn, θ̂

]
. Figure 6.8 indicates that the results obtained using the learned parameters are almost

as good as with the true parameters. Not surprisingly, performance improves with more data, or as
the fraction of missing data is reduced.

6.5.5 Example: robust linear regression using Student likelihood

In this section, we discuss how to use EM to fit a linear regression model that uses the Student
distribution for its likelihood, instead of the more common Gaussian distribution, in order to achieve
robustness, as first proposed in [Zel76]. More precisely, the likelihood is given by

p(y|x,w, σ2, ν) = T (y|wTx, σ2, ν) (6.165)
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Figure 6.8: Illustration of data imputation using a multivariate Gaussian. (a) Scatter plot of true values vs
imputed values using true parameters. (b) Same as (a), but using parameters estimated with EM. We just
show the first four variables, for brevity. Generated by gauss_imputation_em_demo.ipynb.

At first blush it may not be apparent how to do this, since there is no missing data, and there
are no hidden variables. However, it turns out that we can introduce “artificial” hidden variables to
make the problem easier to solve; this is a common trick. The key insight is that we can represent
the Student distribution as a Gaussian scale mixture, as we discuss in Section 28.2.3.1.

We can apply the GSM version of the Student distribution to our problem by associating a latent
scale zn ∈ R+ with each example. The complete data log likelihood is therefore given by

log p(y, z|X,w, σ2, ν) =
∑

n

−1

2
log(2πznσ

2)− 1

2znσ2
(yi −wTxi)

2 (6.166)

+ (
ν

2
− 1) log(zn)− zn

ν

2
+ const (6.167)

Ignoring terms not involving w, and taking expectations, we have

Q(θ,θt) = −
∑

n

λn
2σ2

(yn −wTxn)
2 (6.168)

where λtn ≜ E [1/zn|yn,xn,wt]. We recognize this as a weighted least squares objective, with weight
λtn per datapoint.

We now discuss how to compute these weights. Using the results from Section 2.2.3.4, one can
show that

p(zn|yn,xn,θ) = IG(
ν + 1

2
,
ν + δn

2
) (6.169)

where δn = (yn−xTxn)2
σ2 is the standardized residual. Hence

λn = E [1/zn] =
νt + 1

νt + δtn
(6.170)
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Figure 6.9: Illustration of possible behaviors of variational EM. (a) The lower bound increases at each
iteration, and so does the likelihood. (b) The lower bound increases but the likelihood decreases. In this case,
the algorithm is closing the gap between the approximate and true posterior. This can have a regularizing
effect. Adapted from Figure 6 of [SJJ96]. Generated by var_em_bound.ipynb.

So if the residual δtn is large, the point will be given low weight λtn, which makes intuitive sense, since
it is probably an outlier.

6.5.6 Extensions to EM

There are many variations and extensions of the EM algorithm, as discussed in [MK97]. We summarize
a few of these below.

6.5.6.1 Variational EM

Suppose in the E step we pick q∗n = argminqn∈QDKL (qn ∥ p(zn|xn,θ)). Because we are optimizing
over the space of functions, this is called variational inference (see Section 10.1 for details). If the
family of distributions Q is rich enough to contain the true posterior, qn = p(zn|xn,θ), then we can
make the KL be zero. But in general, we might choose a more restrictive class for computational
reasons. For example, we might use qn(zn) = N (zn|µn,diag(σn)) even if the true posterior is
correlated.

The use of a restricted posterior family Q inside the E step of EM is called variational EM
[NH98a]. Unlike regular EM, variational EM is not guaranteed to increase the actual log likelihood
itself (see Figure 6.9), but it does monotonically increase the variational lower bound. We can control
the tightness of this lower bound by varying the variational family Q; in the limit in which qn = pn,
corresponding to exact inference, we recover the same behavior as regular EM. See Section 10.1.3 for
further discussion.

6.5.6.2 Hard EM

Suppose we use a degenerate posterior approximation in the context of variational EM, corresponding
to a point estimate, q(z|xn) = δẑn(z), where ẑn = argmaxz p(z|xn). This is equivalent to hard
EM, where we ignore uncertainty about zn in the E step.
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The problem with this degenerate approach is that it is very prone to overfitting, since the number
of latent variables is proportional to the number of datacases [WCS08].

6.5.6.3 Monte Carlo EM

Another approach to handling an intractable E step is to use a Monte Carlo approximation to the
expected sufficient statistics. That is, we draw samples from the posterior, zsn ∼ p(zn|xn,θt); then
we compute the sufficient statistics for each completed vector, (xn, zsn); and finally we average the
results. This is called Monte Carlo EM or MCEM [WT90; Nea12].

One way to draw samples is to use MCMC (see Chapter 12). However, if we have to wait for
MCMC to converge inside each E step, the method becomes very slow. An alternative is to use
stochastic approximation, and only perform “brief” sampling in the E step, followed by a partial
parameter update. This is called stochastic approximation EM [DLM99] and tends to work
better than MCEM.

6.5.6.4 Generalized EM

Sometimes we can perform the E step exactly, but we cannot perform the M step exactly. However,
we can still monotonically increase the log likelihood by performing a “partial” M step, in which we
merely increase the expected complete data log likelihood, rather than maximizing it. For example,
we might follow a few gradient steps. This is called the generalized EM or GEM algorithm [MK07].
(This is an unfortunate term, since there are many ways to generalize EM, but it is the standard
terminology.) For example, [Lan95a] proposes to perform one Newton-Raphson step:

θt+1 = θt − ηtH−1t gt (6.171)

where 0 < ηt ≤ 1 is the step size, and

gt =
∂

∂θ
Q(θ,θt)|θ=θt (6.172)

Ht =
∂2

∂θ∂θT
Q(θ,θt)|θ=θt (6.173)

If ηt = 1, [Lan95a] calls this the gradient EM algorithm. However, it is possible to use a larger
step size to speed up the algorithm, as in the quasi-Newton EM algorithm of [Lan95b]. This
method also replaces the Hessian in Equation (6.173), which may not be negative definite (for non
exponential family models), with a BFGS approximation. This ensures the overall algorithm is an
ascent algorithm. Note, however, when the M step cannot be computed in closed form, EM loses
some of its appeal over directly optimizing the marginal likelihood with a gradient based solver.

6.5.6.5 ECM algorithm

The ECM algorithm stands for “expectation conditional maximization”, and refers to optimizing the
parameters in the M step sequentially, if they turn out to be dependent. The ECME algorithm,
which stands for “ECM either” [LR95], is a variant of ECM in which we maximize the expected
complete data log likelihood (the Q function) as usual, or the observed data log likelihood, during
one or more of the conditional maximization steps. The latter can be much faster, since it ignores
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the results of the E step, and directly optimizes the objective of interest. A standard example of
this is when fitting the Student distribution. For fixed ν, we can update Σ as usual, but then to
update ν, we replace the standard update of the form νt+1 = argmaxν Q((µ

t+1,Σt+1, ν),θt) with
νt+1 = argmaxν log p(D|µt+1,Σt+1, ν). See [MK97] for more information.

6.5.6.6 Online EM

When dealing with large or streaming datasets, it is important to be able to learn online, as we
discussed in Section 19.7.5. There are two main approaches to online EM in the literature. The
first approach, known as incremental EM [NH98a], optimizes the lower bound Q(θ, q1, . . . , qN ) one
qn at a time; however, this requires storing the expected sufficient statistics for each data case.

The second approach, known as stepwise EM [SI00; LK09; CM09], is based on stochastic gradient
descent. This optimizes a local upper bound on ℓn(θ) = log p(xn|θ) at each step. (See [Mai13;
Mai15] for a more general discussion of stochastic and incremental bound optimization algorithms.)

6.6 Bayesian optimization

In this section, we discuss Bayesian optimization or BayesOpt, which is a model-based approach
to black-box optimization, designed for the case where the objective function f : X → R is expensive
to evaluate (e.g., if it requires running a simulation, or training and testing a particular neural net
architecture).

Since the true function f is expensive to evaluate, we want to make as few function calls (i.e., make as
few queries x to the oracle f) as possible. This suggests that we should build a surrogate function
(also called a response surface model) based on the data collected so far, Dn = {(xi, yi) : i = 1 : n},
which we can use to decide which point to query next. There is an inherent tradeoff between picking
the point x where we think f(x) is large (we follow the convention in the literature and assume
we are trying to maximize f), and picking points where we are uncertain about f(x) but where
observing the function value might help us improve the surrogate model. This is another instance of
the exploration-exploitation dilemma.

In the special case where the domain we are optimizing over is finite, so X = {1, . . . , A}, the
BayesOpt problem becomes similar to the best arm identification problem in the bandit literature
(Section 34.4). An important difference is that in bandits, we care about the cost of every action we
take, whereas in optimization, we usually only care about the cost of the final solution we find. In
other words, in bandits, we want to minimize cumulative regret, whereas in optimization we want to
minimize simple or final regret.

Another related topic is active learning. Here the goal is to identify the whole function f with
as few queries as possible, whereas in BayesOpt, the goal is just to identify the maximum of the
function.

Bayesian optimization is a large topic, and we only give a brief overview below. For more details,
see e.g., [Sha+16; Fra18; Gar23]. (See also https://distill.pub/2020/bayesian-optimization/
for an interactive tutorial.)
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6.6.1 Sequential model-based optimization

BayesOpt is an instance of a strategy known as sequential model-based optimization (SMBO)
[HHLB11]. In this approach, we alternate between querying the function at a point, and updating
our estimate of the surrogate based on the new data. More precisely, at each iteration n, we have
a labeled dataset Dn = {(xi, yi) : i = 1 : n}, which records points xi that we have queried, and
the corresponding function values, yi = f(xi) + ϵi, where ϵi is an optional noise term. We use
this dataset to estimate a probability distribution over the true function f ; we will denote this by
p(f |Dn). We then choose the next point to query xn+1 using an acquisition function α(x;Dn),
which computes the expected utility of querying x. (We discuss acquisition functions in Section 6.6.3).
After we observe yn+1 = f(xn+1) + ϵn+1, we update our beliefs about the function, and repeat. See
Algorithm 6.5 for some pseudocode.

Algorithm 6.5: Bayesian optimization
1 Collect initial dataset D0 = {(xi, yi)} from random queries xi or a space-filling design
2 Initialize model by computing p(f |D0)
3 for n = 1, 2, . . . until convergence do
4 Choose next query point xn+1 = argmaxx∈X α(x;Dn)
5 Measure function value, yn+1 = f(xn+1) + ϵn
6 Augment dataset, Dn+1 = {Dn, (xn+1, yn+1)}
7 Update model by computing p(f |Dn+1)

This method is illustrated in Figure 6.10. The goal is to find the global optimum of the solid black
curve. In the first row, we show the 2 previously queried points, x1 and x2, and their corresponding
function values. y1 = f(x1) and y2 = f(x2). Our uncertainty about the value of f at those locations
is 0 (if we assume no observation noise), as illustrated by the posterior credible interval (shaded
blue are) becoming “pinched”. Consequently the acquisition function (shown in green at the bottom)
also has value 0 at those previously queried points. The red triangle represents the maximum of the
acquisition function, which becomes our next query, x3. In the second row, we show the result of
observing y3 = f(x3); this further reduces our uncertainty about the shape of the function. In the
third row, we show the result of observing y4 = f(x4). This process repeats until we run out of time,
or until we are confident there are no better unexplored points to query.

The two main “ingredients” that we need to provide to a BayesOpt algorithm are (1) a way to
represent and update the posterior surrogate p(f |Dn), and (2) a way to define and optimize the
acquisition function α(x;Dn). We discuss both of these topics below.

6.6.2 Surrogate functions

In this section, we discuss ways to represent and update the posterior over functions, p(f |Dn).

6.6.2.1 Gaussian processes

In BayesOpt, it is very common to use a Gaussian process or GP for our surrogate. GPs are
explained in detail in Chapter 18, but the basic idea is that they represent p(f(x)|Dn) as a Gaussian,
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Figure 6.10: Illustration of sequential Bayesian optimization over three iterations. The rows correspond to a
training set of size t = 2, 3, 4. The dotted black line is the true, but unknown, function f(x). The solid black
line is the posterior mean, µ(x). The shaded blue intervals are the 95% credible interval derived from µ(x)
and σ(x). The solid black dots correspond to points whose function value has already been computed, i.e.,
xn for which f(xn) is known. The green curve at the bottom is the acquisition function. The red dot is the
proposed next point to query, which is the maximum of the acquisition function. From Figure 1 of [Sha+16].
Used with kind permission of Nando de Freitas.

p(f(x)|Dn) = N (f |µn(x), σ2
n(x)), where µn(x) and σn(x) are functions that can be derived from

the training data Dn = {(xi, yi) : i = 1 : n} using a simple closed-form equation. The GP requires
specifying a kernel function Kθ(x,x′), which measures similarities between input points x,x′. The
intuition is that if two inputs are similar, so Kθ(x,x′) is large, then the corresponding function values
are also likely to be similar, so f(x) and f(x′) should be positively correlated. This allows us to
interpolate the function between the labeled training points; in some cases, it also lets us extrapolate
beyond them.

GPs work well when we have little training data, and they support closed form Bayesian updating.
However, exact updating takes O(N3) for N samples, which becomes too slow if we perform many
function evaluations. There are various methods (Section 18.5.3) for reducing this to O(NM2) time,
where M is a parameter we choose, but this sacrifices some of the accuracy.

In addition, the performance of GPs depends heavily on having a good kernel. We can estimate the
kernel parameters θ by maximizing the marginal likelihood, as discussed in Section 18.6.1. However,
since the sample size is small (by assumption), we can often get better performance by marginalizing
out θ using approximate Bayesian inference methods, as discussed in Section 18.6.2. See e.g., [WF16]
for further details.

6.6.2.2 Bayesian neural networks

A natural alternative to GPs is to use a parametric model. If we use linear regression, we can
efficiently perform exact Bayesian inference, as shown in Section 15.2. If we use a nonlinear model,
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such as a DNN, we need to use approximate inference methods. We discuss Bayesian neural networks
in detail in Chapter 17. For their application to BayesOpt, see e.g., [Spr+16; PPR22; Kim+22].

6.6.2.3 Other models

We are free to use other forms of regression model. [HHLB11] use an ensemble of random forests;
such models can easily handle conditional parameter spaces, as we discuss in Section 6.6.4.2, although
bootstrapping (which is needed to get uncertainty estimates) can be slow.

6.6.3 Acquisition functions

In BayesOpt, we use an acquisition function (also called a merit function) to evaluate the
expected utility of each possible point we could query: α(x|Dn) = Ep(y|x,Dn) [U(x, y;Dn)], where
y = f(x) is the unknown value of the function at point x, and U() is a utility function. Different
utility functions give rise to different acquisition functions, as we discuss below. We usually choose
functions so that the utility of picking a point that has already been queried is small (or 0, in the
case of noise-free observations), in order to encourage exploration.

6.6.3.1 Probability of improvement

Let us define Mn = maxni=1 yi to be the best value observed so far (known as the incumbent).
(If the observations are noisy, using the highest mean value maxi Ep(f |Dn) [f(xi)] is a reasonable
alternative [WF16].) Then we define the utility of some new point x using U(x, y;Dn) = I (y > Mn).
This gives reward iff the new value is better than the incumbent. The corresponding acquisition
function is then given by the expected utility, αPI(x;Dn) = p(f(x) > Mn|Dn). This is known as the
probability of improvement [Kus64]. If p(f |Dn) is a GP, then this quantity can be computed in
closed form, as follows:

αPI(x;Dn) = p(f(x) > Mn|Dn) = Φ(γn(x,Mn)) (6.174)

where Φ is the cdf of the N (0, 1) distribution and

γn(x, τ) =
µn(x)− τ
σn(x)

(6.175)

6.6.3.2 Expected improvement

The problem with PI is that all improvements are considered equally good, so the method tends
to exploit quite aggressively [Jon01]. A common alternative takes into account the amount of
improvement by defining U(x, y;Dn) = (y −Mn)I (y > Mn) and

αEI(x;Dn) = EDn [U(x, y)] = EDn [(f(x)−Mn)I (f(x) > Mn)] (6.176)

This acquisition function is known as the expected improvement (EI) criterion [Moc+96]. In the
case of a GP surrogate, this has the following closed form expression:

αEI(x;Dn) = (µn(x)−Mn)Φ(γ) + σn(x)ϕ(γ) = σn(x)[γnΦ(γ) + ϕ(γ)] (6.177)
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Figure 6.11: The first row shows the objective function, (the Branin function defined on R2), and its posterior
mean and variance using a GP estimate. White dots are the observed data points. The second row shows
3 different acquisition functions (probability of improvement, expected improvement, and upper confidence
bound); the white triangles are the maxima of the corresponding acquisition functions. From Figure 6 of
[BCF10]. Used with kind permission of Nando de Freitas.

where ϕ() is the pdf of the N (0, 1) distribution, Φ is the cdf, and γ = γn(x,Mn). The first
term encourages exploitation (evaluating points with high mean) and the second term encourages
exploration (evaluating points with high variance). This is illustrated in Figure 6.10.

If we cannot compute the predictive variance analytically, but can draw posterior samples, then
we can compute a Monte Carlo approximation to the EI, as proposed in [Kim+22]:

αEI(x;Dn) ≈
1

S

S∑

s=1

max(µsn(x)−Mn, 0) (6.178)

6.6.3.3 Upper confidence bound (UCB)

An alternative approach is to compute an upper confidence bound or UCB on the function, at
some confidence level βn, and then to define the acquisition function as follows: αUCB(x;Dn) =
µn(x) + βnσn(x). This is the same as in the contextual bandit setting, discussed in Section 34.4.5,
except we are optimizing over x ∈ X , rather than a finite set of arms a ∈ {1, . . . , A}. If we use a GP
for our surrogate, the method is known as GP-UCB [Sri+10].
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6.6.3.4 Thompson sampling

We discuss Thompson sampling in Section 34.4.6 in the context of multiarmed bandits, where
the state space is finite, X = {1, . . . , A}, and the acquisition function α(a;Dn) corresponds to the
probability that arm a is the best arm. We can generalize this to real-valued input spaces X using

α(x;Dn) = Ep(θ|Dn)
[
I
(
x = argmax

x′
fθ(x

′)

)]
(6.179)

We can compute a single sample approximation to this integral by sampling θ̃ ∼ p(θ|Dn). We can
then pick the optimal action as follows:

xn+1 = argmax
x

α(x;Dn) = argmax
x

I
(
x = argmax

x′
fθ̃(x

′)

)
= argmax

x
fθ̃(x) (6.180)

In other words, we greedily maximize the sampled surrogate.
For continuous spaces, Thompson sampling is harder to apply than in the bandit case, since we

can’t directly compute the best “arm” xn+1 from the sampled function. Furthermore, when using
GPs, there are some subtle technical difficulties with sampling a function, as opposed to sampling
the parameters of a parametric surrogate model (see [HLHG14] for discussion).

6.6.3.5 Entropy search

Since our goal in BayesOpt is to find x∗ = argmaxx f(x), it makes sense to try to directly minimize
our uncertainty about the location of x∗, which we denote by p∗(x|Dn). We will therefore define the
utility as follows:

U(x, y;Dn) = H (x∗|Dn)−H (x∗|Dn ∪ {(x, y)}) (6.181)

where H (x∗|Dn) = H (p∗(x|Dn)) is the entropy of the posterior distribution over the location of the
optimum. This is known as the information gain criterion; the difference from the objective used in
active learning is that here we want to gain information about x∗ rather than about f for all x. The
corresponding acquisition function is given by

αES(x;Dn) = Ep(y|x,Dn) [U(x, y;Dn)] = H (x∗|Dn)− Ep(y|x,Dn) [H (x∗|Dn ∪ {(x, y)})] (6.182)

This is known as entropy search [HS12].
Unfortunately, computing H (x∗|Dn) is hard, since it requires a probability model over the input

space. Fortunately, we can leverage the symmetry of mutual information to rewrite the acquisition
function in Equation (6.182) as follows:

αPES(x;Dn) = H (y|Dn,x)− Ex∗|Dn [H (y|Dn,x,x∗)] (6.183)

where we can approximate the expectation from p(x∗|Dn) using Thompson sampling. Now we just
have to model uncertainty about the output space y. This is known as predictive entropy search
[HLHG14].
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6.6.3.6 Knowledge gradient

So far the acquisition functions we have considered are all greedy, in that they only look one step
ahead. The knowledge gradient acquisition function, proposed in [FPD09], looks two steps ahead
by considering the improvement we might expect to get if we query x, update our posterior, and
then exploit our knowledge by maximizing wrt our new beliefs. More precisely, let us define the best
value we can find if we query one more point:

Vn+1(x, y) = max
x′

Ep(f |x,y,Dn) [f(x
′)] (6.184)

Vn+1(x) = Ep(y|x,Dn) [Vn+1(x, y)] (6.185)

We define the KG acquisition function as follows:

αKG(x;Dn) = EDn [(Vn+1(x)−Mn)I (Vn+1(x) > Mn)] (6.186)

Compare this to the EI function in Equation (6.176).) Thus we pick the point xn+1 such that
observing f(xn+1) will give us knowledge which we can then exploit, rather than directly trying to
find a better point with better f value.

6.6.3.7 Optimizing the acquisition function

The acquisition function α(x) is often multimodal (see e.g., Figure 6.11), since it will be 0 at all the
previously queried points (assuming noise-free observations). Consequently maximizing this function
can be a hard subproblem in itself [WHD18; Rub+20].

In the continuous setting, it is common to use multirestart BFGS or grid search. We can also use
the cross-entropy method (Section 6.7.5), using mixtures of Gaussians [BK10] or VAEs [Fau+18] as
the generative model over x. In the discrete, combinatorial setting (e.g., when optimizing biological
sequences), [Bel+19] use regularized evolution, (Section 6.7.3), and [Ang+20] use proximial policy
optimization (Section 35.3.4). Many other combinations are possible.

6.6.4 Other issues

There are many other issues that need to be tackled when using Bayesian optimization, a few of
which we briefly mention below.

6.6.4.1 Parallel (batch) queries

In some cases, we want to query the objective function at multiple points in parallel; this is known
as batched Bayesian optimization. Now we need to optimize over a set of possible queries, which
is computationally even more difficult than the regular case. See [WHD18; DBB20] for some recent
papers on this topic.

6.6.4.2 Conditional parameters

BayesOpt is often applied to hyper-parameter optimization. In many applications, some hyperparam-
eters are only well-defined if other ones take on specific values. For example, suppose we are trying
to automatically tune a classifier, as in the Auto-Sklearn system [Feu+15], or the Auto-WEKA
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system [Kot+17]. If the method chooses to use a neural network, it also needs to specify the number
of layers, and number of hidden units per layer; but if it chooses to use a decision tree, it instead
should specify different hyperparameters, such as the maximum tree depth.

We can formalize such problems by defining the search space in terms of a tree or DAG (directed
acyclic graph), where different subsets of the parameters are defined at each leaf. Applying GPs to
this setting requires non-standard kernels, such as those discussed in [Swe+13; Jen+17]. Alternatively,
we can use other forms of Bayesian regression, such as ensembles of random forests [HHLB11], which
can easily handle conditional parameter spaces.

6.6.4.3 Multifidelity surrogates

In some cases, we can construct surrogate functions with different levels of accuracy, each of which
may take variable amounts of time to compute. In particular, let f(x, s) be an approximation to
the true function at x with fidelity s. The goal is to solve maxx f(x, 0) by observing f(x, s) at a
sequence of (xi, si) values, such that the total cost

∑n
i=1 c(si) is below some budget. For example, in

the context of hyperparameter selection, s may control how long we run the parameter optimizer for,
or how large the validation set is.

In addition to choosing what fidelity to use for an experiment, we may choose to terminate
expensive trials (queries) early, if the results of their cheaper proxies suggest they will not be worth
running to completion (see e.g., [Str19; Li+17c; FKH17]). Alternatively, we may choose to resume
an earlier aborted run, to collect more data on it, as in the freeze-thaw algorithm [SSA14].

6.6.4.4 Constraints

If we want to maximize a function subject to known constraints, we can simply build the constraints
into the acquisition function. But if the constraints are unknown, we need to estimate the support
of the feasible set in addition to estimating the function. In [GSA14], they propose the weighted
EI criterion, given by αwEI(x;Dn) = αEI(x;Dn)h(x;Dn), where h(x;Dn) is a GP with a Bernoulli
observation model that specifies if x is feasible or not. Of course, other methods are possible. For
example, [HL+16b] propose a method based on predictive entropy search.

6.7 Derivative-free optimization

Derivative-free optimization or DFO refers to a class of techniques for optimizing functions
without using derivatives. This is useful for blackbox function optimization as well as discrete
optimization. If the function is expensive to evaliate, we can use Bayesian optimization (Section 6.6).
If the function is cheap to evaluate, we can use stochastic local search methods or evolutionary search
methods, as we discuss below.

6.7.1 Local search

In this section, we discuss heuristic optimization algorithms that try to find the global maximum
in a discrete, unstructured search space. These algorithms replace the local gradient based update,
which has the form θt+1 = θt + ηtdt, with the following discrete analog:

xt+1 = argmax
x∈nbr(xt)

L(x) (6.187)
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where nbr(xt) ⊆ X is the set of neighbors of xt. This is called hill climbing, steepest ascent, or
greedy search.

If the “neighborhood” of a point contains the entire space, Equation (6.187) will return the global
optimum in one step, but usually such a global neighborhood is too large to search exhaustively.
Consequently we usually define local neighborhoods. For example, consider the 8-queens problem.
Here the goal is to place queens on an 8× 8 chessboard so that they don’t attack each other (see
Figure 6.14). The state space has the form X = 648, since we have to specify the location of each
queen on the grid. However, due to the constraints, there are only 88 ≈ 17M feasible states. We
define the neighbors of a state to be all possible states generated by moving a single queen to another
square in the same column, so each node has 8× 7 = 56 neighbors. According to [RN10, p.123], if we
start at a randomly generated 8-queens state, steepest ascent gets stuck at a local maximum 86% of
the time, so it only solves 14% of problem instances. However, it is fast, taking an average of 4 steps
when it succeeds and 3 when it gets stuck.

In the sections below, we discuss slightly smarter algorithms that are less likely to get stuck in
local maxima.

6.7.1.1 Stochastic local search

Hill climbing is greedy, since it picks the best point in its local neighborhood, by solving Equa-
tion (6.187) exactly. One way to reduce the chance of getting stuck in local maxima is to approximately
maximize this objective at each step. For example, we can define a probability distribution over the
uphill neighbors, proportional to how much they improve, and then sample one at random. This is
called stochastic hill climbing. If we gradually decrease the entropy of this probability distribution
(so we become greedier over time), we get a method called simulated annealing, which we discuss in
Section 12.9.1.

Another simple technique is to use greedy hill climbing, but then whenever we reach a local
maximum, we start again from a different random starting point. This is called random restart
hill climbing. To see the benefit of this, consider again the 8-queens problem. If each hill-climbing
search has a probability of p ≈ 0.14 of success, then we expect to need R = 1/p ≈ 7 restarts until we
find a valid solution. The expected number of total steps can be computed as follows. Let N1 = 4
be the average number of steps for successful trials, and N0 = 3 be the average number of steps for
failures. Then the total number of steps on average is N1 + (R− 1)N0 = 4 + 6× 3 = 22. Since each
step is quick, the overall method is very fast. For example, it can solve an n-queens problem with
n =1M in under a minute.

Of course, solving the n-queens problem is not the most useful task in practice. However, it is
typical of several real-world boolean satisfiability problems, which arise in problems ranging
from AI planning to model checking (see e.g., [SLM92]). In such problems, simple stochastic local
search (SLS) algorithms of the kind we have discussed work surprisingly well (see e.g., [HS05]).

6.7.1.2 Tabu search

Hill climbing will stop as soon as it reaches a local maximum or a plateau. Obviously one can perform
a random restart, but this would ignore all the information that had been gained up to this point. A
more intelligent alternative is called tabu search [GL97]. This is like hill climbing, except it allows
moves that decrease (or at least do not increase) the scoring function, provided the move is to a new
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Algorithm 6.6: Tabu search.
1 t := 0 // counts iterations
2 c := 0 // counts number of steps with no progress
3 Initialize x0

4 x∗ := x0 // current best incumbent
5 while c < cmax do
6 xt+1 = argmaxx∈nbr(xt)\{xt−τ ,...,xt−1} f(x)
7 if f(xt+1) > f(x∗) then
8 x∗ := xt+1

9 c := 0

10 else
11 c := c+ 1

12 t := t+ 1

13 return x∗

state that has not been seen before. We can enforce this by keeping a tabu list which tracks the
τ most recently visited states. This forces the algorithm to explore new states, and increases the
chances of escaping from local maxima. We continue to do this for up to cmax steps (known as the
“tabu tenure”). The pseudocode can be found in Algorithm 6.6. (If we set cmax = 1, we get greedy
hill climbing.)

For example, consider what happens when tabu search reaches a hill top, xt. At the next step, it
will move to one of the neighbors of the peak, xt+1 ∈ nbr(xt), which will have a lower score. At the
next step, it will move to the neighbor of the previous step, xt+2 ∈ nbr(xt+1); the tabu list prevents
it cycling back to xt (the peak), so it will be forced to pick a neighboring point at the same height or
lower. It continues in this way, “circling” the peak, possibly being forced downhill to a lower level-set
(an inverse basin flooding operation), until it finds a ridge that leads to a new peak, or until it
exceeds a maximum number of non-improving moves.

According to [RN10, p.123], tabu search increases the percentage of 8-queens problems that can
be solved from 14% to 94%, although this variant takes an average of 21 steps for each successful
instance and 64 steps for each failed instance.

6.7.1.3 Random search

A surprisingly effective strategy in problems where we know nothing about the objective is to use
random search. In this approach, each iterate xt+1 is chosen uniformly at random from X . This
should always be tried as a baseline.

In [BB12], they applied this technique to the problem of hyper-parameter optimization for some
ML models, where the objective is performance on a validation set. In their examples, the search
space is continuous, Θ = [0, 1]D. It is easy to sample from this at random. The standard alternative
approach is to quantize the space into a fixed set of values, and then to evaluate them all; this is
known as grid search. (Of course, this is only feasible if the number of dimensions D is small.)
They found that random search outperformed grid search. The intuitive reason for this is that many
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Figure 6.12: Illustration of grid search (left) vs random search (right). From Figure 1 of [BB12]. Used with
kind permission of James Bergstra.

hyper-parameters do not make much difference to the objective function, as illustrated in Figure 6.12.
Consequently it is a waste of time to place a fine grid along such unimportant dimensions.

RS has also been used to optimize the parameters of MDP policies, where the objective has
the form f(x) = Eτ∼πx [R(τ )] is the expected reward of trajectories generated by using a policy
with parameters x. For policies with few free parameters, RS can outperform more sophisticated
reinforcement learning methods described in Chapter 35, as shown in [MGR18]. In cases where
the policy has a large number of parameters, it is sometimes possible to project them to a lower
dimensional random subspace, and perform optimization (either grid search or random search) in
this subspace [Li+18a].

6.7.2 Simulated annealing

Simulated annealing [KJV83; LA87] is a stochastic local search algorithm (Section 6.7.1.1) that
attempts to find the global minimum of a black-box function E(x), where E() is known as the energy
function. The method works by converting the energy to an (unnormalized) probability distribution
over states by defining p(x) = exp(−E(x)), and then using a variant of the Metropolis-Hastings
algorithm to sample from a set of probability distributions, designed so that at the final step, the
method samples from one of the modes of the distribution, i.e., it finds one of the most likely states,
or lowest energy states. This approach can be used for both discrete and continuous optimization.
See Section 12.9.1 for more details.

6.7.3 Evolutionary algorithms

Stochastic local search (SLS) maintains a single “best guess” at each step, xt. If we run this for
T steps, and restart K times, the total cost is TK. A natural alternative is to maintain a set or
population of K good candidates, St, which we try to improve at each step. This is called an
evolutionary algorithm (EA). If we run this for T steps, it also takes TK time; however, it can
often get better results than multi-restart SLS, since the search procedure explores more of the space
in parallel, and information from different members of the population can be shared. Many versions
of EA are possible, as we discuss below.

Since EA algorithms draw inspiration from the biological process of evolution, they also borrow
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Figure 6.13: Illustration of a genetic algorithm applied to the 8-queens problem. (a) Initial population of 4
strings. (b) We rank the members of the population by fitness, and then compute their probability of mating.
Here the integer numbers represent the number of nonattacking pairs of queens, so the global maximum has a
value of 28. We pick an individual θ with probability p(θ) = L(θ)/Z, where Z =

∑
θ∈P L(θ) sums the total

fitness of the population. For example, we pick the first individual with probability 24/78 = 0.31, the second
with probability 23/78 = 0.29, etc. In this example, we pick the first individual once, the second twice, the
third one once, and the last one does not get to breed. (c) A split point on the “chromosome” of each parent is
chosen at random. (d) The two parents swap their chromosome halves. (e) We can optionally apply pointwise
mutation. From Figure 4.6 of [RN10]. Used with kind permission of Peter Norvig.

a lot of its terminology. The fitness of a member of the population is the value of the objective
function (possibly normalized across population members). The members of the population at step
t+ 1 are called the offspring. These can be created by randomly choosing a parent from St and
applying a random mutation to it. This is like asexual reproduction. Alternatively we can create an
offspring by choosing two parents from St, and then combining them in some way to make a child,
as in sexual reproduction; combining the parents is called recombination. (It is often followed by
mutation.)

The procedure by which parents are chosen is called the selection function. In truncation
selection, each parent is chosen from the fittest K members of the population (known as the elite
set). In tournament selection, each parent is the fittest out of K randomly chosen members. In
fitness proportionate selection, also called roulette wheel selection, each parent is chosen
with probability proportional to its fitness relative to the others. We can also “kill off” the oldest
members of the population, and then select parents based on their fitness; this is called regularized
evolution [Rea+19]).

In addition to the selection rule for parents, we need to specify the recombination and mutation
rules. There are many possible choices for these heuristics. We briefly mention a few of them below.

• In a genetic algorithm (GA) [Gol89; Hol92], we use mutation and a particular recombination
method based on crossover. To implement crossover, we assume each individual is represented as
a vector of integers or binary numbers, by analogy to chromosomes. We pick a split point along
the chromosome for each of the two chosen parents, and then swap the strings, as illustrated in
Figure 6.13.

• In genetic programming [Koz92], we use a tree-structured representation of individuals, instead
of a bit string. This representation ensures that all crossovers result in valid children, as illustrated
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+ =

Figure 6.14: The 8-queens states corresponding to the first two parents in Figure 6.13(c) and their first child
in Figure 6.13(d). We see that the encoding 32752411 means that the first queen is in row 3 (counting from
the bottom left), the second queen is in row 2, etc. The shaded columns are lost in the crossover, but the
unshaded columns are kept. From Figure 4.7 of [RN10]. Used with kind permission of Peter Norvig.
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Figure 6.15: Illustration of crossover operator in a genetic program. (a-b) the two parents, representing
sin(x) + (x + y)2 and sin(x) +
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x2 + y. The red circles denote the two crossover points. (c-d) the two

children, representing sin(x) + (x2)2 and sin(x) +
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x+ y + y. Adapted from Figure 9.2 of [Mit97]
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in Figure 6.15. Genetic programming can be useful for finding good programs as well as other
structured objects, such as neural networks. In evolutionary programming, the structure of
the tree is fixed and only the numerical parameters are evolved.

• In surrogate assisted EA, a surrogate function f̂(s) is used instead of the true objective function
f(s) in order to speed up the evaluation of members of the population (see [Jin11] for a survey).
This is similar to the use of response surface models in Bayesian optimization (Section 6.6), except
it does not deal with the explore-exploit tradeoff.

• In a memetic algorithm [MC03], we combine mutation and recombination with standard local
search.

Evolutionary algorithms have been applied to a large number of applications, including training
neural networks (this combination is known as neuroevolution [Sta+19]). An efficient JAX-based
library for (neuro)-evolution can be found at https://github.com/google/evojax.

6.7.4 Estimation of distribution (EDA) algorithms

EA methods maintain a population of good candidate solutions, which can be thought of as an
implicit (nonparametric) density model over states with high fitness. [BC95] proposed to “remove
the genetics from GAs”, by explicitly learning a probabilistic model over the configuration space that
puts its mass on high scoring solutions. That is, the population becomes the set of parameters of a
generative model, θt.

One way to learn such as model is as follows. We start by creating a sample of K ′ > K candidate
solutions from the current model, St = {xk ∼ p(x|θt)}. We then rank the samples using the fitness
function, and then pick the most promising subset S∗t of size K using a selection operator (this is
known as truncation selection). Finally, we fit a new probabilistic model p(x|θt+1) to S∗t using
maximum likelihood estimation. This is called the estimation of distribution or EDA algorithm
(see e.g., [LL02; PSCP06; Hau+11; PHL12; Hu+12; San17; Bal17]).

Note that EDA is equivalent to minimizing the cross entropy between the empirical distribution
defined by S∗t and the model distribution p(x|θt+1). Thus EDA is related to the cross entropy
method, as described in Section 6.7.5, although CEM usually assumes the special case where
p(x|θ) = N (x|µ,Σ). EDA is also closely related to the EM algorithm, as discussed in [Bro+20a].

As a simple example, suppose the configuration space is bit strings of length D, and the fitness
function is f(x) =

∑D
d=1 xd, where xd ∈ {0, 1} (this is called the one-max function in the EA

literature). A simple probabilistic model for this is a fully factored model of the form p(x|θ) =∏D
d=1 Ber(xd|θd). Using this model inside of DBO results in a method called univariate marginal

distribution algorithm or UMDA.
We can estimate the parameters of the Bernoulli model by setting θd to the fraction of samples

in S∗t that have bit d turned on. Alternatively, we can incrementally adjust the parameters. The
population-based incremental learning (PBIL) algorithm [BC95] applies this idea to the factored
Bernoulli model, resulting in the following update:

θ̂d,t+1 = (1− ηt)θ̂d,t + ηtθd,t (6.188)

where θd,t = 1
Nt

∑K
k=1 I (xk,d = 1) is the MLE estimated from the K = |S∗t | samples generated in the

current iteration, and ηt is a learning rate.
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Figure 6.16: Illustration of the BOA algorithm (EDA applied to a generative model structured as a Bayes
net). Adapted from Figure 3 of [PHL12].

It is straightforward to use more expressive probability models that capture dependencies between
the parameters (these are known as building blocks in the EA literature). For example, in the case
of real-valued parameters, we can use a multivariate Gaussian, p(x) = N (x|µ,Σ). The resulting
method is called the estimation of multivariate normal algorithm or EMNA, [LL02]. (See
also Section 6.7.5.)

For discrete random variables, it is natural to use probabilistic graphical models (Chapter 4) to
capture dependencies between the variables. [BD97] learn a tree-structured graphical model using
the Chow-Liu algorithm (Supplementary Section 30.2.1); [BJV97] is a special case of this where the
graph is a tree. We can also learn more general graphical model structures (see e.g., [LL02]). We
typically use a Bayes net (Section 4.2), since we can use ancestral sampling (Section 4.2.5) to easily
generate samples; the resulting method is therefore called the Bayesian optimization algorithm
(BOA) [PGCP00].5 The hierarchical BOA (hBOA) algorithm [Pel05] extends this by using decision
trees and decision graphs to represent the local CPTs in the Bayes net (as in [CHM97]), rather than
using tables. In general, learning the structure of the probability model for use in EDA is called
linkage learning, by analogy to how genes can be linked together if they can be co-inherited as a
building block.

We can also use deep generative models to represent the distribution over good candidates. For
example, [CSF16] use denoising autoencoders and NADE models (Section 22.2), [Bal17] uses a
DNN regressor which is then inverted using gradient descent on the inputs, [PRG17] uses RBMs

5. This should not be confused with the Bayesian optimization methods we discuss in Section 6.6, that use response
surface modeling to model p(f(x)) rather than p(x∗).
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(Section 4.3.3.2), [GSM18] uses VAEs (Section 21.2), etc. Such models might take more data to
fit (and therefore more function calls), but can potentially model the probability landscape more
faithfully. (Whether that translates to better optimization performance is not clear, however.)

6.7.5 Cross-entropy method

The cross-entropy method [Rub97; RK04; Boe+05] is a special case of EDA (Section 6.7.4) in
which the population is represented by a multivariate Gaussian. In particular, we set µt+1 and Σt+1

to the empirical mean and covariance of S∗t+1, which are the top K samples. This is closely related
to the SMC algorithm for sampling rare events discussed in Section 13.6.4.

The CEM is sometimes used for model-based RL (Section 35.4), since it is simple and can find
reasonably good optima of multimodal objectives. It is also sometimes used inside of Bayesian
optimization (Section 6.6), to optimize the multi-modal acquisition function (see [BK10]).

6.7.5.1 Differentiable CEM

The differentiable CEM method of [AY19] replaces the top K operator with a soft, differentiable
approximation, which allows the optimizer to be used as part of an end-to-end differentiable pipeline.
For example, we can use this to create a differentiable model predictive control (MPC) algorithm
(Section 35.4.1), as described in Section 35.4.5.2.

The basic idea is as follows. Let St = {xt,i ∼ p(x|θt) : i = 1 : K ′} represent the current
population, with fitness values vt,i = f(xt,i). Let v∗t,K be the K’th smallest value. In CEM, we
compute the set of top K samples, S∗t = {i : vt,i ≥ v∗t,K}, and then update the model based on these:
θt+1 = argmaxθ

∑
i∈St pt(i) log p(xt,i|θ), where pt(i) = I (i ∈ S∗t ) /|S∗t |. In the differentiable version,

we replace the sparse distribution pt with the “soft” dense distribution qt = Π(pt; τ,K), where

Π(p; τ,K) = argmin
0≤q≤1

−pTq − τ H(q) s.t. 1Tq = K (6.189)

projects the distribution p onto the polytope of distributions which sum to K. (Here H(q) =
−∑i qi log(qi) + (1 − qi) log(1 − qi) is the entropy, and τ > 0 is a temperature parameter.) This
projection operator (and hence the whole DCEM algorithm) can be backpropagated through using
implicit differentiation [AKZK19].

6.7.6 Evolutionary strategies

Evolution strategies [Wie+14] are a form of distribution-based optimization in which the distribu-
tion over the population is represented by a Gaussian, p(x|θt) (see e.g., [Sal+17b]). Unlike CEM,
the parameters are updated using gradient ascent applied to the expected value of the objective,
rather than using MLE on a set of elite samples. More precisely, consider the smoothed objective
L(θ) = Ep(x|θ) [f(x)]. We can use the REINFORCE estimator (Section 6.3.4) to compute the
gradient of this objective as follows:

∇θL(θ) = Ep(x|θ) [f(x)∇θ log p(x|θ)] (6.190)

This can be approximated by drawing Monte Carlo samples. We discuss how to compute this gradient
below.
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Figure 6.17: Illustration of the CMA-ES method applied to a simple 2d function. The dots represent
members of the population, and the dashed orange ellipse represents the multivariate Gaussian. From
https: // en. wikipedia. org/ wiki/ CMA-ES . Used with kind permission of Wikipedia author Sentewolf.

6.7.6.1 Natural evolutionary strategies

If the probability model is in the exponential family, we can compute the natural gradient (Section 6.4),
rather than the “vanilla” gradient, which can result in faster convergence. Such methods are called
natural evolution strategies [Wie+14].

6.7.6.2 CMA-ES

The CMA-ES method of [Han16], which stands for “covariance matrix adaptation evolution strategy”
is a kind of NES. It is very similar to CEM except it updates the parameters in a special way. In
particular, instead of computing the new mean and covariance using unweighted MLE on the elite
set, we attach weights to the elite samples based on their rank. We then set the new mean to the
weighted MLE of the elite set.

The update equations for the covariance are more complex. In particular, “evolutionary paths” are
also used to accumulate the search directions across successive generations, and these are used to
update the covariance. It can be shown that the resulting updates approximate the natural gradient
of L(θ) without explicitly modeling the Fisher information matrix [Oll+17].

Figure 6.17 illustrates the method in action.

6.8 Optimal transport

This section is written by Marco Cuturi.

In this section, we focus on optimal transport theory, a set of tools that have been proposed,
starting with work by [Mon81], to compare two probability distributions. We start from a simple
example involving only matchings, and work from there towards various extensions.
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6.8.1 Warm-up: matching optimally two families of points

Consider two families (x1, . . . ,xn) and (y1, . . . ,yn), each consisting in n > 1 distinct points taken
from a set X . A matching between these two families is a bijective mapping that assigns to each
point xi another point yj . Such an assignment can be encoded by pairing indices (i, j) ∈ {1, . . . , n}2
such that they define a permutation σ in the symmetric group Sn. With that convention and given a
permuation σ, xi would be assigned to yσi , the σi’th element in the second family.

Matchings costs. When matching a family with another, it is natural to consider the cost
incurred when pairing any point xi with another point yj , for all possible pairs (i, j) ∈ {1, . . . , n}2.
For instance, xi might contain information on the current location of a taxi driver i, and yj that
of a user j who has just requested a taxi; in that case, Cij ∈ R may quantify the cost (in terms of
time, fuel or distance) required for taxi driver i to reach user j. Alternatively, xi could represent a
vector of skills held by a job seeker i and yj a vector quantifying desirable skills associated with a
job posting j; in that case Cij could quantify the number of hours required for worker i to carry out
job j. We will assume without loss of generality that the values Cij are obtained by evaluating a
cost function c : X × X → R on the pair (xi,yj), namely Cij = c(xi,yj). In many applications of
optimal transport, such cost functions have a geometric interpretation and are typically distance
functions on X as in Fig. 6.18, in which X = R2, or as will be later discussed in Section 6.8.2.4.

Least-cost matchings. Equipped with a cost function c, the optimal matching (or assignment)
problem is that of finding a permutation that reaches the smallest total cost, as defined by the
function

min
σ
E(σ) =

n∑

i=1

c(xi,yσj ) . (6.191)

The optimal matching problem is arguably one of the simplest combinatorial optimization problems,
tackled as early as the 19th century [JB65]. Although a naive enumeration of all permutations would
require evaluating objective E a total of n! times, the Hungarian algorithm [Kuh55] was shown to
provide the optimal solution in polynomial time [Mun57], and later refined to require in the worst
case O(n3) operations.

6.8.2 From optimal matchings to Kantorovich and Monge formulations

The optimal matching problem is relevant to many applications, but it suffers from a few limitations.
One could argue that most of the optimal transport literature arises from the necessity to overcome
these limitations and extend (6.191) to more general settings. An obvious issue arises when the
number of points available in both familites is not the same. The second limitation arises when
considering a continuous setting, namely when trying to match (or morph) two probability densities,
rather than families of atoms (discrete measures).

6.8.2.1 Mass splitting

Suppose again that all points xi and yj describe skills, respectively held by a worker i and needed for
a task j to be fulfilled in a factory. Since finding a matching is equivalent to finding a permutation in
{1, . . . , n}, problem (6.191) cannot handle cases in which the number of workers is larger (or smaller)
than the number of tasks. More problematically, the assumption that every single task is indivisible,
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�?
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y1

<latexit sha1_base64="5/3/SqfeQueSBoU9VFhsO/6qSHI=">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</latexit>

y2
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<latexit sha1_base64="8sGRWJBe0h4O+UahDIu05UMswg4=">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</latexit>

y4

<latexit sha1_base64="ekoEsD/g9EELaXK+0X/mSQOg7Zg=">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</latexit>

y5
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x5

<latexit sha1_base64="OX2FcB5yvoaAD8PXEabh89RdIt4=">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</latexit>

x4

<latexit sha1_base64="OXW9GqP5iIAF3Ktb59z0VWuCvkE=">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</latexit>

x3

<latexit sha1_base64="wuOwi13KiguGrk4vhriFF0+eF74=">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</latexit>

x2
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�

<latexit sha1_base64="+IgjzpE05PQ9/opsVIe0Dtowrrc=">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</latexit>

b4�y4
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a2�x2

<latexit sha1_base64="FpxY2euY8zCbAQZ0NY/sWeDoxYI=">AABIR3iczVxbd9w4ctZsbrvKZWeTk5fkBRNZjj0j9ajb9nguOxtd3JY1ulhuybZsUe7DJtHdjHgTiW61zMM9+TV5Tf5GfkJ+Rd5y8pgqgAAJkJTtSU5O5OMWWfVVASgUCoVLaxT7Xso2Nv79s1/8wR/+0R//yS9/tfynf/bnf/Hrz3/zl6/SaJY49KUT+VFyNrJT6nshfck85tOzOKF2MPLp69HlDvJfz2mSelF4ym5iehHYk9Abe47NgDT8/G+s/qD/JLNG9rBnudRn9hBeFsNeng8/X9nobPAfUn/oFg8rS8XP8fA3u39tuZEzC2jIHN9O0/PuRswuMjthnuPTfNmapTS2nUt7QjObjegknXprwcxnXhJdr9n+JEo8Ng3KJ8/RhM7hMbQDml5kvOU5WQWKS8ZRAv9DRjhVLyZI05tgBMjAZtPU5CGxiXc+Y+NvLzIvjGeMho4oaDzzCYsImpG4XkId5t/Ag+1AXT2HOFM7sR0Gxl5eXraeUDBBQg9B8/OYJjaLkswKAi/MM/xoAfgpzTP8uEXBJBe/31kTOwjsfFn+VOvvzr04LWy1EMbS2j7yL+0ksW/yVTJlLP7+668dZoedKJl8HV9OvpbsZSuk104ExYQulApOE7p0kZ93L+BtFC0yK4XWxyz13tOVbq6XgVZ1I5ZiDVdJGgWUsMR2PfQ82ycuHXshPqeETW3oPDskI0pGPtTaJVFInMT2JmSEFWFMr8l2f+sEzAAu5IUZvQp5Zb/E8quovkBReG7FgKaaogY9hpq6lhcVLTM+uOpaXigtzYjtvVOlxWM0AKPWlHAIKmkBbB+9PCyrEsJgBOvV1QgUr0wFg/0ETpxOie260AlsSlPotOvIKKM0WbO9pLmabbWjpB2IFDSpie8U4oqN9WJ0wYg9GiV0nup4Z5xnmeWBB407pi46KXi0M6kxPVowvQ6tSzJHijKnwyuh8aOQpjkfE9PRmHQLJ2cuQQo8zMZjXQDCsp+iSjFwQGiQ12oEDZ5ABNFgb2swejW6geFTFJ9QH8Yhg1HHn55gFM+zH2tS8BD7MHqrundqKAiXgQY5AQgh0DZgUJZApINC4RdNeZNh5iEQsIsWr2q6TmI7zKUq7MAkyFKkmYUO7HBCTWTCiSY0nPk+6HB432HzHYglRyZKyFYQAxNxVOrRiy0LaKjlZWHzKBY9iJTcaPVpooNOkxoEZo2JDuIUozyIhCPXDmzeZeIFZuckIEhqAeMEo2M9jDOrZ2dnxJ0FI3I1oykGn++JG5FrSsKIEQjahNfpXqfTuY+THEypAa8TD9Uwqa6O/Mi5LEnSB/6BO0GcRCN75Pkeu2l0hP4ihulSb3E/q7VBwgTf5B5DIboKTjHHRjLWQUgQo9OJwjldYB3vkihmHsRPHoebRutOJL0niokYKlHDiPoI0Cvb8Ie5ndSb7kKuZ3pEyuq4A4jGhYEOckjTdO6L/pM8+/3vrWTm0/P1LmZf38agFz9yyO/G1hUtYLqgHUMXLnx6pcWUAKYCfL+kMEDOMZk79y9wcHkpUrL1B52HqB6Rvn/HSr3gDtS4guh2ugi481ukm6PATibCX2WrwecKmtmpsWd0KhBMddObONJRnGLC5g39UQ/v88g3UEAwe7YZY2hyo8DoWCCY5h8bTosE09mMwpxafbbCiU8NPZxUn2UMEwClFkFxTWG4JNAKqG7Skavj4N3QNq8Nf6DUxkAa53wkxL59k7IbvmaoAsYRpk5oB/A08FWjO54faBMX740mn8OAavocRlRd3SJCz1284xB85kEEUiIIjr4fXUMmTjAJICmlAbm2byBuRiSFCObZPmRmLsZRSGinNKEQVpdXfcr+PiVRMKeYWAXItgmUSMaeTyH99X2QgTGa9jowFUHQ5Tkzm2JBvndJeZqs1/FspLX4rBYuFilvA6YHidkldhJPRdQRj40oMZVwlHhsRL1FwNtG1pjTsnEjcyGYzRVcOG0cURPn9joJFu9ECdO7ktuaLx4d3o93yYSGkAqLzoMFNfoarFaokW9O6NW+FiZnjkOvhvum7Sc1VB3jG7pg8d6oy6+hGsoDXWoSqdYs23/3Zc0zJg3YZqRf01vUshndgG2pAb06aKjtQQ1XQ9UxvqGrqGEdV0M1lAe6mu140NSKBmwz0q/plXZsRDdgFXJZRDUII1FCg6z4nWenxYPOhqk9jlK+7s7PC+JFdlyh6nj4byeXFehAEJZXNVga+TND54kk6QrTGTQquakCCwrgItdNPRdLgCUh2fBCoNE5DWtEzM+vPRdWV990HglKFBeIdUkBzJR6kykj33VQbNmc1WARFqt1WzbIh1+9CxvmR4mD56GJFlsuq+QphA5InyF0gBhMjmOI9KFThAsazr0kCnEzLOMgwAAE14yOTyHg2hNqpTAtgrm+zI6UmoFSk1uwCofQxEBFiht8GYsg5hUyeYsM9lSCBmjmLxdLb56x8RJY5NNwwqa4CSg2EtNLD5q+3u1AxpdbsZ3grk/ICLwSfEU+EYlf2RRcsH9YqdBpLukS2Sa+sZTORsouYlPJACt+iTdFsHvogiYO5KEyfM9wNyGjizAClWCOilLwGU7nT87UjgHZgVwB1jSOkMhrnarUN/doX7E/0I0VYNl3JfGTO8xsm2+PqI+7PJBC37NsP55m4u2+0o0bzTkpll1FyaTVFLgZkuFGn2bSVWg6kxXz6ZiJkZlnvE55saXDS/q5XkNwGwJgBO00itgUR7c3HsNQpby/bdzgaOgoTs9Xl+W+09UMhkauGxYjBwzxvgBDGxFeqR4+CjnpXRxYH+yS8UnlpR8uUETlWnFFsP6owkQcv70oa+zx4viiPhqTL774At7MUjkP1KySjyj2GMG8VITf0kTcR3Kp2FLGdfn6+jrfnwhmzpQnamF0/UXNAiCFQjUTFC5XLWDsTWYJ9Bk0CBfD8Aqp80oXstTEDvgi15riXjZElSlk5RjsMLfe6Hwn6DmPLjBrEW4hx47FBrZNfJukXkLnqBoXzDaMBQaDA9/9KJzw8jaRUwitdFd6GXDhx5rziPpdzIr3qhELEgwuqIm1yWgQw4NtTbFifMSudL/PyUpPIr2x6wXEunZLMPkdeSQmSCJ/9B3YOgMW4R6OUJizLzIurIFuC0NgrUc45kt4tZp8BvlIVXVNvEdV3UyG1hqLirDAn9FasOASvVh0rmFPIElJGAKrSmnhq6LWMD5E70L0gc41souxJ1aWGPgAnz3dO6tNX/Ragxz1XwvfXF0lJ8f9nb2nezvk9Dk5fdYnR3vHJ2TQ3315sDXYe7t1uvf8iBxvHfcHBNBm2Vcpw80bWLO4fNxlaYd1cv6eizhJNparSRk/fxHpX/akfF6+PbGscp0ogZUwpnHZjnrUED7FE6rsgP9abstJ9VTURNGE3QgIf9L4MrTLMKpzi9Co0lfoH2KaDY8/RRoxinwXzwojX2wF81Mz0OHKQd92qoeGzNGcbad2wOIbaxGexFImJX4UOjEwjI5VjnmMHsNp24q2rWixosV5W3H9BdqjvTKTBGs7EVksrCuiOWTapYNGSSAM4r8Cg690rQR/56Sogatq4KpavVa0wpnJx7umfqhy4lXt5HgJLvJPvPqu2vbe7qmo5hwGro88nlBEM5lMZnnB2t6xYADt9nkUsp4Pdnl/Wv0dwTeq8HRvcAKaHyrNKA7DlWZyOgOTWDJmdx7C4kPo7IGPWFZB73ohJF6a1IMKu+cEZOVhpQqr1YNTN8XTbOkcEA2FK8azqDjWSCYjDI6PN9Y2Ot1Haxu5Dhz5M+hk+0YBNwAD0G8N3CShEHZNYOeRUGuAXcy5kug6VOCHiOutoVQD1rmxFRQwD9e6tVpCc0tErRV85HFut4E7gdFasDvfrnW+qQFiL1TaAQG1XKsZILiJZwmPH7JJ33yDbXr4GD6/2Xhcg/uYnKN5S4t1oXadB9+h3ONHvWJQaRHm+Gj/tggjKipCjCYIXiXkCg+qyihXaJDb3u23yZWe0SC32y5X8ZQGwSfbr9sEK17TILjzZus2QeFCDXLHx+2GEf2pIrZmmP39dsNwZ2woS80PdaHK3LD6cyeV5iB9iICAmuGxv3twq14xKBoa0Vc+0Sx4q1/0pbmbZQMIWSGeODeJHt4ueqP3lyG7fbtsZTA2iavh0zLs9CFEzDsI0jWbpQ33rEl/QFwTNeOFGk7tRVeHlFn27u1dbQ5lUt4f0o50ogV16VXIN9ZR3eoy5MPn1hiXHfhcz90xb+f7c7AG6HEgTGn5x2LxyLIEG4uQqoDCnMNEfKHetIWBoObIrkUBGqZOFLr5ee8iI3ynwspgcUKsH36wfuALFL4FY+VEpje2Sm9slfIEihYo2rWiXSvaeKyIY0VsyqFSRUsVbbqjiNP83Y4kXyqquHyARDzBUOTaptkVfEIKRnjORUQSBqS8IEjFW0rDlqrDmaKdKdobRXtTyWFHijpSyIWiLRTNUTRH0WaKNlM0qmhU0eaKNle0G0W7UbRE0RJFe69o7xVtT9H2FO0nRftJ0U4V7bTS4peK+lIhn4jBpuYLcbGjyAs4YqKkJhVdzxX1udKFm3Wl8/G9u9IDR5RVePimWOK4q2SK99J3S2tbwaxSh/c0ibS4sVEynznvs2d4OdRZU+YbhMWOOt9C55RAUgJJkbvu71wlpcSy0GJeQFMSSpUnN+XIgud8GJaMROckpZn8bHuY3MOLqxv3C6rDyXwtwTddOax+dNK2Cv6U85XmdbAG0RfCracztxzK1Je6betR36Usz/xogr+N2eHjr1y4EYOaiTCJMXOGq2keuvmdAoyYaxAtrTV+10pcMqisYVjiBY7vxWvy9qkRhbf4PRY+qQTllMJ7bmtq++MV3JVzwTcWcdJ5ZIlzHyDiDeTeIxrg/QQbFrlcysisLCyY79uRDZIJfV/lZCPP7uzfyYvJwch+KlKFxDpI4L+KVI7TidYMPJyjO3gPpLEpbOol7hOtLQ/g53/SnF6hdF006AGv2q/MCV5rjhBAC5Dqi5L+gDmqJRYGeVA1SPVHT53LPv4C/pnGGfwv9/Og0s9HH9XPA6OfUQpbhdWtJw6HN9qxU+u+A6RVjTsLcQpV4VfKxaDa3rFSx/b5PSmQwbNG4PGNBLwDaxYfNl4OPSrWOZWhx093GN+sM6jinm/jJXizNL7rCZxiKwiypPPqtjS//rfIIQNTW6QFSWRPF3mzurjUd+9T9N039I28SalN6Il1HfK1nN1ghgxsR0yVQzFJw3uZbjB7xDTu9qlkMg+CqkTwl2LGrSKLcg6ge/DG6UFJ6hcT1yjrl8TBQFEHspwXLxTthaS9fatobyXt6EjQ3DQ7krTdXTU97palzEKXBh4/4HAgL8x6qkmSw6osWWFogLo7yyvNya818mtJfqKRn6ipXCOfSPKZRlZJ5Y5G3pHkLY2s0tKBRlb2e6mRVVL2SiO/kuSnGvmpJAca+VCl2If8dfjVu9E93giZaRzW8IIcS3zXwD+TjKnBmEvGK4ORSkZqMJhgWKfwW2cda7VSu8q7GnlXOZRGVj71TCM/k+SpRp5W0bA2wV/Dy4J2oEEPlFNrZOXXexpZpeT7Gnm/mk3/pLFUwr6tkdX++RuN/EaSTzWyGvV7ablUUdnzTxWiWufsp/qiRg6jy1CtA/r5MLscqjy3H2ucuBSKpx5L5J28YbGaYEkuJYE6mZv8yTwvNZypIHWm9dhUjtf+QfE1gaH8DpHw8Dh1szLHhtz73Veq1NTNqt8J4DzFMnhulZfovKTKC3ReUOUd6bwj5BXVrNTyWKvlvh3Htu4panUcqpDZBYOHa2GFWWFJTWXP7ZeLkL2Susepy6UnHkY+Ru/Ih2EKgdwYqMA8q3LP7ucVQVwRcV5NSsqYMSTy31RYb3TWmVcV8yqcl3GF8zJOPT8KJRv1g9Hx17sMppjSoXbChE6yHbSatYa3sbncMFQ+uVPwqyzBSa+EsNDxLluvzkQlRkCaEEUVxjjzTm2WjXPp8zjpFhrGUTo32ZFz8uqwti14ipd88ECepxV2kkTXqozg5jW/OkZdvKaSFXtD9xbD7po97N5fg6cePPXur8EaK2IpElwguPfllpFS9fxw7xQyW+k2RzvwstI1sizIWY+3BpWMCA/bZLbDY/gx+Hfhj/uZdYne3bZlnM7iOM/4ZwvCsRNImvknaUZcwjrm0pclHqhBtn/AJ8FGmT3QCf9JW7WgxuI7P22IBL+jhR+krQhYXyd5xj/bIXNEzI3eFpLarXmk1FBzEzQvdgo+dODbgsD79fC/5UucuFyEsdgqnc7w6wD8s6WjaAB9jR+3VLHtyLlFwgtTvgSx1tr855gvuvhnW2dPYOGJH21fX8Xb8XkmfrU6DEIEoqWq/Bsc+NEGwB2NPCuu9d8Gwq2Q4nerJflXtfhnwzqLr6jUd5hbjtTtUVoM8nlxoj4vTtQ/4fDdhB6VUAxTCs8DkZRq2dT/f7qhb3x/tljIqfeP2+rH0AWrx6jowFSG8YbV5m/XfmdZ1g+W9aP4hTe01/D6d8si1JLTTVU/vbqlhE9QrFaFUOPBAJKa4jsNus/BCnQGPrrgdO2eGXa0N7a88eYoSlwY9SBdrGz5uygwsza9cYg7IlM7+VL4QEWAJTMq34XAJl7IqCD4ZUsT8qXYGMPCTI5W4LlWoMRUSlCk83v3L/IWnd75SvdipSd0cZtPkmgWi92eYJNNxa0u1wvsbzuPH1nxprw9937TmmvuzjeKcfpInAQGn+17E8jELmkSkh7KTfxoZPvQfQwg2HnotSQvXdHjIiS7s7JyR9wqK4XxqawKuYs3aiHK4ldLiVKAMkRJk7t3xZGMQRcVjAKPgVckM6bLN1V/Xb9Kt9IrVZTCXBcw1F5ZYSd2XRjKmoVzJ4pv0HKFLeRFxJBavp3ic4PwtBCeSugsxGp8ug5Z1TvCmnipEYSKFirbigG4OfbARaMxu45WulKQX4is+C+X7cWM3w6Uigq1Y09Zpl5RYQ/5pussdfGOh5lWKZqLO4lZq8S6BeNfLx3EwO6FwyJoXZeG+Orp3XtrayEel5bizcdK8hqsoSYRgjbxPnfoFuYjd2Rcxa9DEwhiov28F4oKFx3FC8exIUZhXrshiYOMsji7S74id3P5HsD7euWdwvuP6t0L59tetg2rAVisWaO92v7k+B/zTO24/9+cHYx/1tmBlMrNDWW8UcogfuBqh+8Hi404SSZ8S1i99Frvirjsuvw+C74MN1pzqzpWbgBw611Osku5fNrdyvN35fbAh/6eSQui/IMmt6io/UWT6oyn/npJxXJo9Aidn+c/HAAhOmM8Le7kVqVrKgeAgspBuEVfedW1gx98WDk6y0fqHn6+0jX/bE794VWv033Y+e7Fw5XN7eJP6vxy6W+X/m7p3lJ36fHS5tKzpeOll0vO0j8t/fPSvyz96+6/7f7H7n/u/peA/uKzQuavlrSfZ5/9NyCuIJw=</latexit>

a3�x3

<latexit sha1_base64="Yf5Yi6GOq3MrpFD7ETrL3py8Bp0=">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</latexit>

a4�x4
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a5�x5

<latexit sha1_base64="f3npxi9WXqrzP0tIjKu/iS0QgFE=">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</latexit>

a6�x6

<latexit sha1_base64="s33MtQHFTWytg2TQeS9aC5QnpAs=">AABIR3iczVxZc9xIcuasr1362Fk7/GK/1JiiLGnIHjZ1zbGz5qEWxeEhqklJlAiyAw1Ud8PERaC62RQCG/41frX/hn+Cf4XfHH50ZhWqgCoAlDR2OEyFmkDml1lVWVlZWUdzGPteytbW/v2LX/zBH/7RH//JL3+1+Kd/9ud/8esvf/OXb9Jomjj0tRP5UXI6tFPqeyF9zTzm09M4oXYw9Onb4eU28t/OaJJ6UXjCbmJ6Htjj0Bt5js2ANPjyb6xev/css4b24InlUp/ZA3iZD57k+eDLpbXOGv8h9Ydu8bC0UPwcDX6z89eWGznTgIbM8e00Peuuxew8sxPmOT7NF61pSmPbubTHNLPZkI7TibcSTH3mJdH1iu2Po8Rjk6B88hxN6AweQzug6XnGW56TZaC4ZBQl8D9khFP1YoI0vQmGgAxsNklNHhKbeGdTNvr2PPPCeMpo6IiCRlOfsIigGYnrJdRh/g082A7U1XOIM7ET22Fg7MXFResZBRMk9AA0v4xpYrMoyawg8MI8w48WgJ/SPMOPWxSMc/H7whrbQWDni/KnWn935sVpYau5MJbW9qF/aSeJfZMvkwlj8ffffOMwO+xEyfib+HL8jWQvWiG9diIoJnShVHCa0KXz/Kx7Dm/DaJ5ZKbQ+Zqn3gS51c70MtKobsRRruEzSKKCEJbbroefZPnHpyAvxOSVsYkPn2SEZUjL0odYuiULiJLY3JkOsCGN6TbZ6m8dgBnAhL8zoVcgr+wDLr6J6AkXhuRUDmmqKGvQYaupaXlW0TPngqmt5pbQ0I7Z2T5QWj9EAjFpTwiGopAWwdfj6oKxKCIMRrFdXI1C8MhUM9hM4cTohtutCJ7AJTaHTriOjjNJkzfaS5mq21baSdiBS0KQmvl2IKzbWi9E5I/ZwmNBZquOdUZ5llgceNOqYuui44NHOuMb0aMH0OrQuyRwpypwOr4TGj0Ka5nxMTIYj0i2cnLkEKfAwHY10AQjLfooqxcABoX5eqxE0eAwRRIO9r8Ho1fAGhk9RfEJ9GIcMRh1/eoZRPM9+rEnBQ+zD6K3q3q6hIFwGGuQYIIRA24BBWQKRDgqFXzTlTYaZh0DALlq8rOk6ju0wl6qwA5MgS5FmFtq3wzE1kQknmtBw6vugw+F9h813IJYcmighW0H0TcRhqUcvtiygoZaXhc2jWPQgUnKj1SeJDjpJahCYNcY6iFOM8iASDl07sHmXiReYnZOAIKkFjBOMjvUwziyfnp4SdxoMydWUphh8viduRK4pCSNGIGgTXqd7nU7nPk5yMKUGvE48VMOkujz0I+eyJEkf+AfuBHESDe2h53vsptERevMYpku9xb2s1gYJE3yTewSF6Co4xRwbyUgHIUGMTicKZ3SOdbxLoph5ED95HG4arduR9J4oJmKoRA0j6hNAb2zDH2Z2Um+6C7me6REpq+P2IRoXBtrPB+sG91XvWZ79/vdWMvXp2WoXs69vY9CLHznkdyPrihYwXdCOoQvnPr3SYkoAUwG+X1IYIGeYzJ355zi4vBQp2erDziNUj0jfv2OlXnAHalxBdDtdBNz5LdLNUWAnY+GvstXgcwXN7NTYMzoVCKa6yU0c6ShOMWGzhv6oh/dZ5BsoIJg924wxNLlRYHQsEEzzjwynRYLpbEZhTq0+m+HYp4YeTqrPMoYJgFKLoLimMFwSaAVUN+nQ1XHwbmib1YY/UGpjII1zPhJi375J2Q1fM1QBowhTJ7QDeBr4qtEdL/e1iYv3RpPPYUA1fQ4jqq5uHqHnzi84BJ95EIGUCIKj70fXkIkTTAJISmlAru0biJsRSSGCebYPmZmLcRQS2glNKITVxWWfsr9PSRTMKCZWAbJtAiWSkedTSH99H2RgjKbrHZiKIOjynJlNsCDfu6Q8TdbreDrUWnxaCxfzlLcB04PE7BI7iSci6ojHRpSYSjhKPDai3iPgfSNrxGnZqJE5F8zmCs6dNo6oiXN7nQSLd6KE6V3Jbc0Xjw7vx7tkTENIhUXnwYIafQ1WK9TIN8f0ak8Lk1PHoVeDPdP24xqqjvENXbB4b9Tl11AN5YEuNYlUa5btXTyoeca4AduM9Gt6i1o2oxuwLTWgV/sNtd2v4WqoOsY3dBU1rONqqIbyQFezHfebWtGAbUb6Nb3Sjo3oBqxCLoqoBmEkSmiQFb/z7KR40NkwtcdRytfd+VlBPM+OKlQdD//t5LIC7QvC4rIGSyN/aug8liRdYTqFRiU3VWBBAVzkuqnnYgmwJCRrXgg0OqNhjYj5+bXnwurqSeexoERxgViVFMBMqDeeMPJdB8UWzVkNFmGxWrdl/Xzw9UXYMD9KHDwPTLTYclkmzyF0QPoMoQPEYHIcQaQPnSJc0HDmJVGIm2EZBwEGILhmdHwKAdceUyuFaRHM9SA7VGr6Sk1uwSocQhMDFSlu8GUsgphXyOQtMthTCRqgmb9YLL15xsZLYJFPwzGb4Cag2EhMLz1o+mq3AxlfbsV2grs+ISPwSvAV+UQkfmVTcMH+caVCp7mkS2Sb+MZSOh0qu4hNJQOs+CXeFMHuoXOaOJCHyvA9xd2EjM7DCFSCOSpKwWc4nT85EzsGZAdyBVjTOEIir3WqUt/coz3F/kg3VoBl35XEz+4ws22+PaQ+7vJACn3Psv14kom3+0o3bjTnpFh2FSWTVlPgZkiGG32aSZeh6UxWzKcjJkZmnvE65cWWDi/p53oNwW0IgBG00zBiExzd3mgEQ5Xy/rZxg6Ohozg9X16U+05XUxgauW5YjBwwxHsCDG1EeKV6+CjkpHdxYH2wS8ZnlZd+vEARlWvFFcH6kwoTcfz2oqyRx4vji/poRL766it4M0vlPFCzTD6h2CME81IRfksTcR/JpWJLGdflq6urfH8imDoTnqiF0fVXNQuAFArVTFC4XLWAkTeeJtBn0CBcDMMrpM5LXchSEzvgi1xrgnvZEFUmkJVjsMPceq3znaDnPLrArEW4hRw7FhvYNvFtknoJnaFqXDDbMBYYDA5896NwzMvbQE4htNRdWs+ACz/WjEfU72JWvFeNWJBgcEFNrA1GgxgebGuCFeMjdqn7fU6W1iXSG7leQKxrtwST35HHYoIk8kffga0zYBHu4QiFOfs848Ia6LYwBNZ6jGO+hFeryWeQT1RV18R7VNXNZGitsagIC/wZrQULLtGLReca9gSSlIQhsKyUFr4qag3jQ/QuRB/oXCO7GHliZYmBD/DZ893T2vRFrzXIYe+t8M3lZXJ81Nvefb67TU5ekpMXPXK4e3RM+r2d1/ub/d33mye7Lw/J0eZRr08AbZZ9lTLcvIE1i8vHXZZ2WCfn77mIk2RtsZqU8fMXkf5lz8rnxdsTyyrXiRJYCWMal22rRw3hUzyhyvb5r8W2nFRPRU0UTdiNgPAnjS9DuwyjOrcIjSp9hf4hptnw+FOkEcPId/GsMPLFVjA/NQMdrhz0bad6aMgczdl2agcsvrEW4UksZVLiR6ETA8PwSOWYR+gxnLalaFuKFitanLcV15ujPdorM06wtmORxcK6IppBpl06aJQEwiD+GzD4UtdK8HdOihq4qgauqtVbRSucmXy6a+qHKsde1U6Ol+Ai/9ir76pt7e6ciGrOYOD6yOMJRTSVyWSWF6ytbQsG0E6PRyHrZX+H96fV2xZ8owrPd/vHoPmR0oziMFxpJqczMIklY3bnESw+hM518BHLKuhdL4TES5N6WGGvOwFZelSpwnL14NRN8TRbOgdEQ+GK8TQqjjWS8RCD49O1lbVO9/HKWq4Dh/4UOtm+UcA1wAD0WwM3TiiEXRPYeSzUGmAXc64kug4V+BHi1ldQqgHr3NgKCphHK91aLaG5JaLWCj7yOLfbwB3DaC3YnW9XOk9qgNgLlXZAQC1XagYIbuJpwuOHbNKTJ9imR0/h88na0xrcx+QczVtarAu16zz8DuWePl4vBpUWYY4O926LMKKiIsRoguBVQq7woKqMcoUGua2dXptc6RkNcjvtchVPaRB8tvW2TbDiNQ2C2+82bxMULtQgd3TUbhjRnypia4bZ22s3DHfGhrLU/FAXqswNyz93UmkO0gcICKgZHns7+7fqFYOioRE95RPNgrf6RU+au1k2gJAV4olzk+jB7aI3en8Zslu3y1YGY5O4Gj4tw04fQsS8gyBds1nacM+a9EfENVEzXqjh1F50dUiZZe/c3tXmUCbl/SHtSCeaU5dehXxjHdUtL0I+fGaNcNmBz/XcHfN2vj8Ha4B1DoQpLf9ULB5ZlmBjEVIVUJgzmIjP1Zu2MBDUHNm1KEDD1IlCNz9bP88I36mwMlicEOuHH6wf+AKFb8FYOZHpja3SG1ulPIGiBYp2rWjXijYaKeJIEZtyqFTRUkWbbCviJL/YluRLRRWXD5CIJxiKXNs0u4JPSMEIz7mISMKAlBcEqXhTadhUdThVtFNFe6do7yo57FBRhwo5V7S5ojmK5ijaVNGmikYVjSraTNFminajaDeKlihaomgfFO2Dou0q2q6i/aRoPynaiaKdVFr8WlFfK+QzMdjUfCEudhR5AUeMldS4ouulor5UunCzrnQ+vndXeuCQsgoP3xRLHHeVTPFe+m5pbSuYVurwgSaRFjfWSuYL50P2Ai+HOivKfP2w2FHnW+icEkhKICly1/3CVVJKLAst5gU0JaFUeXxTjix4zgdhyUh0TlKayc+2Bsk9vLi6dr+gOpzM1xJ805XD6kcnbavgzzlfaV4HaxB9Idx6OnPLoUx9qdu2HvVdyvLMj8b425gdPv3KhRsxqJkIkxgzp7ia5qGb3ynAiLkC0dJa4XetxCWDyhqGJV7g+F68Im+fGlF4k99j4ZNKUE4pvOc2J7Y/WsJdORd8Yx4nnceWOPcBIt5AXn9MA7yfYMMil0sZmZWFBfN9O7JGMqHv65ys5dmdvTt5MTkY2U9FqpBYBQn8V5HKcTrRmoGHc3Qb74E0NoVNvMR9prXlIfz8T5qzXihdFQ16yKv2K3OC15ojBNACpPqipD9ijmqJhUEeVg1S/dFT57KPv4J/pnH6/8v93K/08+En9XPf6GeUwlZhdeuJw8GNduzUuu8AaVXjzkKcQlX4lXIxqLa2rdSxfX5PCmTwrBF4fCMB78CaxYeNl0MPi3VOZejx0x3GN+sMqrjn23gJ3iyN73oCp9gKgizprLotza//zXPIwNQWaUES2dN53qwuLvXd+xx99w19Q29cahN6Yl2HfC1nN5ghA9sRU+VATNLwXqYbzB4yjbt1IpnMg6AqEfylmHGryKKcfegevHG6X5J6xcQ1zHolsd9X1L4s59UrRXslae/fK9p7STs8FDQ3zQ4lbWdHTY87ZSnT0KWBxw84HMgLs3XVJMlhVZasMDRA3Z3llebktxr5rSQ/08jP1FSukY8l+VQjq6RyWyNvS/KmRlZpaV8jK/u91sgqKXujkd9I8nON/FySA418oFLsA/46+PpieI83QmYaBzW8IMcS3zXwLyRjYjBmkvHGYKSSkRoMJhjWCfzWWUdardSu8o5G3lEOpZGVT73QyC8keaKRJ1U0rE3w1+CyoO1r0H3l1BpZ+fWuRlYp+Z5G3qtm0z9pLJWwb2lktX/+TiO/k+QTjaxG/W5aLlVU9vxThajWOXupvqiRw+gyVOuAXj7ILgcqz+3FGicuheKJxxJ5J29QrCZYkktJoI5nJn88y0sNpypInWo9NpHjtbdffE1gIL9DJDw8Tt2szLEh9774WpWauln1OwGcp1gGz63yEp2XVHmBzguqvEOdd4i8opqVWh5ptdyz49jWPUWtjkMVMrtg8HAlrDArLKmp7Lm9chGyW1J3OXWx9MSDyMfoHfkwTCGQGwMVmKdV7un9vCKIKyLOq0lJGTOGRP67Cuudzjr1qmJehfM6rnBex6nnR6Fko34wOv66yGCKKR1qO0zoONtGq1kreBubyw1C5ZPbBb/KEpz0SggLHRfZanUmKjEC0oQoqjDCmXdis2yUS5/HSbfQMIrSmcmOnOM3B7VtwRO85IMH8jytsJMkulZlBDdv+dUx6uI1lazYG7o3H3RX7EH3/go8rcPT+v0VWGNFLEWCCwT3vtwyUqpeHuyeQGYr3eZwG16WukaWBTnr0Wa/khHhYZvMdngMPwL/LvxxL7Mu0bvbtozTaRznGf9sQTh2Akkz/yTNiEtYx1z6ssR9Ncj29vkk2CizCzrhP2mrFtRYfOenDZHgd7Twg7QVAevrJM/4ZztkhoiZ0dtCUrs1j5QaamaCZsVOwccOfFsQeL8e/rd8iROXizAWW6XTKX4dgH+2dBQNoK/x45Yqth05t0h4YcqXINZKm/8c8UUX/2zr7DEsPPGj7eureDs+z8SvVodBiEC0VJV/gwM/2gC4o5FnxbX+20C4FVL8brUk/6oW/2xYZ/EVlfoOc8uRuj1Mi0E+K07UZ8WJ+mccvpvQwxKKYUrheSCSUi2b+v9PN/SN788WCzn1/mlb/Ri6YPUYFR2YyjDesNr87crvLMv6wbJ+FL/whvYKXv9uWYRacrqp6qdXt5TwGYrVqhBq3O9DUlN8p0H3OViBTsFH55yu3TPDjvZGljfaGEaJC6MepIuVLX8XBWbWhjcKcUdkYicPhA9UBFgypfJdCGzghYwKgl+2NCEPxMYYFmZytALPtAIlplKCIp3du3+et+j0zpa650vrQhe3+TiJprHY7Qk22ETc6nK9wP628/SxFW/I23MfNqyZ5u58oxinj8RJYPDZvjeGTOySJiFZR7mxHw1tH7qPAQQ7D72W5KUrelyEZHeWlu6IW2WlMD6VVSF38UYtRFn8ailRClCGKGly9644kjHoooJR4DHwimTKdPmm6q/qV+mW1ksVpTDXBQy1V1bYiV0XhrKm4cyJ4hu0XGELeRExpJZvp/jcIDwphCcSOg2xGp+vQ1b1jrAmXmoEoaKFyrZiAG6MPHDRaMSuo6WuFOQXIiv+y2XXY8ZvB0pFhdqRpyxTr6iwh3zTdZa6eMfDTKsUzcSdxKxVYtWC8a+XDmJg98JhEbSqS0N89fTuvbW1EI9LS/HmYyV5DVZQkwhBG3ifO3QL85E7Mq7i16EJBDHRft4LRYWLjuKF49gQozCv3ZDEQUZZnN0lX5O7uXwP4H218k7h/Uf17oWzLS/bgtUALNas4W5tf3L0j3mmdtz/b84ORj/r7EBK5eaGMt4oZRA/cLXD94PFRpwkE74lrF7WW++KuOy6/D4LvgzWWnOrOlZuAHDrXY6zS7l82tnM84tye+Bjf8+kBVH+QZNbVNT+okl1xlN/vaRiOTR6hM7P8x8OgBCdMZ4Wd3Kr0jWVA0BB5SDcoq+86trBDz6uHJ3lE3UPvlzqmn82p/7wZr3TfdT57tWjpY2t4k/q/HLhbxf+buHeQnfh6cLGwouFo4XXC87CPy3888K/LPzrzr/t/MfOf+78l4D+4otC5q8WtJ8XX/w3X1AgpA==</latexit>

b1�y1
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b2�y2

<latexit sha1_base64="6gxJ1D581hatEPniLt0Y/IWeoBE=">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</latexit>

b3�y3

<latexit sha1_base64="Sv6D8v49d9yDCYH57SkE3DjNl+Y=">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</latexit>

T ?(x)
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<latexit sha1_base64="n3Gu5AmIMO8Hcuwlzq6ozGKIazg=">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</latexit>

µ

<latexit sha1_base64="4vHlmYfdqiUxK1vSkrOZpjTtjbE=">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</latexit>

⌫

<latexit sha1_base64="raBuFbDkb4yVPrWq9IGOtqoyz3E=">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</latexit>

T ?
]µ = ⌫

<latexit sha1_base64="zdqG5mfE2HE9T7WfkI78Pagn9DU=">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</latexit>

Figure 6.18: Left: Matching a family of 5 points to another is equivalent to considering a permutation in
{1, . . . , n}. When to each pair (xi,yj) ∈ R2 is associated a cost equal to the distance ∥xi − yj∥, the optimal
matching problem involves finding a permutation σ that minimizes ∥xi − yσi∥ for i in {1, 2, 3, 4, 5}. Middle:
The Kantorovich formulation of optimal transport generalizes optimal matchings, and arises when comparing
discrete measures, that is, families of weighted points that do not necessarily share the same size but do
share the same total mass. The relevant variable is a matrix P of size n×m, which must satisfy row-sum
and column-sum constraints, and which minimizes its dot product with matrix Cij. Right: another direct
extension of the matching problem lies when, intuitively, the number n of points that is described is such that
the considered measures become continuous densities. In that setting, and unlike the Kantorovich setting, the
goal is to seek a map T : X → X which, to any point x in the support of the input measure µ is associated
a point y = T (x) in the support of ν. The push-forward constraint T♯µ = ν ensures that ν is recovered by
applying map T to all points in the support of µ; the optimal map T ⋆ is that which minimizes the distance
between x and T (x), averaged over µ.

or that workers are only able to dedicate themselves to a single task, is hardly realistic. Indeed,
certain tasks may require more (or less) dedication than that provided by a single worker, whereas
some workers may only be able to work part-time, or, on the contrary, be willing to put in extra
hours. The rigid machinery of permutations falls short of handling such cases, since permutations
are by definition one-to-one associations. The Kantorovich formulation allows for mass-splitting,
the idea that the effort provided by a worker or needed to complete a given task can be split. In
practice, to each of the n workers is associated, in addition to xi, a positive number ai > 0. That
number represents the amount of time worker i is able to provide. Similarly, we introduce numbers
bj > 0 describing the amount of time needed to carry out each of the m tasks (n and m do not
necessarily coincide). Worker i is therefore described as a pair (ai,xi), mathematically equivalent
to a weighted Dirac measure aiδxi . The overall workforce available to the factory is described as a
discrete measure

∑
i aiδxi , whereas its tasks are described in

∑
j bjδyj . If one assumes further that

the factory has a balanced workload, namely that
∑
i ai =

∑
j bj , then the Kantorovich [Kan42]

formulation of optimal transport is:

OTC(a,b) ≜ min
P∈Rn×m

+ ,P1n=a,PT 1m=b
⟨P,C⟩ ≜

∑

i,j

PijCij . (6.192)

The interpretation behind such matrices is simple: each coefficient Pij describes an allocation of
time for worker i to spend on task j. The i’th row-sum must be equal to the total ai for the time
constraint of worker i to be satisfied, whereas the j’th column-sum must be equal to bj , reflecting
that the time needed to complete task j has been budgeted.
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6.8.2.2 Monge formulation and optimal push forward maps

By introducing mass-splitting, the Kantorovich formulation of optimal transport allows for a far
more general comparison between discrete measures of different sizes and weights (middle plot of
Fig. 6.18). Naturally, this flexibility comes with a downside: one can no longer associate to each
point xi another point yj to which it is uniquely associated, as was the case with the classical
matching problem. Interestingly, this property can be recovered in the limit where the measures
become densities. Indeed, the Monge [Mon81] formulation of optimal transport allows us to recover
precisely that property, on the condition (loosely speaking) that measure µ admits a density. In
that setting, the analogous mathematical object guaranteeing that µ is mapped onto ν is that of
push forward maps morphing µ to ν, namely maps T such that for any measurable set A ⊂ X ,
µ(T−1(A)) = ν(A). When T is differentiable, and µ, ν have densities p and q wrt the Lebesgue
measure in Rd, this statement is equivalent, thanks to the change of variables formula, to ensuring
almost everywhere that:

q(T (x)) = p(x)|JT (x)| , (6.193)

where |JT (x)| stands for the determinant of the Jacobian matrix of T evaluated at x.
Writing T♯µ = ν when T does satisfy these conditions, the Monge [Mon81] problem consists in

finding the best map T that minimizes the average cost between x and its displacement T (x),

inf
T :T♯µ=ν

∫

X
c(x, T (x))µ(dx). (6.194)

T is therefore a map that pushes µ forwards to ν globally, but which results, on average, in the smallest
average cost. While very intuitive, the Monge problem turns out to be extremely difficult to solve in
practice, since it is non-convex. Indeed, one can easily check that the constraint {T♯µ = ν} is not
convex, since one can easily find counter-examples for which T♯µ = ν and T ′♯ν yet ( 12T + 1

2T
′)♯µ ̸= ν.

Luckily, Kantorovich’s approach also works for continuous measures, and yields a comparatively
much simpler linear program.

6.8.2.3 Kantorovich formulation

The Kantovorich problem (6.192) can also be extended to a continuous setting: Instead of optimizing
over a subset of matrices in Rn×m, consider Π(µ, ν), the subset of joint probability distributions
P(X × X ) with marginals µ and ν, namely

Π(µ, ν) ≜ {π ∈ P(X 2) : ∀A ⊂ X , π(A×X ) = µ(A) and π(X ×A) = ν(A)}. (6.195)

Note that Π(µ, ν) is not empty since it always contains the product measure µ ⊗ ν. With this
definition, the continuous formulation of (6.192) can be obtained as

OTc(µ, ν) ≜ inf
π∈Π(µ,ν)

∫

X 2

c dπ . (6.196)

Notice that (6.196) subsumes directly (6.192), since one can check that they coincide when µ, ν are
discrete measures, with respective probability weights a,b and locations (x1, . . . ,xn) and (y1, . . . ,ym).
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6.8.2.4 Wasserstein distances

When c is equal to a metric d exponentiated by an integer, the optimal value of the Kantorovich
problem is called the Wasserstein distance between µ and ν:

Wp(µ, ν) ≜

(
inf

π∈Π(µ,ν)

∫

X 2

d(x,y)p dπ(x,y)

)1/p

. (6.197)

While the symmetry and the fact that Wp(µ, ν) = 0⇒ µ = ν are relatively easy to prove provided d
is a metric, proving the triangle inequality is slightly more challenging, and builds on a result known
as the gluing lemma ([Vil08, p.23]). The p’th power of Wp(µ, ν) is often abbreviated as W p

p (µ, ν).

6.8.3 Solving optimal transport

6.8.3.1 Duality and cost concavity

Both (6.192) and (6.196) are linear programs: their constraints and objective functions only involve
summations. In that sense they admit a dual formulation (here, again, (6.199) subsumes (6.198)):

max
f∈Rn,g∈Rm

f⊕g≤C

fTa+ gTb (6.198)

sup
f⊕g≤c

∫

X
f dµ+

∫

X
g dν (6.199)

where the sign ⊕ denotes tensor addition for vectors, f ⊕ g = [fi + gj ]ij , or functions, f ⊕ g : x,y 7→
f(x) + g(y). In other words, the dual problem looks for a pair of vectors (or functions) that attain
the highest possible expectation when summed against a and b (or integrated against µ, ν), pending
the constraint that they do not differ too much across points x,y, as measured by c.

The dual problems in (6.192) and (6.196) have two variables. Focusing on the continuous formula-
tion, a closer inspection shows that it is possible, given a function f for the first measure, to compute
the best possible candidate for function g. That function g should be as large as possible, yet satisfy
the constraint that g(y) ≤ c(x,y)− f(x) for all x,y, making

∀y ∈ X , f(y) ≜ inf
x
c(x,y)− f(x) , (6.200)

the optimal choice. f is called the c-transform of f . Naturally, one may choose to start instead from
g, to define an alternative c-transform:

∀x ∈ X , g̃(x) ≜ inf
y
c(x,y)− g(y) . (6.201)

Since these transformations can only improve solutions, one may even think of applying alternatively
these transformations to an arbitrary f , to define f , f̃ and so on. One can show, however, that this
has little interest, since

f̃ = f . (6.202)
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This remark allows, nonetheless, to narrow down the set of candidate functions to those that have
already undergone such transformations. This reasoning yields the so-called set of c-concave functions,
Fc ≜ {f |∃g : X → R, f = g̃ }, which can be shown, equivalently, to be the set of functions f such
that f = f̃ . One can therefore focus our attention to c-concave functions to solve (6.199) using a
so-called semi-dual formulation,

sup
f∈Fc

∫

X
f dµ+

∫

X
f dν. (6.203)

Going from (6.199) to (6.203), we have removed a dual variable g and narrowed down the feasible set
to Fc, at the cost of introducing the highly non-linear transform f . This reformulation is, however,
very useful, in the sense that it allows us to restrict our attention to c-concave functions, notably for
two important classes of cost functions c: distances and squared-Euclidean norms.

6.8.3.2 Kantorovich-Rubinstein duality and Lipschitz potentials

A striking result illustrating the interest of c-concavity is provided when c is a metric d, namely when
p = 1 in (6.197). In that case, one can prove (exploiting notably the triangle inequality of the d)
that a d-concave function f is 1-Lipschitz (one has |f(x)− f(y)| ≤ d(x,y) for any x,y) and such
that f = −f . This result translates therefore in the following identity:

W1(µ, ν) = sup
f∈1-Lipschitz

∫

X
f (dµ− dν). (6.204)

This result has numerous practical applications. This supremum over 1-Lipschitz functions can be
efficiently approximated using wavelet coefficients of densities in low dimensions [SJ08], or heuristically
in more general cases by training neural networks parameterized to be 1-Lipschitz [ACB17] using
ReLU activation functions, and bounds on the entries of the weight matrices.

6.8.3.3 Monge maps as gradients of convex functions: the Brenier theorem

Another application of c-concavity lies in the case c(x,y) = 1
2∥x−y|∥2, which corresponds, up to the

factor 1
2 , to the squared W2 distance used between densities in an Euclidean space. The remarkable

result, shown first by [Bre91], is that the Monge map solving (6.194) between two measures for
that cost (taken for granted µ is regular enough, here assumed to have a density wrt the Lebesgue
measure) exists and is necessarily the gradient of a convex function. In loose terms, one can show
that

T ⋆ = arg min
T :T♯µ=ν

∫

X
1
2∥x− T (x)∥22 µ(dx). (6.205)

exists, and is the gradient of a convex function u : Rd → R, namely T ⋆ = ∇u. Conversely, for any
convex function u, the optimal transport map between µ and the displacement ∇u#µ is necessarily
equal to ∇u.

We provide a sketch of the proof: one can always exploit, for any reasonable cost function c
(e.g., lower bounded and lower semi continuous), primal-dual relationships: Consider an optimal
coupling P ⋆ for (6.196), as well as an optimal c-concave dual function f⋆ for (6.203). This implies in
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particular that (f⋆, g⋆ = f⋆) is optimal for (6.199). Complementary slackness conditions for this pair
of linear programs imply that if x0,y0 is in the support of P ⋆, then necessarily (and sufficiently)
f⋆(x0) + f⋆(y0) = c(x0,y0). Suppose therefore that x0,y0 is indeed in the support of P ⋆. From the
equality f⋆(x0) + f⋆(y0) = c(x0,y0) one can trivially obtain that f⋆(y0) = c(x0,y0)− f⋆(x0). Yet,
recall also that, by definition, f⋆(y0) = infx c(x,y0)− f⋆(x). Therefore, x0 has the special property
that it minimizes x→ c(x,y0)− f⋆(x). If, at this point, one recalls that c is assumed in this section
to be c(x,y) = 1

2∥x− y|∥2, one has therefore that x0 verifies

x0 ∈ argmin
x

1
2∥x− y0∥2 − f⋆(x). (6.206)

Assuming f⋆ is differentiable, which one can prove by c-concavity, this yields the identity

y0 − x0 −∇f⋆(x0) = 0⇒ y0 = x0 −∇f⋆(x0) = ∇
(
1
2∥ · ∥2 − f⋆

)
(x0). (6.207)

Therefore, if (x0,y0) is in the support of P ⋆, y0 is uniquely determined, which proves P ⋆ is in fact a
Monge map “disguised” as a coupling, namely

P ⋆ =
(
Id,∇

(
1
2∥ · ∥2 − f⋆

))
♯
µ . (6.208)

The end of the proof can be worked out as follows: For any function h : X → R, one can show, using
the definitions of c-transforms and the Legendre transform, that 1

2∥ · ∥2 − h is convex if and only if h
is c-concave. An intermediate step in that proof relies on showing that 1

2∥ · ∥2 − h is equal to the
Legendre transform of 1

2∥ · ∥2− h. The function 1
2∥ · ∥2− f⋆ above is therefore convex, by c-concavity

of f⋆, and the optimal transport map is itself the gradient of a convex function.
Knowing that an optimal transport map for the squared-Euclidean cost is necessarily the gradient

of a convex function can prove very useful to solve (6.203). Indeed, this knowledge can be leveraged to
restrict estimation to relevant families of functions, namely gradients of input-convex neural networks
[AXK17], as proposed in [Mak+20] or [Kor+20], as well as arbitrary convex functions with desirable
smoothness and strong-convexity constants [PdC20].

6.8.3.4 Closed forms for univariate and Gaussian distributions

Many metrics between probability distributions have closed form expressions for simple cases. The
Wasserstein distance is no exception, and can be computed in close form in two important scenarios.
When distributions are univariate and the cost c(x,y) is either a convex function of the difference
x− y, or when ∂c/∂x∂y < 0 a.e., then the Wasserstein distance is essentially a comparison between
the quantile functions of µ and ν. Recall that for a measure ρ, its quantile function Qρ is a function
that takes values in [0, 1] and is valued in the support of ρ, and corresponds to the (generalized)
inverse map of Fρ, the cumulative distribution function (cdf) of ρ. With these notations, one has
that

OTc(µ, ν) =
∫

[0,1]

c (Qµ(u), Qν(u)) du (6.209)

In particular, when c is x,y 7→ |x − y| then OTc(µ, ν) corresponds to the Kolmogorov-Smirnov
statistic, namely the area between the cdf of µ and that of ν. If c is x,y 7→ (x − y)2, we recover
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simply the squared-Euclidean norm between the quantile functions of µ and ν. Note finally that the
Monge map is also available in closed form, and is equal to Qν ◦ Fµ.

The second closed form applies to so-called elliptically contoured distributions, chiefly among
them Gaussian multivariate distributions[Gel90]. For two Gaussians N (m1,Σ1) and N (m2,Σ2) their
2-Wasserstein distance decomposes as

W 2
2 (N (m1,Σ1),N (m2,Σ2)) = ∥m1 −m2∥2 + B2(Σ1,Σ2) (6.210)

where the Bures metric B reads:

B2(Σ1,Σ2) = tr


Σ1 +Σ2 − 2

(
Σ

1
2
1 Σ2Σ

1
2
1

) 1
2


 . (6.211)

Notice in particular that these quantities are well-defined even when the covariance matrices are
not invertible, and that they collapse to the distance between means as both covariances become 0.
When the first covariance matrix is invertible, one has that the optimal Monge map is given by

T ≜ x 7→ A(x−m1) +m2, where A ≜ Σ
− 1

2
1

(
Σ

1
2
1 Σ2Σ

1
2
1

) 1
2

Σ
− 1

2
1 (6.212)

It is easy to show that T ⋆ is indeed optimal: The fact that T♯N (m1,Σ1) = N (m2,Σ2) follows from
the knowledge that the affine push-forward of a Gaussian is another Gaussian. Here T is designed
to push precisely the first Gaussian onto the second (and A designed to recover random variables
with variance Σ2 when starting from random variables with variance Σ1). The optimality of T can
be recovered by simply noticing that is the gradient of a convex quadratic form, since A is positive
definite, and closing this proof using the Brenier theorem above.

6.8.3.5 Exact evaluation using linear program solvers

We have hinted, using duality and c-concavity, that methods based on stochastic optimization over
1-Lipschitz or convex neural networks can be employed to estimate Wasserstein distances when c is
the Euclidean distance or its square. These approaches are, however, non-convex and can only reach
local optima. Apart from these two cases, and the closed forms provided above, the only reliable
approach to compute Wasserstein distances appears when both µ and ν are discrete measures: in
that case, one can instantiate and solve the discrete (6.192) problem, or its dual (6.198) formulation.
The primal problem is a canonical example of network flow problems, and can be solved with the
network-simplex method in O(nm(n+m) log(n+m)) complexity [AMO88], or, alternatively, with
the comparable auction algorithm [BC89]. These approaches suffer from computational limitations:
their cubic cost is intractable for large scale scenarios; their combinatorial flavor makes it harder to
solve to parallelize simultaneously the computation of multiple optimal transport problems with a
common cost matrix C.

An altogether different issue, arising from statistics, should further discourage users from using
these LP formulations, notably in high-dimensional settings. Indeed, the bottleneck practitioners will
most likely encounter when using (6.192) is that, in most scenarios, their goal will be to approximate
the distance between two continuous measures µ, ν using only i.i.d samples contained in empirical
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measures µ̂n, ν̂n. Using (6.192) to approximate the corresponding (6.196) is doomed to fail, as various
results [FG15] have shown in relevant settings (notably for measures in Rq) that the sample complexity
of the estimator provided by (6.192) to approximate (6.196) is of order 1/n1/q. In other words, the
gap between W2(µ, ν) and W2(µ̂n, ν̂n) is large in expectation, and decreases extremely slowly as n
increases in high dimensions. Thus solving (6.196) exactly between these samples is mostly time
wasted on overfitting. To address this curse of dimensionality, it is therefore extremely important in
practice to approach (6.196) using a more careful strategy, one that involves regularizations that can
leverage prior assumptions on µ and ν. While all approaches outlined above using neural networks
can be interpreted under this light, we focus in the following on a specific approach that results in a
convex problem that is relatively simple to implement, embarassingly parallel, and with quadratic
complexity.

6.8.3.6 Obtaining smoothness using entropic regularization

A computational approach to speedup the resolution of (6.192) was proposed in [Cut13], building
on earlier contributions [Wil69; KY94] and a filiation to the Schrödinger bridge problem in the
special case where c = d2 [Léo14]. The idea rests upon regularizing the transportation cost by the
Kullback-Leibler divergence of the coupling to the product measure of µ, ν,

Wc,γ(µ, ν) ≜ inf
π∈Π(µ,ν)

∫

X 2

d(x,y)p dπ(x,y) + γDKL(π∥µ⊗ ν). (6.213)

When instantiated on discrete measures, this problem is equivalent to the following γ-strongly convex
problem on the set of transportation matrices (which should be compared to (6.192))

OTC,γ(a,b) = min
P∈Rn×m

+ ,P1m=a,PT 1n=b
⟨P,C⟩ ≜

∑

i,j

PijCij − γH(P ) + γ (H(a) +H(b)) , (6.214)

which is itself equivalent to the following dual problem (which should be compared to (6.198))

OTC,γ(a,b) = max
f∈Rn,g∈Rm

fTa+ gTb− γ(ef/γ)TKeg/γ) + γ (1 +H(a) +H(b)) (6.215)

and K ≜ e−C/γ is the elementwise exponential of −C/γ. This regularization has several benefits.
Primal-dual relationships show an explicit link between the (unique) solution P ⋆γ and a pair of optimal
dual variables (f⋆,g⋆) as

P ⋆γ = diag(ef/γ)Kdiag(eg/γ) (6.216)

Problem (6.215) can be solved using a fairly simple strategy that has proved very sturdy in practice:
a simple block-coordinate ascent (optimizing alternatively the objective in f and then g), resulting in
the famous Sinkhorn algorithm [Sin67], here expressed with log-sum-exp updates, starting from an
arbitrary initialization for g, to carry out these two updates sequentially, until they converge:

f ← γ log a− γ logKeg/γ g← γ logb− γ logKT ef/γ (6.217)

The convergence of this algorithm has been amply studied (see [CK21] and references therein).
Convergence is naturally slower as γ decreases, reflecting the hardness of approaching LP solutions,
as studied in [AWR17]. This regularization also has statistical benefits since, as argued in [Gen+19],
the sample complexity of the regularized Wasserstein distance improves to a O(1/

√
n) regime, with,

however, a constant in 1/γq/2 that deteriorates as dimension grows.
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6.9 Submodular optimization

This section is written by Jeff Bilmes.

This section provides a brief overview of submodularity in machine learning.6 Submodularity has
an extremely simple definition. However, the “simplest things are often the most complicated to
understand fully” [Sam74], and while submodularity has been studied extensively over the years, it
continues to yield new and surprising insights and properties, some of which are extremely relevant
to data science, machine learning, and artificial intelligence. A submodular function operates on
subsets of some finite ground set, V . Finding a guaranteed good subset of V would ordinarily
require an amount of computation exponential in the size of V . Submodular functions, however,
have certain properties that make optimization either tractable or approximable where otherwise
neither would be possible. The properties are quite natural, however, so submodular functions
are both flexible and widely applicable to real problems. Submodularity involves an intuitive
and natural diminishing returns property, stating that adding an element to a smaller set helps
more than adding it to a larger set. Like convexity, submodularity allows one to efficiently find
provably optimal or near-optimal solutions. In contrast to convexity, however, where little regarding
maximization is guaranteed, submodular functions can be both minimized and (approximately)
maximized. Submodular maximization and minimization, however, require very different algorithmic
solutions and have quite different applications. It is sometimes said that submodular functions are
a discrete form of convexity. This is not quite true, as submodular functions are like both convex
and concave functions, but also have properties that are similar simultaneously to both convex
and concave functions at the same time, but then some properties of submodularity are neither
like convexity nor like concavity. Convexity and concavity, for example, can be conveyed even as
univariate functions. This is impossible for submodularity, as submodular functions are defined based
only on the response of the function to changes amongst different variables in a multidimensional
discrete space.

6.9.1 Intuition, examples, and background

Let us define a set function f : 2V → R as one that assigns a value to every subset of V . The
notation 2V is the power set of V , and has size 2|V | which means that f lives in space R2n — i.e.,
since there are 2n possible subsets of V , f can return 2n distinct values. We use the notation X + v
as shorthand for X ∪ {v}. Also, the value of an element in a given context is so widely used a
concept, we have a special notation for it — the incremental value gain of v in the context if X is
defined as f(v|X) = f(X + v) − f(X). Thus, while f(v) is the value of element v, f(v|X) is the
value of element v if you already have X. We also define the gain of set X in the context of Y as
f(X|Y ) = f(X ∪ Y )− f(Y ).

6.9.1.1 Coffee, lemon, milk, and tea

As a simple example, we will explore the manner in which the value of everyday items may interact
and combine, namely coffee, lemon, milk, and tea. Consider the value relationships amongst the four

6. A greatly extended version of the material in this section may be found at [Bil22].
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Figure 6.19: The value relationships between coffee c, lemon l, milk m, and tea t. On the left, we first
see a simple square showing the relationships between coffee and tea and see that they are substitutive (or
submodular). In this, and all of the shapes, the vertex label set is indicated in curly braces and the value at
that vertex is a blue integer in a box. We next see a three-dimensional cube that adds lemon to the coffee and
tea set. We see that tea and lemon are complementary (supermodular), but coffee and lemon are additive
(modular, or independent). We next see a four-dimensional hypercube (tesseract) showing all of the value
relationships described in the text. The four-dimensional hypercube is also shown as a lattice (on the right)
showing the same relationships as well as two (red and green, also shown in the tesseract) of the eight
three-dimensional cubes contained within.

items coffee (c), lemon (l), milk (m), and tea (t) as shown in Figure 6.19.7 Suppose you just woke up,
and there is a function f : 2V → R that provides the average valuation for any subset of the items in
V where V = {c, l,m, t}. You can think of this function as giving the average price a typical person
would be willing to pay for any subset of items. Since nothing should cost nothing, we would expect
that f(∅) = 0. Clearly, one needs either coffee or tea in the morning, so f(c) > 0 and f(t) > 0, and
coffee is usually more expensive than tea, so that f(c) > f(t) pound for pound. Also more items cost
more, so that, for example, 0 < f(c) < f(c,m) < f(c,m, t) < f(c, l,m, t). Thus, the function f is
strictly monotone, or f(X) < f(Y ) whenever X ⊂ Y .

The next thing we note is that coffee and tea may substitute for each other — they both have
the same effect, waking you up. They are mutually redundant, and they decrease each other’s
value since once you have had a cup of coffee, a cup of tea is less necessary and less desirable. Thus,
f(c, t) < f(c) + f(t), which is known as a subadditive relationship, the whole is less than the sum
of the parts. On the other hand, some items complement each other. For example, milk and coffee
are better combined together than when both are considered in isolation, or f(m, c) > f(m) + f(c),
a superadditive relationship, the whole is more than the sum of the parts. A few of the items
do not affect each other’s price. For example, lemon and milk cost the same together as apart, so
f(l,m) = f(l) + f(m), an additive or modular relationship — such a relationship is perhaps midway
between a subadditive and a superadditive relationship and can be seen as a form of independence.

Things become more interesting when we consider three or more items together. For example,
once you have tea, lemon becomes less valuable when you acquire milk since there might be those

7. We use different character fonts c, l, m, and t for the ingestibles than we use for other constructs. For example,
below we use m for modular functions.
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that prefer milk to lemon in their tea. Similarly, milk becomes less valuable once you have acquired
lemon since there are those who prefer lemon in their tea to milk. So, once you have tea, lemon and
milk are substitutive, you would never use both as the lemon would only curdle the milk. These
are submodular relationships, f(l|m, t) < f(l|t) and f(m|l, t) < f(m|t) each of which implies that
f(l, t) + f(m, t) > f(l,m, t) + f(t). The value of lemon (respectively milk) with tea decreases in the
larger context of having milk (respectively lemon) with tea, typical of submodular relationships.

Not all of the items are in a submodular relationship, as sometimes the presence of an item can
increase the value of another item. For example, once you have milk, then tea becomes still more
valuable when you also acquire lemon, since tea with the choice of either lemon or milk is more
valuable than tea with the option only of milk. Similarly, once you have milk, lemon becomes more
valuable when you acquire tea, since lemon with milk alone is not nearly as valuable as lemon with
tea, even if milk is at hand. This means that f(t|l,m) > f(t|m) and f(l|t,m) > f(l|m) implying
f(l,m) + f(m, t) < f(l,m, t) + f(m). These are known as supermodular relationships, where the value
increases as the context increases.

We have asked for a set of relationships amongst various subsets of the four items V = {c, l,m, t},
Is there a function that offers a value to each X ⊆ V that satisfies all of the above relationships?
Figure 6.19 in fact shows such a function. On the left, we see a two-dimensional square whose vertices
indicate the values over subsets of {c, t} and we can quickly verify that the sum of the blue boxes on
north-west (corresponding to f({c})) and south-east corners (corresponding to f({t})) is greater than
the sum of the north-east and south-west corners, expressing the required submodular relationship.
Next on the right is a three-dimensional cube that adds the relationship with lemon. Now we have
six squares, and we see that the values at each of the vertices all satisfy the above requirements —
we verify this by considering the valuations at the four corners of every one of the six faces of the
cube. Since |V | = 4, we need a four-dimensional hypercube to show all values, and this may be
shown in two ways. It is first shown as a tesseract, a well-known three-dimensional projection of a
four-dimensional hypercube. In the figure, all vertices are labeled both with subsets of V as well as
the function value f(X) as the blue number in a box. The figure on the right shows a lattice version
of the four-dimensional hypercube, where corresponding three-dimensional cubes are shown in green
and red.

We thus see that a set function is defined for all subsets of a ground set, and that they correspond
to valuations at all vertices of the hypercube. For the particular function over valuations of subsets
of coffee, lemon, milk, and tea, we have seen submodular, supermodular, and modular relationships
all in one function. Therefore, the overall function f defined in Figure 6.19 is neither submodular,
supermodular, nor modular. For combinatorial auctions, there is often a desire to have a diversity
of such manners of relationships [LLN06] — representation of these relationships can be handled
by a difference of submodular functions [NB05; IB12] or a sum of a submodular and supermodular
function [BB18] (further described below). In machine learning, however, most of the time we are
interested in functions that are submodular (or modular, or supermodular) everywhere.

6.9.2 Submodular basic definitions

For a function to be submodular, it must satisfy the submodular relationship for all subsets. We
arrive at the following definition.

Definition 6.9.1 (Submodular function). A given set function f : 2V → R is submodular if for all
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X,Y ⊆ V , we have the following inequality:

f(X) + f(Y ) ≥ f(X ∪ Y ) + f(X ∩ Y ) (6.218)

There are also many other equivalent definitions of submodularity [Bil22] some of which are more
intuitive and easier to understand. For example, submodular functions are those set functions that
satisfy the property of diminishing returns. If we think of a function f(X) as measuring the value of
a set X that is a subset of a larger set of data items X ⊆ V , then the submodular property means
that the incremental “value” of adding a data item v to set X decreases as the size of X grows. This
gives us a second classic definition of submodularity.

Definition 6.9.2 (Submodular function via diminishing returns). A given set function f : 2V → R
is submodular if for all X,Y ⊆ V , where X ⊆ Y and for all v /∈ Y , we have the following inequality:

f(X + v)− f(X) ≥ f(Y + v)− f(Y ) (6.219)

The property that the incremental value of lemon with tea is less than the incremental value
of lemon once milk is already in the tea is equivalent to Equation 6.218 if we set X = {m, t} and
Y = {l, t} (i.e., f(m, t) + f(l, t) > f(l,m, t) + f(t)). It is naturally also equivalent to Equation 6.219
if we set X = {t}, Y = {m, t}, and with v = l (i.e., f(l|m, t) < f(l|t)).

There are many functions that are submodular, one famous one being Shannon entropy seen
as a function of subsets of random variables. We first point out that there are non-negative (i.e.,
f(A) ≥ 0,∀A), monotone non-decreasing (i.e., f(A) ≤ f(B) whenever A ⊆ B) submodular functions
that are not entropic [Yeu91b; ZY97; ZY98], so submodularity is not just a trivial restatement
of the class of entropy functions. When a function is monotone non-decreasing, submodular, and
normalized so that f(∅) = 0, it is often referred to as a polymatroid function. Thus, while the
entropy function is a polymatroid function, it does not encompass all polymatroid functions even
though all polymatroid functions satisfy the properties Claude Shannon mentioned as being natural
for an “information” function (see Section 6.9.7).

A function f is supermodular if and only if −f is submodular. If a function is both submodular
and supermodular, it is known as a modular function. It is always the case that a modular function
m : 2V → R may take the form of a vector-scalar pair. That is, for any A ⊆ V , we have that
m(A) = c+

∑
v∈Amv where c is the scalar, and {mv}v∈V can be seen as the elements of a vector

indexed by elements of V . If the modular function is normalized, so that m(∅) = 0, then c = 0
and the modular function can be seen simply as a vector m ∈ RV . Hence, we sometimes say that
the modular function x ∈ RV offers a value for set A as the partial sum x(A) =

∑
v∈A x(v). Many

combinatorial problems use modular functions as objectives. For example, the graph cut problem
uses a modular function defined over the edges, judges a cut in a graph as the modular function
applied to the edges that comprise the cut.

As can be seen from the above, and by considering Figure 6.19, a submodular function, and in
fact any set function, f : 2V → R can be seen as a function defined only on the vertices of the
n-dimensional unit hypercube [0, 1]n. Given any set X ⊆ V , we define 1X ∈ {0, 1}V to be the
characteristic vector of set X defined as 1X(v) = 1 if v ∈ X and 1X(v) = 0 otherwise. This gives us
a way to map from any set X ⊆ V to a binary vector 1X . We also see that 1X is itself a modular
function since 1X ∈ {0, 1}V ⊂ RV .

Submodular functions share a number of properties in common with both convex and concave
functions [Lov83], including wide applicability, generality, multiple representations, and closure
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under a number of common operators (including mixtures, truncation, complementation, and certain
convolutions). There is one important submodular closure property that we state here — that
if we take non-negative weighted (or conical) combinations of submodular functions, we preserve
submodularity. In other words, if we have a set of k submodular functions, fi : 2V → R, i ∈ [k], and
we form f(X) =

∑k
i=1 ωifi(X) where ωi ≥ 0 for all i, then Definition 6.9.1 immediately implies that

f is also submodular. When we consider Definition 6.9.1, we see that submodular functions live in a
cone in 2n-dimensional space defined by the intersection of an exponential number of half-spaces each
one of which is defined by one of the inequalities of the form f(X) + f(Y ) ≥ f(X ∪ Y ) + f(X ∩ Y ).
Each submodular function is therefore a point in that cone. It is therefore not surprising that taking
conical combinations of such points stays within this cone.

6.9.3 Example submodular functions

As mentioned above, there are many functions that are submodular besides entropy. Perhaps the
simplest such function is f(A) =

√
|A| which is the composition of the square-root function (which is

concave) with the cardinality |A| of the set A. The gain function is f(A+ v)− f(A) =
√
k + 1−

√
k

if |A| = k, which we know to be a decreasing in k, thus establishing the submodularity of f . In
fact, if ϕ : R → R is any concave function, then f(A) = ϕ(|A|) will be submodular for the same
reason.8 Generalizing this slightly further, a function defined as f(A) = ϕ(

∑
a∈Am(a)) is also

submodular, whenever m(a) ≥ 0 for all a ∈ V . This yields a composition of a concave function
with a modular function f(A) = ϕ(m(A)) since

∑
a∈Am(a) = m(A). We may take sums of

such functions as well as add a final modular function without losing submodularity, leading to
f(A) =

∑
u∈U ϕu(

∑
a∈Amu(a)) +

∑
a∈Am±(a) where ϕu can be a distinct concave function for

each u, mu(a) is a non-negative real value for all u and a, and m±(a) is an arbitrary real number.
Therefore, f(A) =

∑
u∈U ϕu(mu(A))+m±(A) where mu is a u-specific non-negative modular function

and m± is an arbitrary modular function. Such functions are sometimes known as feature-based
submodular functions [BB17] because U can be a set of non-negative features (in the machine-learning
“bag-of-words” sense) and this function measures a form of dispersion over A as determined by the
set of features U .

A function such as f(A) =
∑
u∈U ϕu(mu(A)) tends to award high diversity to a set A that has a

high valuation by a distinct set of the features U . The reason is that, due to the concave nature of
ϕu, any addition to the argument mu(A) by adding, say, v to A would diminish as A gets larger. In
order to produce a set larger than A that has a much larger valuation, one must use a feature u′ ≠ u
that has not yet diminished as much.

Facility location is another well-known submodular function — perhaps an appropriate nickname
would be the “k-means of submodular functions”, due to its applicability, utility, ease-of-use (it
needs only an affinity matrix), and similarity to k-medoids problems. The facility location function
is defined using an affinity matrix as follows: f(A) =

∑
v∈V maxa∈A sim(a, v) where sim(a, v) is a

non-negative measure of the affinity (or similarity) between element a and v. Here, every element
v ∈ V must have a representative within the set A and the representative for each v ∈ V is chosen
to be the element a ∈ A most similar to v. This function is also a form of dispersion or diversity
function because, in order to maximize it, every element v ∈ V must have some element similar to

8. While we will not be extensively discussing supermodular functions in this section, f(A) = ϕ(|A|) is supermodular
for any convex function ϕ.
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it in A. The overall score is then the sum of the similarity between each element v ∈ V and v’s
representative. This function is monotone (since as A includes more elements to become B ⊇ A, it is
possible only to find an element in B more similar to a given v than an element in A).

While the facility location looks quite different from a feature-based function, it is possible
to precisely represent any facility location function with a feature-based function. Consider
just maxa∈A xa and, without loss of generality, assume that 0 ≤ x1 ≤ x2 ≤ · · · ≤ xn. Then
maxa∈A xa =

∑n
i=1 yimin(|A∩ {i, i+1, . . . , n}|, 1) where yi = xi − xi−1 and we set x0 = 0. We note

that this is a sum of weighted concave composed with modular functions since min(α, 1) is concave
in α, and |A ∩ {i, i+ 1, . . . , n}| is a modular function in A. Thus, the facility location function, a
sum of these, is merely a feature-based function.

Feature-based functions, in fact, are quite expressive, and can be used to represent many different
submodular functions including set cover and graph-based functions. For example, we can define a set
cover function, given a set of sets {Uv}v∈V , via f(X) =

∣∣⋃
v∈X Uv

∣∣. If f(X) = |U | where U =
⋃
v∈V Uv

thenX indexes a set that fully covers U . This can also be represented as f(X) =
∑
u∈U min(1,mu(X))

where mu(X) is a modular function where mu(v) = 1 if and only if u ∈ Uv and otherwise mu(v) = 0.
We see that this is a feature-based submodular function since min(1, x) is concave in x, and U is a
set of features.

This construct can be used to produce the vertex cover function if we set U = V to be the set of
vertices in a graph, and set mu(v) = 1 if and only if vertices u and v are adjacent in the graph and
otherwise set mu(v) = 0. Similarly, the edge cover function can be expressed by setting V to be the
set of edges in a graph, U to be the set of vertices in the graph, and mu(v) = 1 if and only edge v is
incident to vertex u.

A generalization of the set cover function is the probabilistic coverage function. Let P [Bu,v = 1] be
the probability of the presence of feature (or concept) u within element v. Here, we treat Bu,v as a
Bernoulli random variable for each element v and feature u so that P [Bu,v = 1] = 1− P [Bu,v = 0].
Then we can define the probabilistic coverage function as f(X) =

∑
u∈U fu(X) where, for feature

u, we have fu(X) = 1 −∏v∈X(1 − P [Bu,v = 1]) which indicates the degree to which feature u is
“covered” by X. If we set P [Bu,v = 1] = 1 if and only if u ∈ Uv and otherwise P [Bu,v = 1] = 0, then
fu(X) = min(1,mu(X)) and the set cover function can be represented as

∑
u∈U fu(X). We can

generalize this in two ways. First, to make it softer and more probabilistic we allow P [Bu,v = 1] to
be any number between zero and one. We also allow each feature to have a non-negative weight. This
yields the general form of the probabilistic coverage function, which is defined by taking a weighted
combination over all features: fu(X) =

∑
u∈U ωufu(X) where ωu ≥ 0 is a weight for feature u.

Observe that 1−∏v∈X(1− P [Bu,v = 1]) = 1− exp(−mu(X)) = ϕ(mu(X)) where mu is a modular
function with evaluation mu(X) =

∑
v∈X log

(
1/(1−P [Bu,v = 1])

)
and for z ∈ R, ϕ(z) = 1−exp(−z)

is a concave function. Thus, the probabilistic coverage function (and its set cover specialization) is
also a feature-based function.

Another common submodular function is the graph cut function. Here, we measure the value of a
subset of V by the edges that cross between a set of nodes and all but that set of nodes. We are given
an undirected non-negative weighted graph G = (V,E,w) where V is the set of nodes, E ⊆ V × V is
the set of edges, and w ∈ RE+ are non-negative edge weights corresponding to symmetric matrix (so
wi,j = wj,i). For any e ∈ E, we have e = {i, j} for some i, j ∈ V with i ̸= j, the graph cut function
f : 2V → R is defined as f(X) =

∑
i∈X,j∈X̄ wi,j where wi,j ≥ 0 is the weight of edge e = {i, j}

(wi,j = 0 if the edge does not exist), and where X̄ = V \X is the complement of set X. Notice that
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we can write the graph cut function as follows:

f(X) =
∑

i∈X,j∈X̄
wi,j =

∑

i,j∈V
wi,j1{i ∈ X, j ∈ X̄} (6.220)

=
1

2

∑

i,j∈V
wi,j min(|X ∩ {i, j}|, 1) + 1

2

∑

i,j∈V
wi,j min(|(V \X) ∩ {i, j}|, 1)− 1

2

∑

i,j∈V
wi,j (6.221)

= f̃(X) + f̃(V \X)− f̃(V ) (6.222)

where f̃(X) = 1
2

∑
i,j∈V wi,j min(|X ∩ {i, j}|, 1). Therefore, since min(α, 1) is concave, and since

mi,j(X) = |X ∩{i, j}| is modular, f̃(X) is submodular for all i, j. Also, since f̃(X) is submodular, so
is f̃(V \X) (in X). Therefore, the graph cut function can be expressed as a sum of non-normalized
feature-based functions. Note that here the second modular function is not normalized and is
non-increasing, and also we subtract the constant f̃(V ) to achieve equality.

Another way to view the graph cut function is to consider the non-negative weights as a modular
function defined over the edges. That is, we view w ∈ RE+ as a modular function w : 2E → R+ where
for every A ⊆ E, w(A) =

∑
e∈A w(e) is the weight of the edges A where w(e) is the weight of edge

e. Then the graph cut function becomes f(X) = w({(a, b) ∈ E : a ∈ X, b ∈ X \ X}). We view
{(a, b) ∈ E : a ∈ X, b ∈ X \ X} as a set-to-set mapping function, that maps subsets of nodes to
subsets of edges, and the edge weight modular function w measures the weight of the resulting edges.
This immediately suggests that other functions can measure the weight of the resulting edges as
well, including non-modular functions. One example is to use a polymatroid function itself leading
h(X) = g({(a, b) ∈ E : a ∈ X, b ∈ X \X}) where g : 2E → R+ is a submodular function defined
on subsets of edges. The function h is known as the cooperative cut function, and it is neither
submodular nor supermodular in general but there are many useful and practical algorithms that
can be used to optimize it [JB16] thanks to its internal yet exposed and thus available to exploit
submodular structure.

While feature-based functions are flexible and powerful, there is a strictly broader class of sub-
modular functions, unable to be expressed by feature-based functions, that are related to deep
neural networks. Here, we create a recursively nested composition of concave functions with sums of
compositions of concave functions. An example is f(A) = ϕ(

∑
u∈U ωuϕu(

∑
a∈Amu(a))), where ϕ

is an outer concave function composed with a feature-based function, with mu(a) ≥ 0 and ωu ≥ 0.
This is known as a two-layer deep submodular function (DSF). A three-layer DSF has the form
f(A) = ϕ(

∑
c∈C ωcϕc(

∑
u∈U ωu,cϕu(

∑
a∈Amu(a)))). DSFs strictly expand the class of submodular

functions beyond feature-based functions, meaning that there are feature-based functions that cannot
represent deep submodular functions, even simple ones [BB17].

6.9.4 Submodular optimization

Submodular functions, while discrete, would not be very useful if it was not possible to optimize
over them efficiently. There are many natural problems in machine learning that can be cast as
submodular optimization and that can be addressed relatively efficiently.

When one wishes to encourage diversity, information, spread, high complexity, independence,
coverage, or dispersion, one usually will maximize a submodular function, in the form of maxA∈C f(A)
where C ⊆ 2V is a constraint set, a set of subsets we are willing to accept as feasible solutions (more
on this below).
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Figure 6.20: Far left: cardinality constrained (to ten) submodular maximization of a facility location function
over 1000 points in two dimensions. Similarities are based on a Gaussian kernel sim(a, v) = exp(−d(a, v))
where d(·, ·) is a distance. Selected points are green stars, and the greedy order is also shown next to each
selected point. Right three plots: different uniformly-at-random subsets of size ten.

Why is submodularity, in general, a good model for diversity? Submodular functions are such
that once you have some elements, any other elements not in your possession but that are similar
to, explained by, or represented by the elements in your possession become less valuable. Thus, in
order to maximize the function, one must choose other elements that are dissimilar to, or not well
represented by, the ones you already have. That is, the elements similar to the ones you own are
diminished in value relative to their original values, while the elements dissimilar to the ones you
have do not have diminished value relative to their original values. Thus, maximizing a submodular
function successfully involves choosing elements that are jointly dissimilar amongst each other, which
is a definition of diversity. Diversity in general is a critically important aspect in machine learning
and artificial intelligence. For example, bias in data science and machine learning can often be seen
as some lack of diversity somewhere. Submodular functions have the potential to encourage (and
even ensure) diversity, enhance balance, and reduce bias in artificial intelligence.

Note that in order for a submodular function to appropriately model diversity, it is important
for it to be instantiated appropriately. Figure 6.20 shows an example in two dimensions. The plot
compares the ten points chosen according to a facility location instantiated with a Gaussian kernel,
along with the random samples of size ten. We see that the facility location selected points are more
diverse and tend to cover the space much better than any of the randomly selected points, each of
which miss large regions of the space and/or show cases where points near each other are jointly
selected.

When one wishes for homogeneity, conformity, low complexity, coherence, or cooperation, one will
usually minimize a submodular function, in the form of minA∈C f(A). For example, if V is a set of
pixels in an image, one might wish to choose a subset of pixels corresponding to a particular object
over which the properties (i.e., color, luminance, texture) are relatively homogeneous. Finding a set
X of size k, even if k is large, need not have a large valuation f(X), in fact it could even have the
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least valuation. Thus, semantic image segmentation could work even if the object being segmented
and isolated consists of the majority of image pixels.

6.9.4.1 Submodular maximization

While the cardinality constrained submodular maximization problem is NP complete [Fei98], it was
shown in [NWF78; FNW78] that the very simple and efficient greedy algorithm finds an approximate
solution guaranteed to be within 1−1/e ≈ 0.63 of the optimal solution. Moreover, the approximation
ratio achieved by the simple greedy algorithm is provably the best achievable in polynomial time,
assuming P ̸= NP [Fei98]. The greedy algorithm proceeds as follows: Starting with X0 = ∅, we
repeat the following greedy step for i = 0 . . . (k − 1):

Xi+1 = Xi ∪ (argmax
v∈V \Xi

f(Xi ∪ {v})) (6.223)

What the above approximation result means is that if X∗ ∈ argmax{f(X) : |X| ≤ k}, and if X̃ is
the result of the greedy procedure, then f(X̃) ≥ (1− 1/e)f(X∗).

The 1− 1/e guarantee is a powerful constant factor approximation result since it holds regardless
of the size of the initial set V and regardless of which polymatroid function f is being optimized.
It is possible to make this algorithm run extremely fast using various acceleration tricks [FNW78;
NWF78; Min78].

A minor bit of additional information about a polymatroid function, however, can improve
the approximation guarantee. Define the total curvature if the polymatroid function f as κ =
1−minv∈V f(v|V − v)/f(v) where we assume f(v) > 0 for all v (if not, we may prune them from the
ground set since such elements can never improve a polymatroid function valuation). We thus have
0 ≤ κ ≤ 1, and [CC84] showed that the greedy algorithm gives a guarantee of 1

κ (1− e−κ) ≥ 1− 1/e.
In fact, this is an equality (and we get the same bound) when κ = 1, which is the fully curved case.
As κ gets smaller, the bound improves, until we reach the κ = 0 case and the bound becomes unity.
Observe that κ = 0 if and only if the function is modular, in which case the greedy algorithm is
optimal for the cardinality constrained maximization problem. In some cases, non-submodular
functions can be decomposed into components that each might be more amenable to approximation.
We see below that any set function can be written as a difference of submodular [NB05; IB12]
functions, and sometimes (but not always) a given h can be composed into a monotone submodular
plus a monotone supermodular function, or a BP function [BB18], i.e., h = f + g where f is
submodular and g is supermodular. g has an easily computed quantity called the supermodular
curvature κg = 1−minv∈V g(v)/g(v|V − v) that, together with the submodular curvature, can be
used to produce an approximation ratio having the form 1

κ (1− e−κ(1−κ
g)) for greedy maximization

of h.

6.9.4.2 Discrete constraints

There are many other types of constraints one might desire besides a cardinality limitation. The next
simplest constraint allows each element v to have a non-negative cost, say m(v) ∈ R+. In fact, this
means that the costs are modular, i.e., the cost of any set X is m(X) =

∑
v∈X m(v). A submodular

maximization problem subject to a knapsack constraint then takes the form maxX⊆V :m(X)≤b f(X)
where b is a non-negative budget. While the greedy algorithm does not solve this problem directly, a
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slightly modified cost-scaled version of the greedy algorithm [Svi04] does solve this problem for any
set of knapsack costs. This has been used for various multi-document summarization tasks [LB11;
LB12].

There is no single direct analogy for a convex set when one is optimizing over subsets of the set V ,
but there are a few forms of discrete constraints that are both mathematically interesting and that
often occur repeatedly in applications.

The first form is the independent subsets of a matroid. The independent sets of a matroid are useful
to represent a constraint set for submodular maximization [Cal+07; LSV09; Lee+10], maxX∈I f(X),
and this can be useful in many ways. We can see this by showing a simple example of what is known
as a partition matroid. Consider a partition V = {V1, V2, . . . , Vm} of V into m mutually disjoint
subsets that we call blocks. Suppose also that for each of the m blocks, there is a positive integer
limit ℓi for i ∈ [m]. Consider next the set of sets formed by taking all subsets of V such that each
subset has intersection with Vi no more than ℓi for each i. I.e., consider

Ip = {X : ∀i ∈ [m], |Vi ∩X| ≤ ℓi}. (6.224)

Then (V, Ip) is a matroid. The corresponding submodular maximization problem is a natural
generalization of the cardinality constraint in that, rather than having a fixed number of elements
beyond which we are uninterested, the set of elements V is organized into groups, and here we have
a fixed per-group limit beyond which we are uninterested. This is useful for fairness applications
since the solution must be distributed over the blocks of the matroid. Still, there are many much
more powerful types of matroids that one can use [Oxl11; GM12].

Regardless of the matroid, the problem maxX∈I f(X) can be solved, with a 1/2 approximation
factor, using the same greedy algorithm as above [NWF78; FNW78]. Indeed, the greedy algorithm
has an intimate relationship with submodularity, a fact that is well studied in some of the seminal
works on submodularity [Edm70; Lov83; Sch04]. It is also possible to define constraints consisting
of an intersection of matroids, meaning that the solution must be simultaneously independent in
multiple distinct matroids. Adding on to this, we might wish a set to be independent in multiple
matroids and also satisfy a knapsack constraint. Knapsack constraints are not matroid constraints,
since there can be multiple maximal cost solutions that are not the same size (as must be the case in
a matroid). It is also possible to define discrete constraints using level sets of another completely
different submodular function [IB13] — given two submodular functions f and g, this leads to
optimization problems of the form maxX⊆V :g(X)≤α f(X) (the submodular cost submodular knapsack,
or SCSK, problem) and minX⊆V :g(X)≥α f(X) (the submodular cost submodular cover, or SCSC,
problem). Other examples include covering constraints [IN09], and cut constraints [JB16]. Indeed,
the type of constraints on submodular maximization for which good and scalable algorithms exist is
quite vast, and still growing.

One last note on submodular maximization. In the above, the function f has been assumed to be
a polymatroid function. There are many submodular functions that are not monotone [Buc+12].
One example we saw before, namely the graph cut function. Another example is the log of the
determinant (log-determinant) of a submatrix of a positive-definite matrix (which is the Gaussian
entropy plus a constant). Suppose that M is an n × n symmetric positive-definite (SPD) matrix,
and that MX is a row-column submatrix (i.e., it is an |X| × |X| matrix consisting of the rows and
columns of M consisting of the elements in X). Then the function defined as f(X) = log det(MX)
is submodular but not necessarily monotone non-decreasing. In fact, the submodularity of the
log-determinant function is one of the reasons that determinantal point processes (DPPs), which
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instantiate probability distributions over sets in such a way that high probability is given to those
subsets that are diverse according to M, are useful for certain tasks where we wish to probabilistically
model diversity [KT11]. (See Supplementary Section 31.8.5 for details on DPPs.) Diversity of a
set X here is measured by the volume of the parallelepiped which is known to be computed as the
determinant of the submatrix MX and taking the log of this volume makes the function submodular
in X. A DPP in fact is an example of a log-submodular probabilistic model (more in Section 6.9.10).

6.9.4.3 Submodular function minimization

In the case of a polymatroid function, unconstrained minimization is again trivial. However, even in
the unconstrained case, the minimization of an arbitrary (i.e., not necessarily monotone) submodular
function minX⊆V f(X) might seem hopelessly intractable. Unconstrained submodular maximization
is NP-hard (albeit approximable), and this is not surprising given that there are an exponential
number of sets needing to be considered. Remarkably, submodular minimization does not require
exponential computation, and is not NP-hard; in fact, there are polynomial time algorithms for
doing so, something that is not at all obvious. This is one of the important characteristics that
submodular functions share with convex functions, their common amenability to minimization.
Starting in the very late 1960s and spearheaded by individuals such as Jack Edmonds [Edm70],
there was a concerted effort in the discrete mathematics community in search of either an algorithm
that could minimize a submodular function in polynomial time or a proof that such a problem was
NP-hard. The nut was finally cracked in a classic paper [GLS81] on the ellipsoid algorithm that gave
a polynomial time algorithm for submodular function minimization (SFM). While the algorithm
was polynomial, it was a continuous algorithm, and it was not practical, so the search continued
for a purely combinatorial strongly polynomial time algorithm. Queyranne [Que98] then proved
that an algorithm [NI92] worked for this problem when the set function also satisfies a symmetry
condition (i.e., ∀X ⊆ V, f(X) = f(V \X)), which only requires O(n3) time. The result finally came
around the year 2000 using two mostly independent methods [IFF00; Sch00]. These algorithms,
however, also were impractical, in that while they are polynomial time, they had unrealistically
high polynomial degree (i.e., Õ(|V |7 ∗ γ + |V |8) for [Sch00] and Õ(|V |7 ∗ γ) for [IFF00]). This led to
additional work on combinatorial algorithms for SFM leading to algorithms that could perform SFM
in time Õ(|V |5γ + |V |6) in [IO09]. Two practical algorithms for SFM include the Fujishige-Wolfe
procedure [Fuj05; Wol76]9 as well as the Frank-Wolfe procedure, each of which minimize the 2-norm
on a polyhedron Bf associated with the submodular function f and which is defined below (it should
also be noted that the Frank-Wolfe algorithm can also be used to minimize the convex extension of
the function, something that is relatively easy to compute via the Lovász extension [Lov83]). More
recent work on SFM are also based on continuous relaxations of the problem in some form or another,
leading algorithms with strongly polynomial running time [LSW15] of O(|V |3 log2 |V |) for which it
was possible to drop the log factors leading to a complexity of O(|V |3) in [Jia21], weakly-polynomial
running time [LSW15] of Õ(|V |2 logM) (where M >= maxS⊆V |f(S)|), pseudopolynomial running
time [ALS20; Cha+17] of Õ(|V |M2), and a ϵ-approximate minimization with a linear running
time [ALS20] of Õ(|V |/ϵ2). There have been other efforts to utilize parallelism to further improve
SFM [BS20].

9. This is the same Wolfe as the Wolfe in Frank-Wolfe but not the same algorithm.
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6.9.5 Applications of submodularity in machine learning and AI

Submodularity arises naturally in applications in machine learning and artificial intelligence, but its
utility has still not yet been as widely recognized and exploited as other techniques. For example,
while information theoretic concepts like entropy and mutual information are extremely widely used
in machine learning (e.g., the cross-entropy loss for classification is ubiquitous), the submodularity
property of entropy is not nearly as widely explored.

Still, in the last several decades, submodularity has been increasingly studied and utilized in the
context of machine learning. In the below we begin to provide only a brief survey of some of the major
subareas within machine learning that have been touched by submodularity. The list is not meant
to be exhaustive, or even extensive. It is hoped that the below should, at least, offer a reasonable
introduction into how submodularity has been and can continue to be useful in machine learning and
artificial intelligence.

6.9.6 Sketching, coresets, distillation, and data subset and feature selection

A summary is a concise representation of a body of data that can be used as an effective and efficient
substitute for that data. There are many types of summaries, some being extremely simple. For
example, the mean or median of a list of numbers summarizes some property (the central tendency)
of that list. A random subset is also a form of summary.

Any given summary, however, is not guaranteed to do a good job serving all purposes. Moreover,
a summary usually involves at least some degree of approximation and fidelity loss relative to the
original, and different summaries are faithful to the original in different ways and for different tasks.
For these and other reasons, the field of summarization is rich and diverse, and summarization
procedures are often very specialized.

Several distinct names for summarization have been used over the past few decades, including
“sketches”, “coresets”, (in the field of natural language processing) “summaries”, and “distillation”.

Sketches [Cor17; CY20; Cor+12], arose in the field of computer science and was based on the
acknowledgment that data is often too large to fit in memory and too large for an algorithm to run
on a given machine, something enabled by a much smaller but still representative, and provably
approximate, representation of the data.

Coresets are similar to sketches and there are some properties that are more often associated
with coresets than with sketches, but sometimes the distinction is a bit vague. The notion of a
coreset [BHPI02; AHP+05; BC08] comes from the field of computational geometry where one is
interested in solving certain geometric problems based on a set of points in Rd. For any geometric
problem and a set of points, a coreset problem typically involves finding the smallest weighted subset
of points so that when an algorithm is run on the weighted subset, it produces approximately the
same answer as when it is run on the original large dataset. For example, given a set of points, one
might wish to find the diameter of a set, or the radius of the smallest enclosing sphere, or finding the
narrowest annulus (ring) containing the points, or a subset of points whose k-center clustering is
approximately the same as the k-center clustering of the whole [BHPI02].

Document summarization became one of the most important problems in natural language process-
ing (NLP) in the 1990s although the idea of computing a summary of a text goes back much further to
the 1950s [Luh58; Edm69], also and coincidentally around the same time that the CliffsNotes [Wik21]
organization began. There are two main forms of document summarization [YWX17]. With extractive

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



334 Chapter 6. Optimization

summarization [NM12], a set of sentences (or phrases) are extracted from the documents needing to
be summarized, and the resulting subset of sentences, perhaps appropriately ordered, comprises the
summary.

With abstractive summarization [LN19], on the other hand, the goal is to produce an “abstract” of
the documents, where one is not constrained to have any of the sentences in the abstract correspond
to any of the sentences in the original documents. With abstractive summarization, therefore, the
goal is to synthesize a small set of new pseudo sentences that represent the original documents.
CliffsNotes, for example, are abstractive summaries of the literature being represented.

Another form of summarization that has more recently become popular in the machine learning
community is data distillation [SG06b; Wan+20c; Suc+20; BYH20; NCL20; SS21; Ngu+21] or
equivalently dataset condensation [ZMB21; ZB21]. With data distillation10, the goal is to produce a
small set of synthetic pseudosamples that can be used, for example, to train a model. The key here
is that in the reduced dataset, the samples are not compelled to be the same as, or a subset of, the
original dataset.

All of the above should be contrasted with data compression, which in some sense is the most
extreme data reduction method. With compression, either lossless or lossy, one is no longer under any
obligation that the reduced form of the data must be usable, or even recognizable, by any algorithm
or entity other than the decoder, or uncompression, algorithm.

6.9.6.1 Summarization Algorithm Design Choices

It is the author’s contention that the notions of summarization, coresets, sketching, and distillation
are certainly analogous and quite possibly synonymous, and they are all different from compression.
The different names for summarization are simply different nomenclatures for the same language
game. What matters is not what you call it but the choices one makes when designing a procedure
for summarization. And indeed, there are many choices.

Submodularity offers essentially an infinite number of ways to perform data sketching and coresets.
When we view the submodular function as an information function (as we discussed in Section 6.9.7),
where f(X) is the information contained in set X and f(V ) is the maximum available information,
finding the small X that maximizes f(X) (i.e., X∗ ∈ argmax{f(X) : |X| ≤ k}), is a form of coreset
computation that is parameterized by the function f which has 2n parameters since f lives in a
2n-dimensional cone. Performing this maximization will then minimize the residual information
f(V \ X|X) about anything not present in the summary V \ X since f(V ) = f(X ∪ V \ X) =
f(V \X|X) + f(X) so maximizing f(X) will minimize f(V \X|X). For every f , moreover, the same
algorithm (e.g., the greedy algorithm) can be used to produce the summarization, and in every case,
there is an approximation guarantee relative to the current f , as mentioned in earlier sections, as long
as f stays submodular. Hence, submodularity provides a universal framework for summarization,
coresets, and sketches to the extent that the space of submodular functions itself is sufficiently
diverse and spans over different coreset problems.

Overall, the coreset or sketching problem, when using submodular functions, therefore becomes
a problem of “submodular design”. That is, how do we construct a submodular function that, for
a particular problem, acts as a good coreset producer when the function is maximized. There are
three general approaches to produce an f that works well as a summarization objective: (1) a

10. Data distillation is distinct from the notion of knowledge distillation [HVD14; BC14; BCNM06] or model distillation,
where the “knowledge” contained in a large model is distilled or reduced down into a different smaller model.
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pragmatic approach where the function is constructed by hand and heuristics, (2) a learning approach
where all or part of the submodular function is inferred from an optimization procedure, and (3) a
mathematical approach where a given submodular function when optimized offers a coreset property.

When the primary goal is a practical and scalable algorithm that can produce an extractive
summary that works well on a variety of different data types, and if one is comfortable with heuristics
that work well in practice, a good option is to specify a submodular function by hand. For example,
given a similarity matrix, it is easy to instantiate a facility location function and maximize it to
produce a summary. If there are multiple similarity matrices, one can construct multiple facility
location functions and maximize their convex combination. Such an approach is viable and practical
and has been used successfully many times in the past for producing good summaries. One of the
earliest examples of this is the algorithm presented in [KKT03] that shows how a submodular model
can be used to select the most influential nodes in a social network. Perhaps the earliest example of
this approach used for data subset selection for machine learning is [LB09] which utilizes a submodular
facility location function based on Fisher kernels (gradients wrt parameters of log probabilities)
and applies it to unsupervised speech selection to reduce transcription costs. Other examples of
this approach includes: [LB10a; LB11] which developed submodular functions for query-focused
document summarization; [KB14b] which computes a subset of training data in the context of
transductive learning in a statistical machine translation system; [LB10b; Wei+13; Wei+14] which
develops submodular functions for speech data subset selection (the former, incidentally, is the first
use of a deep submodular function and the latter does this in an unsupervised label-free fashion);
[SS18a] which is a form of robust submodularity for producing coresets for training CNNs; [Kau+19]
which uses a facility location to facilitate diversity selection in active learning; [Bai+15; CTN17]
which develops a mixture of submodular functions for document summarization where the mixture
coefficients are also included in the hyperparameter set; and [Xu+15], which uses a symmetrized
submodular function for the purposes of video summarization.

The learnability and identifiability of submodular functions has received a good amount of study
from a theoretical perspective. Starting with the strictest learning settings, the problem looks pretty
dire. For example, [SF08; Goe+09] shows that if one is restricted to making a polynomial number of
queries (i.e., training pairs of the form (S, f(S))) of a monotone submodular function, then it is not
possible to approximate f with a multiplicative approximation factor better than Ω̃(

√
n). In [BH11],

goodness is judged multiplicatively, meaning for a set A ⊆ V we wish that f̃(A) ≤ f(A) ≤ g(n)f(A)
for some function g(n), and this is typically a probabilistic condition (i.e., measured by distribution,
or f̃(A) ≤ f(A) ≤ g(n)f(A), should happen on a fraction at least 1− β of the points). Alternatively,
goodness may also be measured by an additive approximation error, say by a norm. I.e., defining
errp(f, f̃) = ∥f − f̃∥p = (EA∼Pr[|f(A)− f̃(A)|

p
])1/p, we may wish errp(f, f̃) < ϵ for p = 1 or p = 2.

In the PAC (probably approximately correct) model, we probably (δ > 0) approximately (ϵ > 0
or g(n) > 1) learn (β = 0) with a sample or algorithmic complexity that depends on δ and g(n).
In the PMAC (probably mostly approximately correct) model [BH11], we also “mostly” (β > 0)
learn. In some cases, we wish to learn the best submodular approximation to a non-submodular
function. In other cases, we are allowed to deviate from submodularity as long as the error is small.
Learning special cases includes coverage functions [FK14; FK13a], and low-degree polynomials [FV15],
curvature limited functions [IJB13], functions with a limited “goal” [DHK14; Bac+18], functions
that are Fourier sparse [Wen+20a], or that are of a family called “juntas” [FV16], or that come from
families other than submodular [DFF21], and still others [BRS17; FKV14; FKV17; FKV20; FKV13;
YZ19]. Other results include that one cannot minimize a submodular function by learning it first
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from samples [BS17]. The essential strategy of learning is to attempt to construct a submodular
function approximation f̂ from an underlying submodular function f querying the latter only a small
number of times. The overall gist of these results is that it is hard to learn everywhere and accurately.

In the machine learning community, learning can be performed extremely efficiently in practice,
although there are not the types of guarantees as one finds above. For example, given a mixture
of submodular components of the form f(A) =

∑
i αifi(A), if each fi is considered fixed, then the

learning occurs only over the mixture coefficients αi. This can be solved as a linear regression problem
where the optimal coefficients can be computed in a linear regression setting. Alternatively, such
functions can be learnt in a max-margin setting where the goal is primarily to adjust αi to ensure
that f(A) is large on certain subsets [SSJ12; LB12; Tsc+14]. Even here there are practical challenges,
however, since it is in general hard in practice to obtain a training set of pairs {(Si, F (Si))}i.
Alternatively, one can also “learn” a submodular function in a reinforcement learning setting [CKK17]
by optimizing the implicit function directly from gain vectors queried from an environment. In general,
such practical learning algorithms have been used for image summarization [Tsc+14], document
summarization [LB12], and video summarization [GGG15; Vas+17a; Gon+14; SGS16; SLG17]. While
none of these learning approaches claim to approximate some true underlying submodular function,
in practice, they do perform better than the by-hand crafting of a submodular function mentioned
above.

By a submodularity based coreset, we mean one where the direct optimization of a submodular
function offers a theoretical guarantee for some specific problem. This is distinct from above where
the submodular function is used as a surrogate heuristic objective function and for which, even if the
submodular function is learnt, optimizing it is only a heuristic for the original problem. In some
limited cases, it can be shown that the function we wish to approximate is already submodular,
e.g., in the case of certain naive Bayes and k-NN classifiers [WIB15] where the training accuracy,
as a function of the training data subset, can be shown to be submodular. Hence, maximizing this
function offers the same guarantee on the training accuracy as it does on the submodular function.
Unfortunately, the accuracy for many models is not a submodular function, although they do have a
difference of submodular [NB05; IB12] decomposition.

In other cases, it can be shown that certain desirable coreset objectives are inherently submodular.
For example, in [MBL20], it is shown that the normed difference between the overall gradient
(from summing over all samples in the training data) and an approximate gradient (from summing
over only samples in a summary) can be upper bounded with a supermodular function that, when
converted to a submodular facility location function and maximized, will select a set that reduces
this difference, and will lead to similar convergence rates to an approximate optimum solution in the
convex case. A similar example of this in a DPP context is shown in [TBA19]. In other cases, subsets
of the training data and training occur simultaneously using a continuous-discrete optimization
framework, where the goal is to minimize the loss on diverse and challenging samples measured by a
submodular objective [ZB18]. In still other cases, bi-level objectives related to but not guaranteed to
be submodular can be formed where a set is selected from a training set with the deliberate purpose
of doing well on a validation set [Kil+20; BMK20].

The methods above have focused on reducing the number of samples in a training dataset.
Considering the transpose of a design matrix, however, all of the above methods can be used for
reducing the features of a machine learning procedure as well. Specifically, any of the extractive
summarization, subset selection, or coreset methods can be seen as feature selection while any of
the abstract summarization, sketching, or distillation approaches can be seen as dimensionality
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reduction.

6.9.7 Combinatorial information functions

The entropy function over a set of random variables X1, X2, . . . , Xn is defined as H(X1, X2, . . . , Xn) =
−∑x1,x2,...,xn

p(x1, . . . , xn) log p(x1, . . . , xn). From this we can define three set-argument conditional
mutual information functions as IH(A;B|C) = I(XA;XB |XC) where the latter is the mutual
information between variables indexed by A and B given variables indexed by C. This mutual
information expresses the residual information between XA and XB that is not explained by their
common information with XC .

As mentioned above, we may view any polymatroid function as a type of information function over
subsets of V . That is, f(A) is the information in set A — to the extent that this is true, this property
justifies f ’s use as a summarization objective as mentioned above. The reason f may be viewed as
an information function stems from f being normalized, f ’s non-negativity, f ’s monotonicity, and
the property that further conditioning reduces valuation (i.e., f(A|B) ≥ f(A|B,C) which is identical
to the submodularity property). These properties were deemed as essential to the entropy function in
Shannon’s original work [Sha48] but are true of any polymatroid function as well. Hence, given any
polymatroid function f , is it possible to define a combinatorial mutual information function [Iye+21]
in a similar way. Specifically, we can define the combinatorial (submodular) conditional mutual
information (CCMI) as If (A;B|C) = f(A+C) + f(B +C)− f(C)− f(A+B +C), which has been
known as the connectivity function [Cun83] amongst other names. If f is the entropy function, then
this yields the standard entropic mutual information but here the mutual information can be defined
for any submodular information measure f . For an arbitrary polymatroid f , therefore, If (A;B|C)
can be seen as an A,B set-pair similarity score that ignores, neglects, or discounts any common
similarity between the A,B pair that is due to C.

Historical use of a special case of CCMI, i.e., If (A;B) where C = ∅, occurred in a number of
circumstances. For example, in [GKS05] the function g(A) = If (A;V \A) (which, incidentally, is both
symmetric (g(A) = g(V \A) for all A) and submodular) was optimized using the greedy procedure; this
has a guarantee as long as g(A) is monotone up 2k elements whenever one wishes for a summary of size
k. This was done for f being the entropy function, but it can be used for any polymatroid function. In
similar work, where f is the Shannon entropy function, [KG05] demonstrated that gC(A) = If (A;C)
(for a fixed set C) is not submodular in A but if it is the case that the elements of V are independent
given C then submodularity is preserved. This can be immediately seen by the consequence of this
independence assumption which yields that If (A;C) = f(A)− f(A|C) = f(A)−∑a∈A f(a|C) where
the second equality is due to the conditional independence property. In this case, If is the difference
between a submodular and a modular function which preserves submodularity for any polymatroid f .

On the other hand, it would be useful for gB,C(A) = If (A;B|C), where B and C are fixed, to be
possible to optimize in terms of A. One can view this function as one that, when it is maximized,
chooses A to be similar to B in a way that neglects or discounts any common similarity that A and
B have with C. One option to optimize this function to utilize difference of submodular [NB05; IB12]
optimization as mentioned earlier. A more recent result shows that in some cases gB,C(A) is still
submodular in A. Define the second-order partial derivative of a submodular function f as follows
f(i, j|S) ≜ f(j|S + i)− f(j|S). Then if it is the case that f(i, j|S) is monotone non-decreasing in S
for S ⊆ V \ {i, j} then If (A;B|C) is submodular in A for fixed B and C. It may be thought that
only esoteric functions have this property, but in fact [Iye+21] shows that this is true for a number

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



338 Chapter 6. Optimization

of widely used submodular functions in practice, including the facility location function which results
in the form If (A;B|C) =

∑
v∈V max

(
min

(∑
a∈A sim(v, a),maxb∈B sim(v, b)

)
−maxc∈C sim(v, c), 0

)
.

This function was used [Kot+22] to produce summaries A that were particularly relevant to a query
given by B but that should neglect information in C that can be considered “private” information to
avoid.

6.9.8 Clustering, data partitioning, and parallel machine learning

There are an almost unlimited number of clustering algorithms and a plethora of reviews on their
variants. Any given submodular function can also instantiate a clustering procedure as well, and
there are several ways to do this. Here we offer only a brief outline of the approach. In the last
section, we defined If (A;V \A) as the CCMI between A and everything but A. When we view this
as a function of A, then g(A) = If (A;V \ A) and g(A) is a symmetric submodular function that
can be minimized using Queyranne’s algorithm [Que98; NI92]. Once this is done, the resulting A
is such that it is least similar to V \ A, according to If (A;V \ A) and hence forms a 2-clustering.
This process can then be recursively applied where we form two new functions gA(B) = If (B;A \B)
for B ⊆ A and gV \A(B) = If (B; (V \A) \B) for B ⊆ V \A. These are two symmetric submodular
functions on different ground sets that also can be minimized using Queyranne’s algorithm. This
recursive bisection algorithm then repeats until the desired number of clusters is formed. Hence, the
CCMI function can be used as a top-down recursive bisection clustering procedure and has been
called Q-clustering [NJB05; NB06]. It should be noted that such forms of clustering often generalize
forming a multiway cut in an undirected graph in which case the objective becomes the graph-cut
function that, as we saw above, is also submodular. In some cases, the number of clusters need
not be specified in advance [NKI10]. Another submodular approach to clustering can be found
in [Wei+15b] where the goal is to minimize the maximum valued block in a partitioning which can
lead to submodular load balancing or minimum makespan scheduling [HS88; LST90].

Yet another form of clustering can be seen via the simple cardinality constrained submodular
maximization process itself which can be compared to a k-medoids process whenever the objective f
is the facility location function. Hence, any such submodular function can be seen as a submodular-
function-parameterized form of finding the k “centers” among a set of data items. There have been
numerous applications of submodular clustering. For example, using these techniques it is possible to
identify parcellations of the human brain [Sal+17a]. Other applications include partitioning data for
more effective and accurate and lower variance distributed machine learning training [Wei+15a] and
also for more ideal mini-batch construction for training deep neural networks [Wan+19b].

6.9.9 Active and semi-supervised learning

Suppose we are given dataset {xi, yi}i∈V consisting of |V | = n samples of x, y pairs but where the
labels are unknown. Samples are labeled one at a time or one mini-batch at a time, and after
each labeling step t each remaining unlabeled sample is given a score st(xi) that indicates the
potential benefit of acquiring a label for that sample. Examples include the entropy of the model’s
output distribution on xi, or a margin-based score consisting of the difference between the top and
the second-from-the-top posterior probability. This produces a modular function on the unlabeled
samples, mt(A) =

∑
a∈A s(xa) where A ⊆ V . It is simple to use this modular function to produce

a mini-batch active learning procedure where at each stage we form At ∈ argmaxA⊆Ut:|A|=kmt(A)
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where Ut is the set of unlabeled samples at stage t. Then At is a set of size k that gets labeled, we
form Ut = Ut \At, update st(a) for a ∈ Ut, and repeat. This is called active learning.

The reason for using active learning with mini-batches of size greater than one is that it is often
inefficient to ask for a single label at a time. The problem with such a minibatch strategy, however,
is that the set At can be redundant. The reason is that the uncertainty about every sample in At
could be owing to the same underlying cause — even though the model is most uncertain about
samples in At, once one sample in At is labeled, it may not be optimal to label the remaining samples
in At due to this redundancy. Utilizing submodularity, therefore, can help reduce this redundancy.
Suppose ft(A) is a submodular diversity model over samples at step t. At each stage, choosing
the set of samples to label becomes At ∈ argmaxA⊆Ut:|A|=kmt(A) + ft(A) — At is selected based
on a combination of both uncertainty (via mt(A)) and diversity (via ft(A)). This is precisely the
submodular active learning approach taken in [WIB15; Kau+19].

Another quite different approach to a form of submodular “batch” active learning setting where a
batch L of labeled samples are selected all at once and then used to label the rest of the unlabeled
samples. This also allows the remaining unlabeled samples to be utilized in a semi-supervised
framework [GB09; GB11]. In this setting, we start with a graph G = (V,E) where the nodes V
need to be given a binary {0, 1}-valued label, y ∈ {0, 1}V . For any A ⊆ V let yA ∈ {0, 1}A be
the labels just for node set A. We also define V (y) ⊆ V as V (y) = {v ∈ V : yv = 1}. Hence
V (y) are the graph nodes labeled 1 by y and V \ V (y) are the nodes labeled 0. Given submodular
objective f , we form its symmetric CCMI variant If (A) ≜ If (A;V \A) — note that If (A) is always
submodular in A. This allows If (V (y)) to determine the “smoothness” of a given candidate labeling
y. For example, if If is the weighted graph cut function where each weight corresponds to an affinity
between the corresponding two nodes, then If (V (y)) would be small if V (y) (the 1-labeled nodes)
do not have strong affinity with V \ V (y) (the 0-labeled nodes). In general, however, If can be any
symmetric submodular function. Let L ⊆ V be any candidate set of nodes to be labeled, and define
Ψ(L) ≜ minT⊆(V \L):T ̸=∅ If (T )/|T |. Then Ψ(L) measures the “strength” of L in that if Ψ(L) is small,
an adversary can label nodes other than L without being too unsmooth according to If , while if
Ψ(L) is large, an adversary can do no such thing. Then [GB11] showed that given a node set L to be
queried, and the corresponding correct labels yL that are completed (in a semi-supervised fashion)
according to the following y′ = argminŷ∈{0,1}V :ŷL=yL If (V (ŷ)), then this results in the following
bound on the true labeling ∥y − y′∥2 ≤ 2If (V (y))/Ψ(L) suggesting that we can find a good set
to query by maximizing L in Ψ(L), and this holds for any submodular function. Of course, it is
necessary to find an underlying submodular function f that fits a given problem, and this is discussed
in Section 6.9.6.

6.9.10 Probabilistic modeling

Graphical models are often used to describe factorization requirements on families of probability
distributions. Factorization is not the only way, however, to describe restrictions on such families.
In a graphical model, graphs describe only which random variable may directly interact with other
random variables. An entirely different strategy for producing families of often-tractable probabilistic
models can be produced without requiring any factorization property at all. Considering an energy
function E(x) where p(x) ∝ exp(−E(x)), factorizations correspond to there being cliques in the
graph such that the graph’s tree-width often is limited. On the other hand, finding maxx p(x) is the
same as finding minxE(x), something that can be done if E(x) = f(V (x)) is a submodular function
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(using the earlier used notation V (x) to map from binary vectors to subsets of V ). Even a submodular
function as simple as f(A) =

√
|A|−m(A) where m is modular has tree-width of n−1, and this leads

to an energy function E(x) that allows maxx p(x) to be solved in polynomial time using submodular
function minimization (see Section 6.9.4.3). Such restrictions to E(x) therefore are not of the form
amongst the random variables, who is allowed to directly interact with whom, but rather amongst the
random variables, what is the manner that they interact. Such potential function restrictions can
also combine with direct interaction restrictions as well, and this has been widely used in computer
vision, leading to cases where graph-cut and graph-cut like “move making” algorithms (such as α− β
swap and α-expansion algorithms) used in attractive models (see Supplementary Section 9.3.4.3).
In fact, the culmination of these efforts [KZ02] lead to a rediscovery of the submodularity (or the
“regular” property) as being the essential ingredient for when Markov random fields can be solved
using graph cut minimization, which is a special case of submodular function minimization.

The above model can be seen as log-supermodular since log p(x) = −E(x) + log 1/Z is a super-
modular function. These are all distributions that put high probability on configurations that yield
small valuation by a submodular function. Therefore, these distributions have high probability when
x consists of a homogeneous set of assignments to the elements of x. For this reason, they are
useful for computer vision segmentation problems (e.g., in a segment of an image, the nearby pixels
should roughly be homogeneous as that is often what defines an object). The DPPs we saw above,
however, are an example of a log-submodular probability distribution since f(X) = log det(MX) is
submodular. These models have high probability for diverse sets.

More generally, E(x) being either a submodular or supermodular function can produce log-
submodular or log-supermodular distributions, covering both cases above where the partition function
takes the form Z =

∑
A⊆V exp(f(A)) for objective f . Moreover, we often wish to perform tasks much

more than just finding the most probable random variable assignments. This includes marginalization,
computing the partition function, constrained maximization, and so on. Unfortunately, many of these
more general probabilistic inference problems do not have polynomial time solutions even though
the objectives are submodular or supermodular. On the other hand, such structure has opened the
doors to an assortment of new probabilistic inference procedures that exploit this structure [DK14;
DK15a; DTK16; ZDK15; DJK18]. Most of these methods were of the variational sort and offered
bounds on the partition function Z, sometimes making use of the fact that submodular functions
have easily computable semi-gradients [IB15; Fuj05] which are modular upper and lower bounds on a
submodular or supermodular function that are tight at one or more subsets. Given a submodular (or
supermodular) function f and a set A, it is possible to easily construct (in linear time) a modular
function upper bound mA : 2V → R and a modular function lower bound mA : 2V → R having
the properties that mA(X) ≤ f(X) ≤ mA(X) for all X ⊆ V and that is tight at X = A meaning
mA(A) = f(A) = mA(A) [IB15]. For any modular function m, the probability function for a
characteristic vector x = 1A becomes p(1A) = 1/Z exp(E(1A)) =

∏
a∈A σ(m(a))

∏
a/∈A σ(−m(a))

where σ is the logistic function. Thus, a modular approximation of a submodular function is like a
mean-field approximation of the distribution and makes the assumption that all random variables
are independent. Such an approximation can then be used to compute quantities such as upper and
lower bounds on the partition function, and much else.
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6.9.11 Structured norms and loss functions

Convex norms are used ubiquitously in machine learning, often as complexity penalizing regularizers
(e.g., the ubiquitous p-norms for p ≥ 1) and also sometimes as losses (e.g., squared error). Identifying
new useful structured and possibly learnable sparse norms is an interesting and useful endeavor,
and submodularity can help here as well. Firstly, recall the ℓ0 or counting norm ∥x∥0 simply counts
the number of nonzero entries in x. When we wish for a sparse solution, we may wish to regularize
using ∥x∥0 but it both leads to an intractable combinatorial optimization problem, and it leads to an
object that is not differentiable. The usual approach is to find the closest convex relaxation of this
norm and that is the one norm or ∥x∥1. This is convex in x and has a sub-gradient structure and
hence can be combined with a loss function to produce an optimizable machine learning objective,
for example the lasso. On the other hand, ∥x∥1 has no structure, as each element of x is penalized
based on its absolute value irrespective of the state of any of the other elements. There have thus
been efforts to develop group norms that penalize groups or subsets of elements of x together, such
as group lasso [HTW15].

It turns out that there is a way to utilize a submodular function as the regularizer. Penalizing
x via ∥x∥0 is identical to penalizing it via |V (x)| and note that m(A) = |A| is a modular function.
Instead, we could penalize x via f(V (x)) for a submodular function f . Here, any element of x
being non-zero would allow for a diminishing penalty of other elements of x being zero all according
to the submodular function, and such cooperative penalties can be obtained via a submodular
parameterization. Like when using the zero-norm ∥x∥0, this leads to the same combinatorial problem
due to continuous optimization of x with a penalty term of the form f(V (x)). To address this, we can
use the Lovász extension f̆(x) on a vector x. This function is convex, but it is not a norm, but if we
consider the construct defined as ∥x∥f = f̆(|x|), it can be shown that this satisfies all the properties
of a norm for all non-trivial submodular functions [PG98; Bac+13] (i.e., those normalized submodular
functions for which f(v) > 0 for all v). In fact, the group lasso mentioned above is a special case
for a particularly simple feature-based submodular function (a sum of min-truncated cardinality
functions). But in principle, the same submodular design strategies mentioned in Section 6.9.6 can
be used to produce a submodular function to instantiate an appropriate convex structured norm for
a given machine learning problem.

6.9.12 Conclusions

We have only barely touched the surface of submodularity and how it applies to and can benefit
machine learning. For more details, see [Bil22] and the many references contained therein. Considering
once again the innocuous looking submodular inequality, then very much like the definition of
convexity, we observe something that belies much of its complexity while opening the gates to wide
and worthwhile avenues for machine learning exploration.
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Inference





7 Inference algorithms: an overview

7.1 Introduction

In the probabilistic approach to machine learning, all unknown quantities — be they predictions
about the future, hidden states of a system, or parameters of a model — are treated as random
variables, and endowed with probability distributions. The process of inference corresponds to
computing the posterior distribution over these quantities, conditioning on whatever data is available.

In more detail, let θ represent the unknown variables, and D represent the known variables. Given
a likelihood p(D|θ) and a prior p(θ), we can compute the posterior p(θ|D) using Bayes’ rule:

p(θ|D) = p(θ)p(D|θ)
p(D) (7.1)

The main computational bottleneck is computing the normalization constant in the denominator,
which requires solving the following high dimensional integral:

p(D) =
∫
p(D|θ)p(θ)dθ (7.2)

This is needed to convert the unnormalized joint probability of some parameter value, p(θ,D), to a
normalized probability, p(θ|D), which takes into account all the other plausible values that θ could
have.

Once we have the posterior, we can use it to compute posterior expectations of some function of
the unknown variables, i.e.,

E [g(θ)|D] =
∫
g(θ)p(θ|D)dθ (7.3)

By defining g in the appropriate way, we can compute many quantities of interest, such as the
following:

mean: g(θ) = θ (7.4)

covariance: g(θ) = (θ − E [θ|D])(θ − E [θ|D])T (7.5)
marginals: g(θ) = p(θ1 = θ∗1 |θ2:D) (7.6)
predictive: g(θ) = p(yN+1|θ) (7.7)

expected loss: g(θ) = ℓ(θ, a) (7.8)
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Figure 7.1: Graphical models with (a) global hidden variables for representing the Bayesian discriminative
model p(y1:N ,θy|x1:N ) = p(θy)

∏N
n=1 p(yn|xn;θy); (b) local hidden variables for representing the generative

model p(x1:N ,z1:N |θ) = ∏N
n=1 p(zn|θz)p(xn|zn,θx); (c) local and global hidden variables for representing

the Bayesian generative model p(x1:N ,z1:N ,θ) = p(θz)p(θx)
∏N

n=1 p(zn|θz)p(xn|zn,θx). Shaded nodes are
assumed to be known (observed), unshaded nodes are hidden.

where yN+1 is the next observation after seeing the N examples in D, and the posterior expected
loss is computing using loss function ℓ and action a (see Section 34.1.3). Finally, if we define
g(θ) = p(D|θ,M) for model M , we can also phrase the marginal likelihood (Section 3.8.3) as an
expectation wrt the prior:

E [g(θ)|M ] =

∫
g(θ)p(θ|M)dθ =

∫
p(D|θ,M)p(θ|M)dθ = p(D|M) (7.9)

Thus we see that integration (and computing expectations) is at the heart of Bayesian inference,
whereas differentiation is at the heart of optimization.

In this chapter, we give a high level summary of algorithmic techniques for computing (approximate)
posteriors, and/or their corresponding expectations. We will give more details in the following chapters.
Note that most of these methods are independent of the specific model. This allows problem solvers
to focus on creating the best model possible for the task, and then relying on some inference engine
to do the rest of the work — this latter process is sometimes called “turning the Bayesian crank”.
For more details on Bayesian computation, see e.g., [Gel+14a; MKL21; MFR20].

7.2 Common inference patterns

There are kinds of posterior we may want to compute, but we can identify 3 main patterns, as we
discuss below. These give rise to different types of inference algorithm, as we will see in later chapters.

7.2.1 Global latents

The first pattern arises when we need to perform inference in models which have global latent
variables, such as parameters of a model θ, which are shared across all N observed training cases.
This is shown in Figure 7.1a, and corresponds to the usual setting for supervised or discriminative
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learning, where the joint distribution has the form

p(y1:N ,θ|x1:N ) = p(θ)

[
N∏

n=1

p(yn|xn,θ)
]

(7.10)

The goal is to compute the posterior p(θ|x1:N ,y1:N ). Most of the Bayesian supervised learning
models discussed in Part III follow this pattern.

7.2.2 Local latents

The second pattern arises when we need to perform inference in models which have local latent
variables, such as hidden states z1:N ; we assume the model parameters θ are known. This is shown
in Figure 7.1b. Now the joint distribution has the form

p(x1:N , z1:N |θ) =
[
N∏

n=1

p(xn|zn,θx)p(zn|θz)
]

(7.11)

The goal is to compute p(zn|xn,θ) for each n. This is the setting we consider for most of the PGM
inference methods in Chapter 9.

If the parameters are not known (which is the case for most latent variable models, such as mixture
models), we may choose to estimate them by some method (e.g., maximum likelihood), and then
plug in this point estimate. The advantage of this approach is that, conditional on θ, all the latent
variables are conditionally independent, so we can perform inference in parallel across the data. This
lets us use methods such as expectation maximization (Section 6.5.3), in which we infer p(zn|xn,θt)
in the E step for all n simultaneously, and then update θt in the M step. If the inference of zn
cannot be done exactly, we can use variational inference, a combination known as variational EM
(Section 6.5.6.1).

Alternatively, we can use a minibatch approximation to the likelihood, marginalizing out zn for
each example in the minibatch to get

log p(Dt|θt) =
∑

n∈Dt
log

[∑

zn

p(xn, zn|θt)
]

(7.12)

where Dt is the minibatch at step t. If the marginalization cannot be done exactly, we can use
variational inference, a combination known as stochastic variational inference or SVI (Section 10.1.4).
We can also learn an inference network qϕ(z|x;θ) to perform the inference for us, rather than running
an inference engine for each example n in each batch t; the cost of learning ϕ can be amortized
across the batches. This is called amortized SVI (see Section 10.1.5).

7.2.3 Global and local latents

The third pattern arises when we need to perform inference in models which have local and global
latent variables. This is shown in Figure 7.1c, and corresponds to the following joint distribution:

p(x1:N , z1:N ,θ) = p(θx)p(θz)

[
N∏

n=1

p(xn|zn,θx)p(zn|θz)
]

(7.13)
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This is essentially a Bayesian version of the latent variable model in Figure 7.1b, where now we
model uncertainty in both the local variables zn and the shared global variables θ. This approach is
less common in the ML community, since it is often assumed that the uncertainty in the parameters
θ is negligible compared to the uncertainty in the local variables zn. The reason for this is that
the parameters are “informed” by all N data cases, whereas each local latent zn is only informed
by a single datapoint, namely xn. Nevertheless, there are advantages to being “fully Bayesian”, and
modeling uncertainty in both local and global variables. We will see some examples of this later in
the book.

7.3 Exact inference algorithms

In some cases, we can perform example posterior inference in a tractable manner. In particular, if
the prior is conjugate to the likelihood, the posterior will be analytically tractable. In general, this
will be the case when the prior and likelihood are from the same exponential family (Section 2.4). In
particular, if the unknown variables are represented by θ, then we assume

p(θ) ∝ exp(λT0T (θ)) (7.14)

p(yi|θ) ∝ exp(λ̃i(yi)
TT (θ)) (7.15)

where T (θ) are the sufficient statistics, and λ are the natural parameters. We can then compute the
posterior by just adding the natural parameters:

p(θ|y1:N ) = exp(λT∗T (θ)) (7.16)

λ∗ = λ0 +

N∑

n=1

λ̃n(yn) (7.17)

See Section 3.4 for details.
Another setting where we can compute the posterior exactly arises when the D unknown variables

are all discrete, each with K states; in this case, the integral for the normalizing constant becomes a
sum with KD terms. In many cases, KD will be too large to be tractable. However, if the distribution
satisfies certain conditional independence properties, as expressed by a probabilistic graphical model
(PGM), then we can write the joint as a product of local terms (see Chapter 4). This lets us use
dynamic programming to make the computation tractable (see Chapter 9).

7.4 Approximate inference algorithms

For most probability models, we will not be able to compute marginals or posteriors exactly, so we
must resort to using approximate inference. There are many different algorithms, which trade
off speed, accuracy, simplicity, and generality. We briefly discuss some of these algorithms below,
and give more detail in the following chapters. (See also [Alq22; MFR20] for a review of various
methods.)
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Figure 7.2: Two distributions in which the mode (highest point) is untypical of the distribution; the mean
(vertical red line) is a better summary. (a) A bimodal distribution. Generated by bimodal_dist_plot.ipynb.
(b) A skewed Ga(1, 1) distribution. Generated by gamma_dist_plot.ipynb.

7.4.1 The MAP approximation and its problems

The simplest approximate inference method is to compute the MAP estimate

θ̂ = argmax p(θ|D) = argmax log p(θ) + log p(D|θ) (7.18)

and then to assume that the posterior puts 100% of its probability on this single value:

p(θ|D) ≈ δ(θ − θ̂) (7.19)

The advantage of this approach is that we can compute the MAP estimate using a variety of
optimization algorithms, which we discuss in Chapter 6. However, the MAP estimate also has various
drawbacks, some of which we discuss below.

7.4.1.1 The MAP estimate gives no measure of uncertainty

In many statistical applications (especially in science) it is important to know how much one can trust
a given parameter estimate. Obviously a point estimate does not convey any notion of uncertainty.
Although it is possible to derive frequentist notions of uncertainty from a point estimate (see
Section 3.3.1), it is arguably much more natural to just compute the posterior, from which we can
derive useful quantities such as the standard error (see Section 3.2.1.6) and credible regions (see
Section 3.2.1.7).

In the context of prediction (which is the main focus in machine learning), we saw in Section 3.2.2
that plugging in a point estimate can underestimate the predictive uncertainty, which can result in
predictions which are not just wrong, but confidently wrong. It is generally considered very important
for a predictive model to “know what it does not know”, and the Bayesian approach is a good strategy
for achieving this goal.

7.4.1.2 The MAP estimate is often untypical of the posterior

In some cases, we may not be interested in uncertainty, and instead we just want a single summary
of the posterior. However, the mode of a posterior distribution is often a very poor choice as a
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Figure 7.3: Approximating the posterior of a beta-Bernoulli model. (a) Grid approximation using 20 grid
points. (b) Laplace approximation. Generated by laplace_approx_beta_binom.ipynb.

summary statistic, since the mode is usually quite untypical of the distribution, unlike the mean or
median. This is illustrated in Figure 7.2(a) for a 1d continuous space, where we see that the mode is
an isolated peak (black line), far from most of the probability mass. By contrast, the mean (red line)
is near the middle of the distribution.

Another example is shown in Figure 7.2(b): here the mode is 0, but the mean is non-zero. Such
skewed distributions often arise when inferring variance parameters, especially in hierarchical models.
In such cases the MAP estimate (and hence the MLE) is obviously a very bad estimate.

7.4.1.3 The MAP estimate is not invariant to reparameterization

A more subtle problem with MAP estimation is that the result we get depends on how we parameterize
the probability distribution, which is not very desirable. For example, when representing a Bernoulli
distribution, we should be able to parameterize it in terms of probability of success, or in terms of
the log-odds (logit), without that affecting our beliefs.

For example, let x̂ = argmaxx px(x) be the MAP estimate for x. Now let y = f(x) be a
transformation of x. In general it is not the case that ŷ = argmaxy py(y) is given by f(x̂). For
example, let x ∼ N (6, 1) and y = f(x), where f(x) = 1

1+exp(−x+5) . We can use the change of

variables (Section 2.5.1) to conclude py(y) = px(f
−1(y))|df

−1(y)
dy |. Alternatively we can use a Monte

Carlo approximation. The result is shown in Figure 2.12. We see that the original Gaussian for
p(x) has become “squashed” by the sigmoid nonlinearity. In particular, we see that the mode of the
transformed distribution is not equal to the transform of the original mode.

We have seen that the MAP estimate depends on the parameterization. The MLE does not suffer
from this since the likelihood is a function, not a probability density. Bayesian inference does not
suffer from this problem either, since the change of measure is taken into account when integrating
over the parameter space.

7.4.2 Grid approximation

If we want to capture uncertainty, we need to allow for the fact that θ may have a range of possible
values, each with non-zero probability. The simplest way to capture this property is to partition the
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space of possible values into a finite set of regions, call them r1, . . . , rK , each representing a region of
parameter space of volume ∆ centered on θk. This is called a grid approximation. The probability
of being in each region is given by p(θ ∈ rk|D) ≈ pk∆, where

pk =
p̃k∑K

k′=1 p̃k′
(7.20)

p̃k = p(D|θk)p(θk) (7.21)

As K increases, we decrease the size of each grid cell. Thus the denominator is just a simple numerical
approximation of the integral

p(D) =
∫
p(D|θ)p(θ)dθ ≈

K∑

k=1

∆p̃k (7.22)

As a simple example, we will use the problem of approximating the posterior of a beta-Bernoulli
model. Specifically, the goal is to approximate

p(θ|D) ∝
[
N∏

n=1

Ber(yn|θ)
]
Beta(1, 1) (7.23)

where D consists of 10 heads and 1 tail (so the total number of observations is N = 11), with
a uniform prior. Although we can compute this posterior exactly using the method discussed in
Section 3.4.1, this serves as a useful pedagogical example since we can compare the approximation to
the exact answer. Also, since the target distribution is just 1d, it is easy to visualize the results.

In Figure 7.3a, we illustrate the grid approximation applied to our 1d problem. We see that it
is easily able to capture the skewed posterior (due to the use of an imbalanced sample of 10 heads
and 1 tail). Unfortunately, this approach does not scale to problems in more than 2 or 3 dimensions,
because the number of grid points grows exponentially with the number of dimensions.

7.4.3 Laplace (quadratic) approximation

In this section, we discuss a simple way to approximate the posterior using a multivariate Gaussian;
this known as a Laplace approximation or quadratic approximation (see e.g., [TK86; RMC09]).

Suppose we write the posterior as follows:

p(θ|D) = 1

Z
e−E(θ) (7.24)

where E(θ) = − log p(θ,D) is called an energy function, and Z = p(D) is the normalization constant.
Performing a Taylor series expansion around the mode θ̂ (i.e., the lowest energy state) we get

E(θ) ≈ E(θ̂) + (θ − θ̂)Tg + 1

2
(θ − θ̂)TH(θ − θ̂) (7.25)

where g is the gradient at the mode, and H is the Hessian. Since θ̂ is the mode, the gradient term is
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zero. Hence

p̂(θ,D) = e−E(θ̂) exp

[
−1

2
(θ − θ̂)TH(θ − θ̂)

]
(7.26)

p̂(θ|D) = 1

Z
p̂(θ,D) = N (θ|θ̂,H−1) (7.27)

Z = e−E(θ̂)(2π)D/2|H|− 1
2 (7.28)

The last line follows from normalization constant of the multivariate Gaussian.
The Laplace approximation is easy to apply, since we can leverage existing optimization algorithms

to compute the MAP estimate, and then we just have to compute the Hessian at the mode. (In high
dimensional spaces, we can use a diagonal approximation.)

In Figure 7.3b, we illustrate this method applied to our 1d problem. Unfortunately we see that it is
not a particularly good approximation. This is because the posterior is skewed, whereas a Gaussian
is symmetric. In addition, the parameter of interest lies in the constrained interval θ ∈ [0, 1], whereas
the Gaussian assumes an unconstrained space, θ ∈ RD. Fortunately, we can solve this latter problem
by using a change of variable. For example, in this case we can apply the Laplace approximation to
α = logit(θ). This is a common trick to simplify the job of inference.

See Section 15.3.5 for an application of Laplace approximation to Bayesian logistic regression,
Section 17.3.2 for an application of Laplace approximation to Bayesian neural networks, and Sec-
tion 4.3.5.3 for an application to Gaussian Markov random fields.

7.4.4 Variational inference

In Section 7.4.3, we discussed the Laplace approximation, which uses an optimization procedure to
find the MAP estimate, and then approximates the curvature of the posterior at that point based on
the Hessian. In this section, we discuss variational inference (VI), also called variational Bayes
(VB). This is another optimization-based approach to posterior inference, but which has much more
modeling flexibility (and thus can give a much more accurate approximation).

VI attempts to approximate an intractable probability distribution, such as p(θ|D), with one that
is tractable, q(θ), so as to minimize some discrepancy D between the distributions:

q∗ = argmin
q∈Q

D(q, p) (7.29)

where Q is some tractable family of distributions (e.g., fully factorized distributions). Rather than
optimizing over functions q, we typically optimize over the parameters of the function q; we denote
these variational parameters by ψ.

It is common to use the KL divergence (Section 5.1) as the discrepancy measure, which is given by

D(q, p) = DKL (q(θ|ψ) ∥ p(θ|D)) =
∫
q(θ|ψ) log q(θ|ψ)

p(θ|D)dθ (7.30)

where p(θ|D) = p(D|θ)p(θ)/p(D). The inference problem then reduces to the following optimization
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Figure 7.4: ADVI applied to the beta-Bernoulli model. (a) Approximate vs true posterior. (b) Negative ELBO
over time. (c) Variational µ parameter over time. (d) Variational σ parameter over time. Generated by
advi_beta_binom.ipynb.

problem:

ψ∗ = argmin
ψ

DKL (q(θ|ψ) ∥ p(θ|D)) (7.31)

= argmin
ψ

Eq(θ|ψ)

[
log q(θ|ψ)− log

(
p(D|θ)p(θ)

p(D)

)]
(7.32)

= argmin
ψ

Eq(θ|ψ) [− log p(D|θ)− log p(θ) + log q(θ|ψ)]
︸ ︷︷ ︸

−Ł(ψ)

+ log p(D) (7.33)

Note that log p(D) is independent of ψ, so we can ignore it when fitting the approximate posterior,
and just focus on maximizing the term

Ł(ψ) ≜ Eq(θ|ψ) [log p(D|θ) + log p(θ)− log q(θ|ψ)] (7.34)

Since we have DKL (q ∥ p) ≥ 0, we have Ł(ψ) ≤ log p(D). The quantity log p(D), which is the log
marginal likelihood, is also called the evidence. Hence Ł(ψ) is known as the evidence lower
bound or ELBO. By maximizing this bound, we are making the variational posterior closer to the
true posterior. (See Section 10.1 for details.)

We can choose any kind of approximate posterior that we like. For example, we may use a Gaussian,
q(θ|ψ) = N (θ|µ,Σ). This is different from the Laplace approximation, since in VI, we optimize
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Σ, rather than equating it to the Hessian. If Σ is diagonal, we are assuming the posterior is fully
factorized; this is called a mean field approximation.

A Gaussian approximation is not always suitable for all parameters. For example, in our 1d
example we have the constraint that θ ∈ [0, 1]. We could use a variational approximation of the form
q(θ|ψ) = Beta(θ|a, b), where ψ = (a, b). However choosing a suitable form of variational distribution
requires some level of expertise. To create a more easily applicable, or “turn-key”, method, that works
on a wide range of models, we can use a method called automatic differentiation variational
inference or ADVI [Kuc+16]. This uses the change of variables method to convert the parameters
to an unconstrained form, and then computes a Gaussian variational approximation. The method
also uses automatic differentiation to derive the Jacobian term needed to compute the density of the
transformed variables. See Section 10.2.2 for details.

We now apply ADVI to our 1d beta-Bernoulli model. Let θ = σ(z), where we replace p(θ|D) with
q(z|ψ) = N (z|µ, σ), where ψ = (µ, σ). We optimize a stochastic approximation to the ELBO using
SGD. The results are shown in Figure 7.4 and seem reasonable.

7.4.5 Markov chain Monte Carlo (MCMC)

Although VI is fast, it can give a biased approximation to the posterior, since it is restricted to a
specific function form q ∈ Q. A more flexible approach is to use a non-parametric approximation in
terms of a set of samples, q(θ) ≈ 1

S

∑S
s=1 δ(θ− θs). This is called a Monte Carlo approximation.

The key issue is how to create the posterior samples θs ∼ p(θ|D) efficiently, without having to
evaluate the normalization constant p(D) =

∫
p(θ,D)dθ.

For low dimensional problems, we can use methods such as importance sampling, which we
discuss in Section 11.5. However, for high dimensional problems, it is more common to use Markov
chain Monte Carlo or MCMC. We give the details in Chapter 12, but give a brief introduction
here.

The most common kind of MCMC is known as the Metropolis-Hastings algorithm. The basic
idea behind MH is as follows: we start at a random point in parameter space, and then perform a
random walk, by sampling new states (parameters) from a proposal distribution q(θ′|θ). If q is
chosen carefully, the resulting Markov chain distribution will satisfy the property that the fraction of
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time we visit each point in space is proportional to the posterior probability. The key point is that
to decide whether to move to a newly proposed point θ′ or to stay in the current point θ, we only
need to evaluate the unnormalized density ratio

p(θ|D)
p(θ′|D) =

p(D|θ)p(θ)/p(D)
p(D|θ′)p(θ′)/p(D) =

p(D,θ)
p(D,θ′) (7.35)

This avoids the need to compute the normalization constant p(D). (In practice we usually work with
log probabilities, instead of joint probabilities, to avoid numerical issues.)

We see that the input to the algorithm is just a function that computes the log joint density,
log p(θ,D), as well as a proposal distribution q(θ′|θ) for deciding which states to visit next. It is
common to use a Gaussian distribution for the proposal, q(θ′|θ) = N (θ′|θ, σI); this is called the
random walk Metropolis algorithm. However, this can be very inefficient, since it is blindly
walking through the space, in the hopes of finding higher probability regions.

In models that have conditional independence structure, it is often easy to compute the full
conditionals p(θd|θ−d,D) for each variable d, one at a time, and then sample from them. This is
like a stochastic analog of coordinate ascent, and is called Gibbs sampling (see Section 12.3 for
details).

For models where all unknown variables are continuous, we can often compute the gradient of the
log joint, ∇θ log p(θ,D). We can use this gradient information to guide the proposals into regions of
space with higher probability. This approach is called Hamiltonian Monte Carlo or HMC, and
is one of the most widely used MCMC algorithms due to its speed. For details, see Section 12.5.

We apply HMC to our beta-Bernoulli model in Figure 7.5. (We use a logit transformation for
the parameter.) In panel b, we show samples generated by the algorithm from 4 parallel Markov
chains. We see that they oscillate around the true posterior, as desired. In panel a, we compute a
kernel density estimate from the posterior samples from each chain; we see that the result is a good
approximation to the true posterior in Figure 7.3.

7.4.6 Sequential Monte Carlo

MCMC is like a stochastic local search algorithm, in that it makes moves through the state space of
the posterior distribution, comparing the current value to proposed neighboring values. An alternative
approach is to use perform inference using a sequence of different distributions, from simpler to more
complex, with the final distribution being equal to the target posterior. This is called sequential
Monte Carlo or SMC. This approach, which is more similar to tree search than local search, has
various advantages over MCMC, which we discuss in Chapter 13.

A common application of SMC is to sequential Bayesian inference, in which we recursively
compute (i.e., in an online fashion) the posterior p(θt|D1:t), where D1:t = {(xn, yn) : n = 1 : t} is all
the data we have seen so far. This sequence of distributions converges to the full batch posterior
p(θ|D) once all the data has been seen. However, the approach can also be used when the data is
arriving in a continual, unending stream, as in state-space models (see Chapter 29). The application
of SMC to such dynamical models is known as particle filtering. See Section 13.2 for details.
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(a) (b) (c) (d)

Figure 7.6: Different approximations to a bimodal 2d distribution. (a) Local MAP estimate. (b) Parametric
Gaussian approximation. (c) Correlated samples from near one mode. (d) Independent samples from the
distribution. Adapted from Figure 2 of [PY14]. Used with kind permission of George Panadreou.

7.4.7 Challenging posteriors

In many applications, the posterior can be high dimensional and multimodal. Approximating such
distributions can be quite challenging. In Figure 7.6, we give a simple 2d example. We compare MAP
estimation (which does not capture any uncertainty), a Gaussian parametric approximation such as
the Laplace approximation or variational inference (see panel b), and a nonparametric approximation
in terms of samples. If the samples are generated from MCMC, they are serially correlated, and
may only explore a local model (see panel c). However, ideally we can draw independent samples
from the entire support of the distribution, as shown in panel d. We may also be able to fit a local
parametric approximation around each such sample (see Section 17.3.9.1), to get a semi-parametric
approximation to the posterior.

7.5 Evaluating approximate inference algorithms

There are many different approximate inference algorithms, each of which make different tradeoffs
between speed, accuracy, generality, simplicity, etc. This makes it hard to compare them on an equal
footing.

One approach is to evaluate the accuracy of the approximation q(θ) by comparing to the “true”
posterior p(θ|D), computed offline with an “exact” method. We are usually interested in accuracy
vs speed tradeoffs, which we can compute by evaluating DKL (p(θ|D) ∥ qt(θ)), where qt(θ) is the
approximate posterior after t units of compute time. Of course, we could use other measures of
distributional similarity, such as Wasserstein distance.

Unfortunately, it is usually impossible to compute the true posterior p(θ|D). A simple alternative
is to evaluate the quality in terms of its prediction abilities on out of sample observed data, similar to
cross validation. More generally, we can compare the expected loss or Bayesian risk (Section 34.1.3)
of different posteriors, as proposed in [KPS98; KPS99]:

R = Ep∗(x,y) [ℓ(y, q(y|x,D))] where q(y|x,D) =
∫
p(y|x,θ)q(θ|D)dθ (7.36)

where ℓ(y, q(y)) is some loss function, such as log-loss. Alternatively, we can measure performance
of the posterior when it is used in some downstream task, such as continual or active learning, as
proposed in [Far22].
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For some specialized methods for assessing variational inference, see [Yao+18b; Hug+20], and for
Monte Carlo methods, see [CGR06; CTM17; GAR16].
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8 Gaussian filtering and smoothing

8.1 Introduction

In this chapter, we consider the task of posterior inference in state-space models (SSMs). We
discuss SSMs in more detail in Chapter 29, but we can think of them as latent variable sequence
models with the conditional independencies shown by the chain-structured graphical model Figure 8.1.
The corresponding joint distribution has the form

p(y1:T , z1:T |u1:T ) =

[
p(z1|u1)

T∏

t=2

p(zt|zt−1,ut)
][

T∏

t=1

p(yt|zt,ut)
]

(8.1)

where zt are the hidden variables at time t, yt are the observations (outputs), and ut are the optional
inputs. The term p(zt|zt−1,ut) is called the dynamics model or transition model, p(yt|zt,ut) is
called the observation model or measurement model, and p(z1|u1) is the prior or initial state
distribution.1

8.1.1 Inferential goals

Given the sequence of observations, and a known model, one of the main tasks with SSMs is to
perform posterior inference about the hidden states; this is also called state estimation.

For example, consider an airplane flying in the sky. (For simplicity, we assume the world is 2d, not
3d.) We would like to estimate its location and velocity zt ∈ R4 given noisy sensor measurements of
its location yt ∈ R2, as illustrated in Figure 8.2(a). (We ignore the inputs ut for simplicity.)

We discuss a suitable SSM for this problem, that embodies Newton’s laws of motion, in Sec-
tion 8.2.1.1. We can use the model to compute the belief state p(zt|y1:t); this is called Bayesian
filtering. If we represent the belief state using a Gaussian, then we can use the Kalman filter to
solve this task, as we discuss in Section 8.2.2. In Figure 8.2(b) we show the results of this algorithm.
The green dots are the noisy observations, the red line shows the posterior mean estimate of the
location, and the black circles show the posterior covariance. (The posterior over the velocity is not
shown.) We see that the estimated trajectory is less noisy than the raw data, since it incorporates
prior knowledge about how the data was generated.

Another task of interest is the smoothing problem where we want to compute p(zt|y1:T ) using
an offline dataset. We can compute these quantities using the Kalman smoother described in

1. In some cases, the initial state distribution is denoted by p(z0), and then we derive p(z1|u1) by passing p(z0)
through the dynamics model. In this case, the joint distribution represents p(y1:T ,z0:T |u1:T ).
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yt−1 yt

zt−1 zt

ut−1 ut

Figure 8.1: A state-space model represented as a graphical model. zt are the hidden variables at time t, yt
are the observations (outputs), and ut are the optional inputs.
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Figure 8.2: Illustration of Kalman filtering and smoothing for a linear dynamical system. (a) Observations
(green cirles) are generated by an object moving to the right (true location denoted by blue squares). (b) Results
of online Kalman filtering. Circles are 95% confidence ellipses, whose center is the posterior mean, and whose
shape is derived from the posterior covariance. (c) Same as (b), but using offline Kalman smoothing. The
MSE in the trajectory for filtering is 3.13, and for smoothing is 1.71. Generated by kf_tracking_script.ipynb.

Section 8.2.3. In Figure 8.2(c) we show the result of this algorithm. We see that the resulting estimate
is smoother compared to filtering, and that the posterior uncertainty is reduced (as visualized by the
smaller confidence ellipses).

To understand this behavior intuitively, consider a detective trying to figure out who committed
a crime. As they move through the crime scene, their uncertainty is high until he finds the key
clue; then they have an “aha” moment, the uncertainty is reduced, and all the previously confusing
observations are, in hindsight, easy to explain. Thus we see that, given all the data (including
finding the clue), it is much easier to infer the state of the world.

A disadvantage of the smoothing method is that we have to wait until all the data has been
observed before we start performing inference, so it cannot be used for online or realtime problems.
Fixed lag smoothing is a useful compromise between online and offline estimation; it involves
computing p(zt−ℓ|y1:t), where ℓ > 0 is called the lag. This gives better performance than filtering,
but incurs a slight delay. By changing the size of the lag, we can trade off accuracy vs delay. See
Figure 8.3 for an illustration.
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t

T
fixed-interval

smoothing

fixed-lag
smoothing

prediction

filtering

`

h

Figure 8.3: The main kinds of inference for state-space models. The shaded region is the interval for which
we have data. The arrow represents the time step at which we want to perform inference. t is the current
time, T is the sequence length, ℓ is the lag, and h is the prediction horizon. Used with kind permission of
Peter Chang.

In addition to infering the latent state, we may want to predict future observations. We can
compute the observed predictive distribution h steps into the future as follows:

p(yt+h|y1:t) =
∑

zt+h

p(yt+h|zt+h)p(zt+h|y1:t) (8.2)

where the hidden state predictive distribution is obtained by pushing the current belief state
through the dynamics model

p(zt+h|y1:t) =
∑

zt:t+h−1

p(zt|y1:t)p(zt+1|zt)p(zt+2|zt+1) · · · p(zt+h|zt+h−1) (8.3)

(When the states are continuous, we need to replace the sums with integrals.)

8.1.2 Bayesian filtering equations

The Bayes filter is an algorithm for recursively computing the belief state p(zt|y1:t) given the
prior belief from the previous step, p(zt−1|y1:t−1), the new observation yt, and the model. This can
be done using sequential Bayesian updating, and requires a constant amount of computation
per time step (independent of t). For a dynamical model, this reduces to the predict-update cycle
described below.

The prediction step is just the Chapman-Kolmogorov equation:

p(zt|y1:t−1) =
∫
p(zt|zt−1)p(zt−1|y1:t−1)dzt−1 (8.4)

The prediction step computes the one-step-ahead predictive distribution for the latent state, which

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



362 Chapter 8. Gaussian filtering and smoothing

updates the posterior from the previous time step into the prior for the current step.2
The update step is just Bayes’ rule:

p(zt|y1:t) =
1

Zt
p(yt|zt)p(zt|y1:t−1) (8.5)

where the normalization constant is

Zt =

∫
p(yt|zt)p(zt|y1:t−1)dzt = p(yt|y1:t−1) (8.6)

We can use the normalization constants to compute the log likelihood of the sequence as follows:

log p(y1:T ) =

T∑

t=1

log p(yt|y1:t−1) =
T∑

t=1

logZt (8.7)

where we define p(y1|y0) = p(y1). This quantity is useful for computing the MLE of the parameters.

8.1.3 Bayesian smoothing equations

In the offline setting, we want to compute p(zt|y1:T ), which is the belief about the hidden state at
time t given all the data, both past and future. This is called (fixed interval) smoothing. We first
perform the forwards or filtering pass, and then compute the smoothed belief states by working
backwards, from right (time t = T ) to left (t = 1), as we explain below. Hence this method is also
called forwards filtering backwards smoothing or FFBS.

Suppose, by induction, that we have already computed p(zt+1|y1:T ). We can convert this into a
joint smoothed distribution over two consecutive time steps using

p(zt, zt+1|y1:T ) = p(zt|zt+1,y1:T )p(zt+1|y1:T ) (8.8)

To derive the first term, note that from the Markov properties of the model, and Bayes’ rule, we have

p(zt|zt+1,y1:T ) = p(zt|zt+1,y1:t,���yt+1:T ) (8.9)

=
p(zt, zt+1|y1:t)
p(zt+1|y1:t)

(8.10)

=
p(zt+1|zt)p(zt|y1:t)

p(zt+1|y1:t)
(8.11)

Thus the joint distribution over two consecutive time steps is given by

p(zt, zt+1|y1:T ) = p(zt|zt+1,y1:t)p(zt+1|y1:T ) =
p(zt+1|zt)p(zt|y1:t)p(zt+1|y1:T )

p(zt+1|y1:t)
(8.12)

2. The prediction step is not needed at t = 1 if p(z1) is provided as input to the model. However, if we just provide
p(z0), we need to compute p(z1|y1:0) = p(z1) by applying the prediction step.
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from which we get the new smoothed marginal distribution:

p(zt|y1:T ) = p(zt|y1:t)
∫ [

p(zt+1|zt)p(zt+1|y1:T )
p(zt+1|y1:t)

]
dzt+1 (8.13)

=

∫
p(zt, zt+1|y1:t)

p(zt+1|y1:T )
p(zt+1|y1:t)

dzt+1 (8.14)

Intuitively we can interpret this as follows: we start with the two-slice filtered distribution,
p(zt, zt+1|y1:t), and then we divide out the old p(zt+1|y1:t) and multiply in the new p(zt+1|y1:T ),
and then marginalize out zt+1.

8.1.4 The Gaussian ansatz

In general, computing the integrals required to implement Bayesian filtering and smoothing is
intractable. However, there are two notable exceptions: if the state space is discrete, as in an HMM,
we can represent the belief states as discrete distributions (histograms), which we can update using
the forwards-backwards algorithm, as discussed in Section 9.2; and if the SSM is a linear-Gaussian
model, then we can represent the belief states by Gaussians, which we can update using the Kalman
filter and smoother, which we discuss in Section 8.2.2 and Section 8.2.3. In the nonlinear and/or
non-Gaussian setting, we can still use a Gaussian to represent an approximate belief state, as we
discuss in Section 8.3, Section 8.4, Section 8.5 and Section 8.6. We discuss some non-Gaussian
approximations in Section 8.7.

For most of this chapter, we assume the SSM can be written as a nonlinear model subject to
additive Gaussian noise:

zt = f(zt−1,ut) +N (0,Qt)

yt = h(zt,ut) +N (0,Rt)
(8.15)

where f is the transition or dynamics function, and h is the observation function. In some cases, we
will further assume that these functions are linear.

8.2 Inference for linear-Gaussian SSMs

In this section, we discuss inference in SSMs where all the distributions are linear Gaussian. This is
called a linear Gaussian state space model (LG-SSM) or a linear dynamical system (LDS).
We discuss such models in detail in Section 29.6, but in brief they have the following form:

p(zt|zt−1,ut) = N (zt|Ftzt−1 +Btut + bt,Qt) (8.16)
p(yt|zt,ut) = N (yt|Htzt +Dtut + dt,Rt) (8.17)

where zt ∈ RNz is the hidden state, yt ∈ RNy is the observation, and ut ∈ RNu is the input. (We
have allowed the parameters to be time-varying, for later extensions that we will consider.) We often
assume the means of the process noise and observation noise (i.e., the bias or offset terms) are zero,
so bt = 0 and dt = 0. In addition, we often have no inputs, so Bt = Dt = 0. In this case, the model
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simplifies to the following:3

p(zt|zt−1) = N (zt|Ftzt−1,Qt) (8.18)
p(yt|zt) = N (yt|Htzt,Rt) (8.19)

See Figure 8.1 for the graphical model.4
Note that an LG-SSM is just a special case of a Gaussian Bayes net (Section 4.2.3), so the

entire joint distribution p(y1:T , z1:T |u1:T ) is a large multivariate Gaussian with NyNzT dimensions.
However, it has a special structure that makes it computationally tractable to use, as we show below.
In particular, we will discuss the Kalman filter and Kalman smoother, that can perform exact
filtering and smoothing in O(TN3

z ) time.

8.2.1 Examples

Before diving into the theory, we give some motivating examples.

8.2.1.1 Tracking and state estimation

A common application of LG-SSMs is for tracking objects, such as airplanes or animals, from noisy
measurements, such as radar or cameras. For example, suppose we want to track an object moving
in 2d. (We discuss this example in more detail in Section 29.7.1.) The hidden state zt encodes the
location, (xt1, xt2), and the velocity, (ẋt1, ẋt1), of the moving object. The observation yt is a noisy
version of the location. (The velocity is not observed but can be inferred from the change in location.)
We assume that we obtain measurements with a sampling period of ∆. The new location is the old
location plus ∆ times the velocity, plus noise added to all terms:

zt =




1 0 ∆ 0
0 1 0 ∆
0 0 1 0
0 0 0 1




︸ ︷︷ ︸
F

zt−1 + qt (8.20)

where qt ∼ N (0,Qt). The observation extracts the location and adds noise:

yt =

(
1 0 0 0
0 1 0 0

)

︸ ︷︷ ︸
H

zt + rt (8.21)

where rt ∼ N (0,Rt).
Our goal is to use this model to estimate the unknown location (and velocity) of the object given

the noisy observations. In particular, in the filtering problem, we want to compute p(zt|y1:t) in

3. Our notation is similar to [SS23], except he writes p(xk|xk−1) = N (xk|Ak−1xk−1,Qk−1) instead of p(zt|zt−1) =
N (zt|Ftzt−1,Qt), and p(yk|xk) = N (yk|Hkxk,Rk) instead of p(yt|zt) = N (yt|Htzt,Rt).
4. Note that, for some problems, the evolution of certain components of the state vector is deterministic, in which case
the corresponding noise terms must be zero. To avoid singular covariance matrices, we can replace the dynamics noise
wt ∼ N (0,Qt) with Gtw̃t, where w̃t ∼ N (0, Q̃t), where Q̃t is a smaller Nq ×Nq psd matrix, and Gt is a Ny ×Nq .
In this case, the covariance of the noise becomes Qt = GtQ̃tGT

t .
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a recursive fashion. Figure 8.2(b) illustrates filtering for the linear Gaussian SSM applied to the
noisy tracking data in Figure 8.2(a) (shown by the green dots). The filtered estimates are computed
using the Kalman filter algorithm described in Section 8.2.2. The red line shows the posterior
mean estimate of the location, and the black circles show the posterior covariance. We see that the
estimated trajectory is less noisy than the raw data, since it incorporates prior knowledge about how
the data was generated.

Another task of interest is the smoothing problem where we want to compute p(zt|y1:T ) using an
offline dataset. Figure 8.2(c) illustrates smoothing for the LG-SSM, implemented using the Kalman
smoothing algorithm described in Section 8.2.3. We see that the resulting estimate is smoother, and
that the posterior uncertainty is reduced (as visualized by the smaller confidence ellipses).

8.2.1.2 Online Bayesian linear regression (recursive least squares)

In Section 29.7.2 we discuss how to use the Kalman filter to recursively compute the exact posterior
p(w|D1:t) for a linear regression model in an online fashion. This is known as the recursive least
squares algorithm. The basic idea is to treat the latent state to be the parameter values, zt = w,
and to define the non-stationary observation model as p(yt|zt) = N (yt|xTt zt, σ2), and the dynamics
model as p(zt|zt−1) = N (zt|zt−1, 0I).

8.2.1.3 Time series forecasting

In Section 29.12, we discuss how to use Kalman filtering to perform time series forecasting.

8.2.2 The Kalman filter

The Kalman filter (KF) is an algorithm for exact Bayesian filtering for linear Gaussian state space
models. The resulting algorithm is the Gaussian analog of the HMM filter in Section 9.2.2. The belief
state at time t is now given by p(zt|y1:t) = N (zt|µt|t,Σt|t), where we use the notation µt|t′ and Σt|t′
to represent the posterior mean and covariance given y1:t′ .5 Since everything is Gaussian, we can
perform the prediction and update steps in closed form, as we explain below (see Section 8.2.2.4 for
the derivation).

8.2.2.1 Predict step

The one-step-ahead prediction for the hidden state, also called the time update step, is given by
the following:

p(zt|y1:t−1,u1:t) = N (zt|µt|t−1,Σt|t−1) (8.22)

µt|t−1 = Ftµt−1|t−1 +Btut + bt (8.23)

Σt|t−1 = FtΣt−1|t−1F
T
t +Qt (8.24)

5. We represent the mean and covariance of the filtered belief state by µt|t and Σt|t, but some authors use the notation
mt and Pt instead. We represent the mean and covariance of the smoothed belief state by µt|T and Σt|T , but some
authors use the notation ms

t and Ps
t instead. Finally, we represent the mean and covariance of the one-step-ahead

posterior predictive distribution, p(zt|y1:t−1), by µt|t−1 and Σt|t−1, whereas some authors use m−
t and P−

t instead.
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8.2.2.2 Update step

The update step (also called the measurement update step) can be computed using Bayes’ rule,
as follows:

p(zt|y1:t,u1:t) = N (zt|µt|t,Σt|t) (8.25)

ŷt = Htµt|t−1 +Dtut + dt (8.26)

St = HtΣt|t−1H
T
t +Rt (8.27)

Kt = Σt|t−1H
T
tS
−1
t (8.28)

µt|t = µt|t−1 +Kt(yt − ŷt) (8.29)

Σt|t = Σt|t−1 −KtHtΣt|t−1 (8.30)

= Σt|t−1 −KtStK
T
t (8.31)

where Kt is the Kalman gain matrix. Note that ŷt is the expected observation, so et = yt − ŷt is
the residual error, also called the innovation term. The covariance of the observation is denoted
by St, and the cross covariance bwteen the observation and state is denoted by Ct = Σt|t−1HT

t . In
practice, to compute the Kalman gain, we do not use Kt = CtS

−1
t , but instead we solve the linear

system KtSt = Ct.6
To understand the update step intuitively, note that the update for the latent mean, µt|t =

µt|t−1 +Ktet, is the predicted new latent mean plus a correction factor, which is Kt times the error
signal et. If Ht = I, then Kt = Σt|t−1S

−1
t ; in the scalar case, this becomes kt = Σt|t−1/St, which

is the ratio between the variance of the prior (from the dynamics model) and the variance of the
measurement, which we can interpret as an inverse signal to noise ratio. If we have a strong prior
and/or very noisy sensors, |Kt| will be small, and we will place little weight on the correction term.
Conversely, if we have a weak prior and/or high precision sensors, then |Kt| will be large, and we
will place a lot of weight on the correction term. Similarly, the new covariance is the old covariance
minus a positive definite matrix, which depends on how informative the measurement is.

Note that, by using the matrix inversion lemma, the Kalman gain matrix can also be written as

Kt = Σt|t−1H
T
t (HtΣt|t−1H

T
t +Rt)

−1 = (Σ−1t|t−1 +HT
tR
−1
t Ht)

−1HT
tR
−1
t (8.32)

This is useful if R−1t is precomputed (e.g., if it is constant over time) and Ny ≫ Nz. In addition, in
Equation (8.97), we give the information form of the filter, which shows that the posterior precision
has the form Σ−1t = Σ−1t|t−1 +HT

tR
−1
t Ht, so we can also write the gain matrix as Kt = ΣtH

T
tR
−1
t .

8.2.2.3 Posterior predictive

The one-step-ahead posterior predictive density for the observations can be computed as follows. (We
ignore inputs and bias terms, for notational brevity.) First we compute the one-step-ahead predictive
density for latent states:

p(zt|y1:t−1) =
∫
p(zt|zt−1)p(zt−1|y1:t−1)dzt−1 (8.33)

= N (zt|Ftµt−1|t−1,FtΣt−1|t−1F
T
t +Qt) = N (zt|µt|t−1,Σt|t−1) (8.34)

6. Equivalently we have ST
tK

T
t = CT

t , so we can compute Kt in JAX using K = jnp.linalg.lstq(S.T, C.T)[0].T.
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Then we convert this to a prediction about observations by marginalizing out zt:

p(yt|y1:t−1) =
∫
p(yt, zt|y1:t−1)dzt =

∫
p(yt|zt)p(zt|y1:t−1)dzt = N (yt|ŷt,St) (8.35)

This can also be used to compute the log-likelihood of the observations: The normalization constant
of the new posterior can be computed as follows:

log p(y1:T ) =

T∑

t=1

log p(yt|y1:t−1) =
T∑

t=1

logZt (8.36)

where we define p(y1|y0) = p(y1). This is just a sum of the log probabilities of the one-step-ahead
measurement predictions, and is a measure of how “surprised” the model is at each step.

We can generalize the prediction step to predict observations K steps into the future by first
forecasting K steps in latent space, and then “grounding” the final state into predicted observations.
(This is in contrast to an RNN (Section 16.3.4), which requires generating observations at each step,
in order to update future hidden states.)

8.2.2.4 Derivation

In this section we derive the Kalman filter equations, following [SS23, Sec 6.3]. The results are
a straightforward application of the rules for manipulating linear Gaussian systems, discussed in
Section 2.3.2.

First we derive the prediction step. From Equation (2.120), the joint predictive distribution for
states is given by

p(zt−1, zt|y1:t−1) = p(zt|zt−1)p(zt−1|y1:t−1) (8.37)
= N (zt|Ftzt−1,Qt)N (zt−1|µt−1|t−1,Σt−1|t−1) (8.38)

= N
((
zt−1
zt

)
|µ′,Σ′

)
(8.39)

where

µ′ =

(
µt−1|t−1

Ftµt−1|t−1

)
, Σ′ =

(
Σt−1|t−1 Σt−1|t−1FT

t

FtΣt−1|t−1 FtΣt−1|t−1FT
t +Qt

)
(8.40)

Hence the marginal predictive distribution for states is given by

p(zt|y1:t−1) = N (zt|Ftµt−1|t−1,FtΣt−1|t−1F
T
t +Qt) = N (zt|µt|t−1,Σt|t−1) (8.41)

Now we derive the measurement update step. The joint distribution for state and observation is
given by

p(zt,yt|y1:t−1) = p(yt|zt)p(zt|y1:t−1) (8.42)
= N (yt|Htzt,Rt)N (zt|µt|t−1,Σt|t−1) (8.43)

= N
((
zt
yt

)
|µ′′,Σ′′

)
(8.44)
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where

µ′′ =

(
µt|t−1

Htµt|t−1

)
, Σ′′ =

(
Σt|t−1 Σt|t−1HT

t

HtΣt|t−1 HtΣ
−1
t|t−1H

T
t +Rt

)
(8.45)

Finally, we convert this joint into a conditional using Equation (2.78) as follows:

p(zt|yt,y1:t−1) = N (zt|µt|t,Σt|t) (8.46)

µt|t = µt|t−1 +Σt|t−1H
T
t (HtΣt|t−1H

T
t +Rt)

−1[yt −Htµt|t−1] (8.47)

= µt|t−1 +Kt[yt −Htµt|t−1] (8.48)

Σt|t = Σt|t−1 −Σt|t−1H
T
t (HtΣt|t−1H

T
t +Rt)

−1HtΣt|t−1 (8.49)
= Σt|t−1 −KtHtΣt|t−1 (8.50)

where

St = HtΣt|t−1H
T
t +Rt (8.51)

Kt = Σt|t−1H
T
tS
−1
t (8.52)

8.2.2.5 Abstract formulation

We can represent the Kalman filter equations much more compactly by defining various functions
that create and manipulate jointly Gaussian systems, as in Section 2.3.2. In particular, suppose we
have the following linear Gaussian system:

p(z) = N (⌣µ,
⌣
Σ) (8.53)

p(y|z) = N (Az + b,Ω) (8.54)

Then the joint is given by

p(z,y) = N
((⌣µ
µ

)
,

( ⌣
Σ C
CT S

))
= N

(( ⌣µ
A ⌣µ +b

)
,

(
⌣
Σ

⌣
Σ AT

A
⌣
Σ A

⌣
Σ AT +Ω

))
(8.55)

and the posterior is given by

p(z|y) = N (z| ⌢µ, ⌢Σ) = N
(
z| ⌣µ +K(y − µ), ⌣Σ −KSKT

)
(8.56)

where K = CS−1. See Algorithm 8.1 for the pseudocode.
We can now apply these functions to derive Kalman filtering as follows. In the prediction step, we

compute

p(zt−1, zt|y1:t−1) = N
((
µt−1|t−1
µt|t−1

)
,

(
Σt−1|t−1 Σt−1,t|t−1
Σt,t−1|t−1 Σt|t−1

))
(8.57)

(µt|t−1,Σt|t−1,Σt−1,t|t) = GaussMoments(µt−1|t−1,Σt−1|t−1,Ft,Btut + bt,Qt) (8.58)
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Algorithm 8.1: Functions for a linear Gaussian system.

1 def GaussMoments(⌣µ,
⌣
Σ,A, b,Ω) :

2 µ = A ⌣µ +b

3 S = Ω+A
⌣
Σ AT

4 C =
⌣
Σ AT

5 Return (µ,S,C)

6 def GaussCondition(⌣µ,
⌣
Σ,µ,S,C,y) :

7 K = CS−1

8 ⌢µ=⌣µ +K(y − µ)
9

⌢
Σ=

⌣
Σ −KSKT

10 ℓ = logN (y|µ,S)
11 Return (⌢µ,

⌢
Σ, ℓ)

from which we get the marginal distribution

p(zt|y1:t−1) = N (µt|t−1,Σt|t−1) (8.59)

In the update step, we compute the joint distribution

p(zt,yt|y1:t−1) = N
((
µt|t−1
µt

)
,

(
Σt|t−1 Ct

CT
t St

))
(8.60)

(ŷt,St,Ct) = GaussMoments(µt|t−1,Σt|t−1,Ht,Dtut + dt,Rt) (8.61)

We then condition this on the observations to get the posterior distribution

p(zt|yt,y1:t−1) = p(zt|y1:t) = N (µt|t,Σt|t) (8.62)

(µt|t,Σt|t, ℓt) = GaussCondition(µt|t−1,Σt|t−1, ŷt,St,Ct,yt) (8.63)

The overall KF algorithm is shown in Algorithm 8.2.

Algorithm 8.2: Kalman filter.
1 def KF(F1:T ,B1:T , b1:T ,Q1:T ,H1:T ,D1:T ,d1:T ,R1:T ,u1:T ,y1:T ,µ0|0,Σ0|0) :
2 foreach t = 1 : T do
3 // Predict:
4 (µt|t−1,Σt|t−1,−) = GaussMoments(µt−1|t−1,Σt−1|t−1,Ft,Btut + bt,Qt)

5 // Update:
6 (µ,S,C) = GaussMoments(µt|t−1,Σt|t−1,Ht,Dtut + dt,Rt)

7 (µt|t,Σt|t, ℓt) = GaussCondition(µt|t−1,Σt|t−1,µ,S,C,y)

8 Return (µt|t,Σt|t)Tt=1,
∑T
t=1 ℓt
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8.2.2.6 Numerical issues

In practice, the Kalman filter can encounter numerical issues. One solution is to use the information
filter, which recursively updates the natural parameters of the Gaussian, Λt|t = Σ−1t|t and ηt|t =
Λtµt|t, instead of the mean and covariance (see Section 8.2.4). Another solution is the square root
filter, which works with the Cholesky or QR decomposition of Σt|t, which is much more numerically
stable than directly updating Σt|t. These techniques can be combined to create the square root
information filter (SRIF) [May79]. (According to [Bie06], the SRIF was developed in 1969 for
use in JPL’s Mariner 10 mission to Venus.) In [Tol22] they present an approach which uses QR
decompositions instead of matrix inversions, which can also be more stable.

8.2.2.7 Continuous-time version

The Kalman filter can be extended to work with continuous time dynamical systems; the resulting
method is called the Kalman Bucy filter. See [SS19, p208] for details. q

8.2.3 The Kalman (RTS) smoother

In Section 8.2.2, we described the Kalman filter, which sequentially computes p(zt|y1:t) for each t.
This is useful for online inference problems, such as tracking. However, in an offline setting, we can
wait until all the data has arrived, and then compute p(zt|y1:T ). By conditioning on past and future
data, our uncertainty will be significantly reduced. This is illustrated in Figure 8.2(c), where we see
that the posterior covariance ellipsoids are smaller for the smoothed trajectory than for the filtered
trajectory.

We now explain how to compute the smoothed estimates, using an algorithm called the RTS
smoother or RTSS, named after its inventors, Rauch, Tung, and Striebel [RTS65]. It is also
known as the Kalman smoothing algorithm. The algorithm is the linear-Gaussian analog to the
forwards-filtering backwards-smoothing algorithm for HMMs in Section 9.2.4.

8.2.3.1 Algorithm

In this section, we state the Kalman smoother algorithm. We give the derivation in Section 8.2.3.2.
The key update equations are as follows: From this, we can extract the smoothed marginal

p(zt|y1:T ) = N (zt|µt|T ,Σt|T ) (8.64)

µt+1|t = Ftµt|t (8.65)

Σt+1|t = FtΣt|tF
T
t +Qt+1 (8.66)

Jt = Σt|tF
T
tΣ
−1
t+1|t (8.67)

µt|T = µt|t + Jt(µt+1|T − µt+1|t) (8.68)

Σt|T = Σt|t + Jt(Σt+1|T −Σt+1|t)J
T
t (8.69)

8.2.3.2 Derivation

In this section, we derive the RTS smoother, following [SS23, Sec 12.2]. As in the derivation of the
Kalman filter in Section 8.2.2.4, we make heavy use of the rules for manipulating linear Gaussian
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systems, discussed in Section 2.3.2.
The joint filtered distribution for two consecutive time slices is

p(zt, zt+1|y1:t) = p(zt+1|zt)p(zt|y1:t) = N (zt+1|Ftzt,Qt+1)N (zt|µt|t,Σt|t) (8.70)

= N
((

zt
zt+1

)
|m1,V1

)
(8.71)

where

m1 =

(
µt|t

Ftµt|t

)
, V1 =

(
Σt|t Σt|tFT

t

FtΣt|t FtΣt|tFT
t +Qt+1

)
(8.72)

By the Markov property for the hidden states we have

p(zt|zt+1,y1:T ) = p(zt|zt+1,y1:t,yt+1:T ) = p(zt|zt+1,y1:t) (8.73)

and hence by conditioning the joint distribution p(zt, zt+1|y1:t) on the future state we get

p(zt|zt+1,y1:T ) = N (zt|m2,V2) (8.74)
µt+1|t = Ftµt|t (8.75)

Σt+1|t = FtΣt|tF
T
t +Qt+1 (8.76)

Jt = Σt|tF
T
tΣ
−1
t+1|t (8.77)

m2 = µt|t + Jt(zt+1 − µt+1|t) (8.78)

V2 = Σt|t − JtΣt+1|tJ
T
t (8.79)

where Jt is the backwards Kalman gain matrix.

Jt = Σt,t+1|tΣ
−1
t+1|t (8.80)

where Σt,t+1|t = Σt|tFT
t is the cross covariance term in the upper right block of V1.

The joint distribution of two consecutive time slices given all the data is

p(zt+1, zt|y1:T ) = p(zt|zt+1,y1:T )p(zt+1|y1:T ) (8.81)
= N (zt|m2(zt+1),V2)N (zt+1|µt+1|T ,Σt+1|T ) (8.82)

= N
((
zt+1

zt

)
|m3,V3

)
(8.83)

where

m3 =

(
µt+1|T

µt|t + Jt(µt+1|T − µt+1|t)

)
, V3 =

(
Σt+1|T Σt+1|TJTt
JtΣt+1|T JtΣt+1|TJTt +V2

)
(8.84)

From this, we can extract p(zt|y1:T ), with the mean and covariance given by Equation (8.68) and
Equation (8.69).
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8.2.3.3 Two-filter smoothing

Note that the backwards pass of the Kalman smoother does not need access to the observations, y1:T ,
but does need access to the filtered belief states from the forwards pass, p(zt|y1:t) = N (zt|µt|t,Σt|t).
There is an alternative version of the algorithm, known as two-filter smoothing [FP69; Kit04], in
which we compute the forwards pass as usual, and then separately compute backwards messages
p(yt+1:T |zt) ∝ N (zt|µbt|t,Σb

t|t), similar to the backwards filtering algorithm in HMMs (Section 9.2.3).
However, these backwards messages are conditional likelihoods, not posteriors, which can cause

numerical problems. For example, consider t = T ; in this case, we need to set the initial covariance
matrix to be Σb

T =∞I, so that the backwards message has no effect on the filtered posterior (since
there is no evidence beyond step T ). This problem can be resolved by working in information form.
An alternative approach is to generalize the two-filter smoothing equations to ensure the likelihoods
are normalizable by multiplying them by artificial distributions [BDM10].

In general, the RTS smoother is preferred to the two-filter smoother, since it is more numerically
stable, and it is easier to generalize it to the nonlinear case.

8.2.3.4 Time and space complexity

In general, the Kalman smoothing algorithm takes O(N3
y + N2

z + NyNz) per step, where there
are T steps. This can be slow when applied to long sequences. In [SGF21], they describe how to
reduce this to O(log T ) steps using a parallel prefix scan operator that can be run efficiently on
GPUs. In addition, we can reduce the space from O(T ), to O(log T ) using the same algorithm as in
Section 9.2.5.

8.2.3.5 Forwards filtering backwards sampling

To draw posterior samples from the LG-SSM, we can leverage the following result:

p(zt|zt+1,y1:T ) = N (zt|µ̃t, Σ̃t) (8.85)
µ̃t = µt|t + Jt(zt+1 − Ftµt|t) (8.86)

Σ̃t = Σt|t − JtΣt+1|tJ
T
t = Σt|t −Σt|tF

T
tΣ
−1
t+1|tΣt+1|tJ

T
t (8.87)

= Σt|t(I− FT
t J

T
t ) (8.88)

where Jt is the backwards Kalman gain defined in Equation (8.67).

8.2.4 Information form filtering and smoothing

This section is written by Giles Harper-Donnelly.

In this section, we derive the Kalman filter and smoother algorithms in information form. We will
see that this is the “dual” of Kalman filtering/smoothing in moment form. In particular, while
computing marginals in moment form is easy, computing conditionals is hard (requires a matrix
inverse). Conversely, for information form, computing marginals is hard, but computing conditionals
is easy.
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8.2.4.1 Filtering: algorithm

The predict step has a similar structure to the update step in moment form. We start with the prior
p(zt−1|y1:t−1,u1:t−1) = Nc(zt−1|ηt−1|t−1,Λt−1|t−1) and then compute

p(zt|y1:t−1,u1:t) = Nc(zt|ηt|t−1,Λt|t−1) (8.89)

Mt = Λt−1|t−1 + FT
tQ
−1
t Ft (8.90)

Jt = Q−1t FtM
−1
t (8.91)

Λt|t−1 = Q−1t −Q−1t Ft(Λt−1|t−1 + FT
tQ
−1
t Ft)

−1 FT
tQ
−1
t (8.92)

= Q−1t − JtF
T
tQ
−1
t (8.93)

= Q−1t − JtMtJ
T
t (8.94)

ηt|t−1 = Jtηt−1|t−1 +Λt|t−1(Btut + bt), (8.95)

where Jt is analogous to the Kalman gain matrix in moment form Equation (8.28). From the
matrix inversion lemma, Equation (2.93), we see that Equation (8.92) is the inverse of the predicted
covariance Σt|t−1 given in Equation (8.24).

The update step in information form is as follows:

p(zt|y1:t,u1:t) = Nc(zt|ηt|t,Λt|t) (8.96)

Λt|t = Λt|t−1 +HT
tR
−1
t Ht (8.97)

ηt|t = ηt|t−1 +HT
tR
−1
t (yt −Dtut − dt). (8.98)

8.2.4.2 Filtering: derivation

For the predict step, we first derive the joint distribution over hidden states at t, t− 1:

p(zt−1, zt|y1:t−1,u1:t) = p(zt|zt−1,ut)p(zt−1|y1:t−1,u1:t−1) (8.99)

= Nc(zt, |Q−1t (Ftzt−1 +Btut + bt),Q
−1
t ) (8.100)

×Nc(zt−1, |ηt−1|t−1,Λt−1|t−1) (8.101)

= Nc(zt−1, zt|ηt−1,t|t,Λt−1,t|t) (8.102)

where

ηt−1,t|t−1 =

(
ηt−1|t−1 − FT

tQ
−1
t (Btut + bt)

Q−1t (Btut + bt)

)
(8.103)

Λt−1,t|t−1 =

(
Λt−1|t−1 + FT

tQ
−1
t Ft −FT

tQ
−1
t

−Q−1t Ft Q−1t

)
(8.104)

The information form predicted parameters ηt|t−1,Λt|t−1 can then be derived using the marginalisa-
tion formulae in Section 2.3.1.4.

For the update step, we start with the joint distribution over the hidden state and the observation
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at t:

p(zt,yt|y1:t−1,u1:t) = p(yt|zt,ut)p(zt|y1:t−1,u1:t−1) (8.105)

= Nc(yt, |R−1t (Htzt +Dut + dt),R
−1
t )Nc(zt|ηt|t−1,Λt|t−1) (8.106)

= Nc(zt,y|ηz,y|t,Λz,y|t) (8.107)

where

ηz,y|t =

(
ηt|t−1 −HT

tR
−1
t (Dtut + dt)

R−1t (Dtut + dt)

)
(8.108)

Λz,y|t =

(
Λt|t−1 +HT

tR
−1
t Ht −HT

tR
−1
t

−R−1t Ht R−1t

)
(8.109)

The information form filtered parameters ηt|t,Λt|t are then derived using the conditional formulae in
2.3.1.4.

8.2.4.3 Smoothing: algorithm

The smoothing equations are as follows:

p(zt|y1:T ) = Nc(zt|ηt|T ,Λt|T ) (8.110)

Ut = Q−1t +Λt+1|T −Λt+1|t (8.111)

Lt = FT
tQ
−1
t U−1t (8.112)

Λt|T = Λt|t + FT
tQ
−1
t Ft − LtQ

−1
t F (8.113)

= Λt|t + FT
tQ
−1
t Ft − LtUtL

T
t (8.114)

ηt|T = ηt|t + Lt(ηt+1|T − ηt+1|t). (8.115)

The parameters ηt|t and Λt|t are the filtered values from Equations (8.98) and (8.97) respectively.
Similarly, ηt+1|t and Λt+1|t are the predicted parameters from Equations (8.95) and (8.92). The
matrix Lt is the information form analog to the backwards Kalman gain matrix in Equation (8.67).

8.2.4.4 Smoothing: derivation

From the generic forwards-filtering backwards-smoothing equation, Equation (8.14), we have

p(zt|y1:T ) = p(zt|y1:t)
∫ [

p(zt+1|zt)p(zt+1|y1:T )
p(zt+1|y1:t)

]
dzt+1 (8.116)

=

∫
p(zt, zt+1|y1:t)

p(zt+1|y1:T )
p(zt+1|y1:t)

dzt+1 (8.117)

=

∫
Nc(zt, zt+1|ηt,t+1|t,Λt,t+1|t)

Nc(zt+1|ηt+1|T ,Λt+1|T )

Nc(zt+1|ηt+1|t,Λt+1|t)
dzt+1 (8.118)

=

∫
Nc(zt, zt+1|ηt,t+1|T ,Λt,t+1|T )dzt+1. (8.119)
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The parameters of the joint filtering predictive distribution, p(zt, zt+1|y1:t), take precisely the
same form as those in the filtering derivation described in Section 8.2.4.2:

ηt,t+1|t =

(
ηt|t
0

)
, Λt,t+1|t =

(
Λt|t + FT

t+1Q
−1
t+1Ft+1 −FT

t+1Q
−1
t+1

−Q−1t+1Ft+1 Q−1t+1

)
, (8.120)

We can now update this potential function by subtracting out the filtered information and adding
in the smoothing information, using the rules for manipulating Gaussian potentials described in
Section 2.3.3:

ηt,t+1|T = ηt,t+1|t +

(
0

ηt+1|T

)
−
(

0
ηt+1|t

)
=

(
ηt|t

ηt+1|T − ηt+1|t

)
, (8.121)

and

Λt,t+1|T = Λt,t+1|t +

(
0 0
0 Λt+1|T

)
−
(
0 0
0 Λt+1|t

)
(8.122)

=

(
Λt|t + FT

t+1Q
−1
t+1Ft+1 −FT

t+1Q
−1
t+1

−Q−1t+1Ft+1 Q−1t+1 +Λt+1|T −Λt+1|t

)
(8.123)

Applying the information form marginalization formula Equation (2.85) leads to Equation (8.115)
and Equation (8.113).

8.3 Inference based on local linearization

In this section, we extend the Kalman filter and smoother to the case where the system dynamics
and/or the observation model are nonlinear. (We continue to assume that the noise is additive
Gaussian, as in Equation (8.15).) The basic idea is to linearize the dynamics and observation
models about the previous state estimate using a first order Taylor series expansion, and then to
apply the standard Kalman filter equations from Section 8.2.2. Intuitively we can think of this as
approximating a stationary non-linear dynamical system with a non-stationary linear dynamical
system. This approach is called the extended Kalman filter or EKF.

8.3.1 Taylor series expansion

Suppose x ∼ N (µ,Σ) and y = g(x), where g : Rn → Rm is a differentiable and invertible function.
The pdf for y is given by

p(y) = |det Jac(g−1)(y)| N (g−1(y)|µ,Σ) (8.124)

In general this is intractable to compute, so we seek an approximation.
Suppose x = µ+ δ, where δ ∼ N (0,Σ). Then we can form a first order Taylor series expansion of

the function g as follows:

g(x) = g(µ+ δ) ≈ g(µ) +G(µ)δ (8.125)

where G(µ) = Jac(g)(µ) is the Jacobian of g at µ:

[G(µ)]jj′ =
∂gj(x)

∂xj′
|x=µ (8.126)
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We now derive the induced Gaussian approximation to y = g(x). The mean is given by

E [y] ≈ E [g(µ) +G(µ)δ] = g(µ) +G(µ)E [δ] = g(µ) (8.127)

The covariance is given by

Cov [y] = E
[
(g(x)− E [g(x)])(g(x)− E [g(x)])T

]
(8.128)

≈ E
[
(g(x)− g(µ))(g(x)− g(µ))T

]
(8.129)

≈ E
[
(g(µ) +G(µ)δ − g(µ))(g(µ) +G(µ)δ − g(µ))T

]
(8.130)

= E
[
(G(µ)δ)(G(µ)δ)T

]
(8.131)

= G(µ)E
[
δδT

]
G(µ)T (8.132)

= G(µ) Σ G(µ)T (8.133)

Algorithm 8.3: Linearized approximation to a joint Gaussian distribution.
1 def LinearizedMoments(µ,Σ, g,Ω) :
2 ŷ = g(µ)
3 G = Jac(g)(µ)
4 S = GΣGT +Ω

5 C = ΣGT

6 Return (ŷ,S,C)

When deriving the EKF, we need to compute the joint distribution p(x,y) where

x ∼ N (µ,Σ), y = g(x) + q, q ∼ N (0,Ω) (8.134)

where q is independent of x. We can compute this by defining the augmented function g̃(x) = [x, g(x)]
and following the procedure above. The resulting linear approximation to the joint is
(
x
y

)
∼ N

((
µ
ŷ

)
,

(
Σ C
CT S

))
= N

((
µ
g(µ)

)
,

(
Σ ΣGT

GΣ GΣGT +Ω

))
(8.135)

where the parameters are computed using Algorithm 8.3. We can then condition this joint Gaussian
on the observed value y to get the posterior.

It is also possible to derive an approximation for the case of non-additive Gaussian noise, where
y = g(x, q). See [SS23, Sec 7.1] for details.

8.3.2 The extended Kalman filter (EKF)

We now derive the extended Kalman filter for performing approximate inference in the model given by
Equation (8.15). We first linearize the dynamics model around µt−1|t−1 to get an approximation to
the one-step-ahead predictive distribution p(zt|y1:t−1,u1:t) = N (zt|µt|t−1,Σt|t−1). We then linearize
the observation model around µt|t−1, and then perform a Gaussian update. (In Section 8.3.2.2, we
consider linearizing around a different point that gives better accuracy.)
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We can write one step of the EKF algorithm using the notation from Section 8.2.2.5 as follows:

(µt|t−1,Σt|t−1,−) = LinearizedMoments(µt−1|t−1,Σt−1|t−1,f(·,ut),Qt) (8.136)

(ŷt,St,Ct) = LinearizedMoments(µt|t−1,Σt|t−1,h(·,ut),Rt) (8.137)

(µt|t,Σt|t, ℓt) = GaussCondition(µt|t−1,Σt|t−1, ŷt,St,Ct,yt) (8.138)

Spelling out the details more explicitly, we can write the predict step as follows:

µt|t−1 = f(µt−1,ut) (8.139)

Σt|t−1 = FtΣt−1F
T
t +Qt (8.140)

where Ft ≡ Jac(f(·,ut))(µt|t−1) is the Nz ×Nz Jacobian matrix of the dynamics model. The update
step is as follows:

ŷt = h(µt|t−1,ut) (8.141)

St = HtΣt|t−1H
T
t +Rt (8.142)

Kt = Σt|t−1H
T
tS
−1
t (8.143)

µt|t = µt|t−1 +Kt(yt − ŷt) (8.144)

Σt|t = Σt|t−1 −KtHtΣt|t−1 = Σt|t−1 −KtStK
T
t (8.145)

where Ht ≡ Jac(h(·,ut))(µt|t−1) is the Ny ×Nz Jacobian matrix of the observation model and Kt is
the Nz ×Ny Kalman gain matrix. See Supplementary Section 8.2.1 for the details of the derivation.

8.3.2.1 Accuracy

The EKF is widely used because it is simple and relatively efficient. However, there are two cases
when the EKF works poorly [IX00; VDMW03]. The first is when the prior covariance is large. In
this case, the prior distribution is broad, so we end up sending a lot of probability mass through
different parts of the function that are far from µt−1|t−1, where the function has been linearized.
The other setting where the EKF works poorly is when the function is highly nonlinear near the
current mean (see Figure 8.5a).

A more accurate approach is to use a second-order Taylor series approximation, known as the
second order EKF. The resulting updates can still be computed in closed form (see [SS23, Sec 7.3]
for details). We can further improve performance by repeatedly re-linearizing the equations around
µt instead of µt|t−1; this is called the iterated EKF (see Section 8.3.2.2). In Section 8.4.2, we will
discuss an algorithm called the unscented Kalman filter (UKF) which is even more accurate, and is
derivative free (does not require computing Jacobians).

8.3.2.2 Iterated EKF

Another way to improve the accuracy of the EKF is by repeatedly re-linearizing the measurement
model around the current posterior, µt|t, instead of µt|t−1; this is called the iterated EKF [BC93].
See Algorithm 8.4 for the pseudocode. (If we set the number of iterations to J = 1, we recover the
standard EKF.)
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Algorithm 8.4: Iterated extended Kalman filter.
1 def IEKF(f ,Q,h,R,y1:T ,µ0|0,Σ0|0, J) :
2 foreach t = 1 : T do
3 Predict step:
4 (µt|t−1,Σt|t−1,−) = LinearizedMoments(µt−1|t−1,Σt−1|t−1,f(·,ut),Qt)

5 Update step:
6 µt|t = µt|t−1, Σt|t = Σt|t−1
7 foreach j = 1 : J do
8 (ŷt,St,Ct) = LinearizedMoments(µt|t,Σt|t,h(·,ut),Rt)

(µt|t,Σt|t, ℓt) = GaussCondition(µt|t−1,Σt|t−1, ŷt,St,Ct,yt)

9 Return (µt|t,Σt|t)Tt=1
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Figure 8.4: Illustration of filtering applied to a 2d nonlinear dynamical system. (a) True underlying state and
observed data. (b) Extended Kalman filter estimate. Generated by ekf_spiral.ipynb. (c) Unscented Kalman
filter estimate. Generated by ukf_spiral.ipynb.

The IEKF can be interpreted as a Gauss–Newton method for finding MAP estimate of the state
at each step [BC93]. Specifically it minimizes the following objective:

L(zt) =
1

2
(yt − h(zt))TR−1t (yt − h(zt)) +

1

2
(zt − µt|t−1)TΣ−1t|t−1(zt − µt|t−1) (8.146)

See [SS23, Sec 7.4] for details.
Unfortunately the Gauss-Newton method can sometimes diverge. Various robust extensions —

including Levenberg-Marquardt, line search, and quasi-Newton methods — have been proposed in
[SHA15; SS20a]. See [SS23, Sec 7.5] for details.

8.3.2.3 Example: Tracking a point spiraling in 2d

In Section 8.2.1.1, we considered an example of state estimation and tracking of an object moving in
2d under a linear dynamics model with a linear observation model. However, motion and observation
models are often nonlinear. For example, consider an object that is moving along a curved trajectory,
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such as this:

f(z) = (z1 +∆sin(z2), z2 +∆cos(z1)) (8.147)

where ∆ is the discrete step size (see [SS19, p221] for the continuous time version). For simplicity,
we assume full visibility of the state vector (modulo observation noise), so h(z) = z.

Despite the simplicity of this model, exact inference is intractable. However, we can easily apply
the EKF. The results are shown in Figure 8.4b.

8.3.2.4 Example: Neural network training

In Section 17.5.2, we show how to use the EKF to perform online parameter inference for an MLP
regression model.

8.3.3 The extended Kalman smoother (EKS)

We can extend the EKF to the offline smoothing case, resulting in the extended Kalman smoother,
also called the extended RTS smoother. We just need to linearize the dynamics around the
filtered mean when computing Ft, and then we can apply the standard Kalman smoother update.
See [SS23, Sec 13.1] for more details.

For improved accuracy, we can use the iterated EKS, which relinearizes the model at the previous
MAP estimate. In [Bel94], they show that IEKS is equivalent to a Gauss-Newton method for
computing the MAP estimate of the smoothing posterior. Unfortunately the IEKS can diverge in
some cases. A robust IEKS method, that uses line search and Levenberg-Marquardt to update the
parameters, is presented in [SS20a].

8.4 Inference based on the unscented transform

In this section, we replace the local linearization of the model with a different approximation. The key
idea is this: instead of computing a linear approximation to the dynamics and measurement functions,
and then passing a Gaussian distribtution through the linearized functions, we instead approximate
the joint distributions p(zt−1, zt|y1:t−1) and p(zt,yt|y1:t−1) by Gaussians, where the moments are
computed using numerical integration; we can then compute the marginal and conditional of these
distributions to perform the time and measurement updates.

There are many methods to compute the Gaussian moments, as we discuss in Section 8.5.1. Here
we use a method based on the unscented transform (see Section 8.4.1). Using the unscented transform
for the transition and observation models gives the the overall method, known as the unscented
Kalman filter or UKF, [JU97; JUDW00], also called the sigma point filter [VDMW03].

The main advantage of the UKF over the EKF is that it can be more accurate, and more stable.
(Indeed, [JU97; JUDW00] claim the term “unscented” was invented because the method “doesn’t
stink”.) In addition, the UKF does not need to compute Jacobians of the observation and dynamics
models, so it can be applied to non-differentiable models, or ones with hard constraints. However,
the UKF can be slower, since it requires Nz evaluations of the dynamics and observation models. In
addition, it has 3 hyper-parameters that need to be set.
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Figure 8.5: Illustration of different ways to approximate the distribution induced by a nonlinear transformation
f : R2 → R2. (a) Data from the source distribution, D = {xi ∼ p(x)}, with Gaussian approximation
superimposed. (b) The dots show a Monte Carlo approximation to p(f(x)) derived from D′ = {f(xi)}.
The dotted ellipse is a Gaussian approximation to this target distribution, computed from the empirical
moments. The solid ellipse is a Taylor transform. (c) Unscented sigma points. (d) Unscented transform. (e)
Gauss-Hermite points (order 5). (f) GH transform. Adapted from Figures 5.3–5.4 of [Sar13]. Generated by
gaussian_transforms.ipynb.
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Algorithm 8.5: Computing sigma points using unscented transform.
1 def SigmaPoints(µ,Σ;α, β, κ) :
2 n = dimensionality of µ
3 λ = α2(n+ κ)− n
4 Compute a set of 2n+ 1 sigma points:
X0 = µ, Xi = µ+

√
n+ λ [

√
Σ]:i, Xi+n = µ−

√
n+ λ [

√
Σ]:i

5 Compute a set of 2n+ 1 weights for the mean and covariance:
wm0 = λ

n+λ , w
c
0 = λ

n+λ + (1− α2 + β), wmi = wci =
1

2(n+λ)

6 Return (X0:2n, w
m
0:2n, w

c
0:2n)

Algorithm 8.6: Unscented approximation to a joint Gaussian distribution.
1 def UnscentedMoments(µ,Σ, g,Ω;α, β, κ) :
2 (X0:2n, w

m
0:2n, w

c
0:2n) = SigmaPoints(µ,Σ;α, β, κ)

3 Yi = g(Xi), i = 0 : 2n

4 ŷ =
∑2n
i=0 w

m
i Yi

5 S =
∑2n
i=0 w

c
i (Yi − µU )(Yi − µU )T +Ω

6 C =
∑2n
i=0 w

c
i (Xi − µ)(Yi − µU )T

7 Return (ŷ,S,C)

8.4.1 The unscented transform

Suppose we have two random variables x ∼ N (µ,Σ) and y = g(x), where g : Rn → Rm. The
unscented transform forms a Gaussian approximation to p(y) using the following process. First we
compute a set of 2n+1 sigma points, Xi, and corresponding weights, wmi and wci , using Algorithm 8.5,
for i = 0 : 2n. (The notation M:i means the i’th column of matrix M,

√
Σ is the matrix square root,

so
√
Σ
√
Σ

T
= Σ.) Next we propagate the sigma points through the nonlinear function to get the

following 2n+ 1 outputs:

Yi = g(Xi), i = 0 : 2n (8.148)

Finally we estimate the mean and covariance of the resulting set of points:

E [g(x)] ≈ ŷ =

2n∑

i=0

wmi Yi (8.149)

Cov [g(x)] ≈ S′ =
2n∑

i=0

wci (Yi − ŷ)(Yi − ŷ)T (8.150)

Now suppose we want to approximate the joint distribution p(x,y), where y = g(x) + e, and
e ∼ N (0,Ω). By defining the augmented function g̃(x) = (x, g(x)), and applying the above
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procedure (and adding extra noise), we get
(
x
y

)
∼ N

((
µ
ŷ

)
,

(
Σ C
CT S

))
(8.151)

where the parameters are computed using Algorithm 8.6.
The sigma points and their weights depend on three hyperparameters, α, β, and κ, which determine

the spread of the sigma points around the mean. A typical recommended setting for these is α = 1,
β = 0, κ = n/2 [Bit16].

In Figure 8.5(a-b), we show the linearized Taylor transform discussed in Section 8.3.1 applied to
a nonlinear function. In Figure 8.5(c-d), we show the corresponding unscented transform, which
we can see is more accurate. In fact, the unscented transform (which uses 2n + 1 sigma points)
is a third-order method in the sense that the mean of y is exact for polynomials up to order 3.
However the covariance is only exact for linear functions (first order polynomials), because the
square of a second order polynomial is already order 4. However, the UT idea can be extended to
order 5 using 2n2 + 1 sigma points [MS67]; this can capture covariance terms exactly for quadratic
functions. We discuss even more accurate approximations, based on numerical integration methods,
in Section 8.5.1.4.

8.4.2 The unscented Kalman filter (UKF)

The UKF applies the unscented transform twice, once to approximate passing through the system
model f , and once to approximate passing through the measurement model h. By analogy to
Section 8.2.2.5, we can derive the UKF algorithm as follows:

(µt|t−1,Σt|t−1,−) = UnscentedMoments(µt−1|t−1,Σt−1|t−1,f(·,ut),Qt) (8.152)

(ŷt,St,Ct) = UnscentedMoments(µt|t−1,Σt|t−1,h(·,ut),Rt) (8.153)

(µt|t,Σt|t, ℓt) = GaussCondition(µt|t−1,Σt|t−1, ŷt,St,Ct,yt) (8.154)

See [SS23, Sec 8.8] for more details.
In Figure 8.4c, we illustrate the UKF algorithm (with α = 1, β = 0, κ = 2) applied to the 2d

nonlinear tracking problem from Section 8.3.2.3.

8.4.3 The unscented Kalman smoother (UKS)

The unscented Kalman smoother, also called the unscented RTS smoother [Sar08], is a simple
modification of the usual Kalman smoothing method, where we approximate the nonlinearity by
the unscented transform. The key insight is to notice that the reverse Kalman gain matrix Jt in
Equation (8.80) can be defined in terms of the predicted covariance and cross covariance, both of
which can be estimated using the UT. Once we have computed this, we can use the RTS equations
in the usual way. See [SS23, Sec 14.4] for the details.

An interesting application of unscented Kalman smoothing was its use by the UK government as
part of its COVID-19 contact tracing app [Lov+20; BCH20]. The app used the UKS to estimate
the distance between (anonymized) people based on bluetooth signal strength between their mobile
phones; the distance was then combined with other signals, such as contact duration and infectiousness
level of the index case, to estimate the risk of transmission. (See also [MKS21] for a way to learn the
risk score.)
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8.5 Other variants of the Kalman filter

In this section, we briefly mention some other variants of Kalman filtering. For a more extensive
review, see [Sar13; SS23; Li+17e].

8.5.1 General Gaussian filtering

This section is co-authored with Peter Chang.

Let p(z) = N (z|µ,Σ) and p(y|z) = N (y|hµ(z),Ω) for some function hµ. Let p(z,y) = p(z)p(y|z)
be the exact joint distribution. The best Gaussian approximation to the joint can be computed by
solving

q(z,y) = argmin
q∈N

DKL (p(z,y) ∥ q(z,y)) (8.155)

As we explain in Section 5.1.4.2, this can be obtained by moment matching, i.e.,

q(z,y) = N
((
z
y

)
|
(
µ
ŷ

)
,

(
Σ C
CT S

))
(8.156)

where

ŷ = E [y] =

∫
hµ(z)N (z|µ,Σ)dz (8.157)

S = V [y] = Ω+

∫
(hµ(z)− ŷ)(hµ(z)− ŷ)TN (z|µ,Σ)dz (8.158)

C = Cov [z,y] =

∫
(z − µ)(hµ(z)− ŷ)TN (z|µ,Σ)dz (8.159)

We can use the above Gaussian approximation either for the time update (i.e., going from
p(zt−1|y1:t−1) to p(zt|y1:t−1) via p(zt−1, zt|y1:t−1)), or for the measurement update, (i.e., going from
p(zt|y1:t−1) to p(zt|y1:t) via p(zt,yt|y1:t−1)). For example, if the prior from the time update is
p(zt) = N (zt|µt|t−1,Σt|t−1), then the measurement update becomes

Kt = CtS
−1
t (8.160)

µt|t = µt|t−1 +Kt(yt − ŷt) (8.161)

Σt|t = Σt|t−1 −KtStK
T
t (8.162)

The resulting method is called general Gaussian filtering or GGF [IX00; Wu+06].

8.5.1.1 Statistical linear regression

An alternative perspective on the above method is that we are approximating the likelihood by
q(y|z) = N (y|Az + b,Ω), where we define

A = CTΣ−1

b = ŷ −Aµ

Ω = S−AΣAT

(8.163)
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This is called statistical linear regression or SLR [LBS01; AHE07], and ensures that we minimize

L(A, b,Ω) = EN (z|µ,Σ) [DKL (p(y|z) ∥ q(y|z;A, b,Ω))] (8.164)

For the proof, see [GF+15; Kam+22].
Equivalently, one can show that the above parameters minimize the following mean squared error

L(A, b) = E
[
(y −Ax− b)T(y −Ax− b)

]
(8.165)

with Ω given by the residual noise

Ω = E
[
(y −Ax− b)(y −Ax− b)T

]
(8.166)

See [SS23, Sec 9.4] for the proof.
Note that although SLR results in a linear model, it is different than the Taylor series approximation

of Section 8.3.1, since the linearization is chosen to be optimal wrt a distribution of points (averaged
over N (z|µ,Σ)), instead of just being optimal at a single point µ.

8.5.1.2 Approximating the moments

To implement GGF, we need a way to compute ŷ, S and C. To help with this, we define two
functions to compute Gaussian first and second moments:

ge(f ,µ,Σ) ≜
∫
f(z)N (z|µ,Σ)dz (8.167)

gc(f , g,µ,Σ) ≜
∫
(f(z)− f)(g(z)− g)TN (z|µ,Σ)dz (8.168)

where f = ge(f ,µ,Σ) and g = ge(g,µ,Σ). There are several ways to compute these integrals, as we
discuss below.

8.5.1.3 Approximation based on linearization

The simplest approach to approximating the moments is to linearize the functions f and g around µ,
which yields the following (see Section 8.3.1):

f̂(z) = µ+ F(z − µ) (8.169)
ĝ(z) = µ+G(z − µ) (8.170)
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where F and G are the Jacobians of f and g. Thus we get the following implementation of the
moment functions:

ge(f̂ ,µ,Σ) = E [µ+ F(z − µ)] = µ (8.171)

gc(f̂ , ĝ,µ,Σ) = E
[
(f̂(z)− f)(ĝ(z)− g)T

]
(8.172)

= E
[
f̂(z)ĝ(z)T + fgT − f̂(z)gT − fĝ(z)T

]
(8.173)

= E
[
(µ+ F(z − µ))(µ+G(z − µ))T + µµT − µµT − µµT

]
(8.174)

= E
[
µµT + F(z − µ)(z − µ)TGT + F(z − µ)µT + µ(z − µ)TGT − µµT

]
(8.175)

= FE
[
(z − µ)(z − µ)T

]
GT = FΣGT (8.176)

Using this inside the GGF is equivalent to the EKF in Section 8.3.2. However, this approach can
lead to large errors and sometimes divergence of the filter [IX00; VDMW03].

8.5.1.4 Approximation based on Gaussian quadrature

Since we are computing integrals wrt a Gaussian measure, we can use Gaussian quadrature
methods of the following form:

∫
h(z)N (z|µ,Σ)dz ≈

K∑

k=1

wkh(zk) (8.177)

for a suitable set of evaluation points zk (sometimes called sigma points) and weights wk. (Note
that one-dimensional integrals are called quadratures, and multi-dimensional integrals are called
cubatures.)

One way to compute the sigma points is to use the unscented transform described in Section 8.4.1.
Using this inside the GGF is equivalent to the UKF in Section 8.4.2.

Alternatively, we can use spherical cubature integration, which gives rise to the cubature
Kalman filter or CKF [AH09]. This turns out (see [SS23, Sec 8.7]) to be a special case of the UKF,
with 2nz + 1 sigma points, and hyperparameter values of α = 1 and β = 0 (with κ left free).

A more accurate approximation uses Gauss-Hermite integration, which allows the user to select
more sigma points. In particular, an order p approximation will be exact for polynomials of order
up to 2p− 1. See [SS23, Sec 8.3] for details, and Figure 8.5(e-f) for an illustration. However, this
comes at a price: the number of sigma points is now pn. Using Gauss-Hermite integration for GGF
gives rise to the Gauss-Hermite Kalman filter or GHKF [IX00], also known as the quadrature
Kalman filter or QKF [AHE07].

8.5.1.5 Approximation based on Monte Carlo integration

We can also approximate the integrals with Monte Carlo (see Section 11.2). Note, however, that
this is not the same as particle filtering (Section 13.2), which approximates the conditional p(zt|y1:t)
rather than the joint p(zt,yt|y1:t−1) (see Section 8.6.1 for discussion of this difference).
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8.5.2 Conditional moment Gaussian filtering

We can go beyond the Gaussian likelihood assumption by approximating the actual likelihood by a
linear Gaussian model, as proposed in [TGFS18]. The only requirement is that we can compute the
first and second conditional moments of the likelihood:

hµ(z) = E [y|z] =
∫
yp(y|z)dy (8.178)

hΣ(z) = Cov [y|z] =
∫
(y − hµ(z))(y − hµ(z))Tp(y|z)dy (8.179)

Note that these integrals may be wrt a non-Gaussian measure p(y|z). Also, y may be discrete, in
which case these integrals become sums.

Next we compute the unconditional moments. By the law of iterated expecations we have

ŷ = E [y] = E [E [y|z]] =
∫
hµ(z)N (z|µ,Σ)dz = ge(hµ(z),µ,Σ) (8.180)

Similarly

C = Cov [z,y] = E [E [(z − µ)(y − ŷ)|z]] = E [(z − µ)(hµ(z)− ŷ)] (8.181)

=

∫
(z − µ)(hµ(z)− ŷ)TN (z|µ,Σ)dz = gc(z,hµ(z),µ,Σ) (8.182)

Finally

S = V [y] = E [V [y|z]] + V [E [y|z]] (8.183)

=

∫
hΣ(z)N (z|µ,Σ)dz +

∫
(hµ(z)− ŷ)(hµ(z)− ŷ)TN (z|µ,Σ)dz (8.184)

= ge(hΣ(z),µ,Σ) + gc(hµ(z),hµ(z),µ,Σ) (8.185)

Note that the equation for ŷ is the same in Equation (8.157) and Equation (8.180), and the equation
for C is the same in Equation (8.159) and Equation (8.182). Furthermore, if hΣ(z) = Ω, then the
equation for S is the same in Equation (8.158) and Equation (8.185).

We can approximate the unconditional moments using linearization or numerical integration.
We can then plug them into the GGF algorithm. We call this conditional moments Gaussian
filtering or CMGF.

We can use CMGF to perform approximate inference in SSMs with Poisson likelihoods. For
example, if p(y|z) = Poisson(y|cez), we have

hµ(z) = hΣ(z) = cez (8.186)

This method can be used to perform (extended) Kalman filtering with more general exponential
family likelihoods, as described in [TGFS18; Oll18]. For example, suppose we have a categorical
likelihood:

p(yt|zt) = Cat(yt|pt) = Cat(yt|softmax(ηt)) = Cat(yt|softmax(h(zt)) (8.187)
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where ηt = h(zt) are the predicted logits. Then the conditional mean and covariance are given by

hµ(zt) = pt = softmax(h(zt)), hΣ(zt) = diag(pt)− ptpTt (8.188)

(We can drop one of the classes from the vector pt to ensure the covariance is full rank.) This
approach can be used for online inference in neural network classifiers [CMJ22], as well as Gaussian
process classifiers [GFTS19] and recommender systems [GU16; GUK21]. We can also use this method
as a proposal distribution inside of a particle filtering algorithm (Section 13.2), as discussed in
[Hos+20b]. Finally, for a variational interpretation of CMGF, see [JCM24].

8.5.3 Iterated filters and smoothers

The GGF method in Section 8.5.1, and the CMGF method in Section 8.5.2, both require computing
moments wrt the predictive distribution N (zt|µt|t−1,Σt|t−1) before performing the measurement
update. It is possible to do one step of GGF to compute the posterior given the new observation,
N (zt|µt|t,Σt|t), and then to use this revised posterior to compute new moments in an iterated
fashion. This is called iterated posterior linearization filter or IPLF [GF+15]. (This is similar
to the iterated EKF which we discussed in Section 8.3.2.2.) See Algorithm 8.7 for the pseudocode,
and [SS23, Sec 10.4] for more details.

Algorithm 8.7: Iterated conditional moments Gaussian filter.
1 def Iterated-CMGF(f ,Q,hµ,hΣ,y1:T ,µ0|0,Σ0|0, J, ge, gc) :
2 foreach t = 1 : T do
3 Predict step:
4 (µt|t−1,Σt|t−1,−) = CondMoments(µt−1|t−1,Σt−1|t−1,f ,Q, ge, gc)
5 Update step:
6 µt|t = µt|t−1, Σt|t = Σt|t−1
7 foreach j = 1 : J do
8 (ŷt,St,Ct) = CondMoments(µt|t,Σt|t,hµ,hΣ, ge, gc)

9 (µt|t,Σt|t, ℓt) = GaussCondition(µt|t−1,Σt|t−1, ŷt,St,Ct,yt)

10 Return (µt|t,Σt|t)Tt=1

11 def CondMoments(µ,Σ,hµ,hΣ, ge, gc) :
12 ŷ = ge(hµ(z),µ,Σ)
13 S = ge(hΣ(z),µ,Σ) + gc(hµ(z),hµ(z),µ,Σ)
14 C = gc(z,hµ(z),µ,Σ)
15 Return (ŷ,S,C)

In a similar way, we can derive the iterated posterior linearization smoother or IPLS
[GFSS17]. This is similar to the iterated EKS which we discussed in Section 8.3.3.

Unfortunately the IPLF and IPLS can diverge. A more robust version of IPLF, that uses line search
to perform damped (partial) updates, is presented in [Rai+18b]. Similarly, a more robust version
of IPLS, that uses line search and Levenberg-Marquardt to update the parameters, is presented in
[Lin+21c].
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Various extensions of the above methods have been proposed. For example, in [HPR19] they
extend IPLS to belief propagation in Forney factor graphs (Section 4.6.1.2), which enables the
method to be applied to a large class of graphical models beyond SSMs. In particular, they give a
general linearization formulation (including explicit message update rules) for nonlinear approximate
Gaussian BP (Section 9.4.3) where the linearization can be Jacobian-based (“EKF-style”), statistical
(moment matching), or anything else. They also show how any such linearization method can benefit
from iterations.

In [Kam+22], they present a method based on approximate expectation propagation (Section 10.7),
that is very similar to IPLS, except that the distributions that are used to compute the SLR terms,
needed to compute the Gaussian messages, are different. In particular, rather than using the smoothed
posterior from the last iteration, it uses the “cavity” distribution, which is the current posterior minus
the incoming message that was sent at the last iteration, similar to Section 8.2.4.4. The advantage of
this is that the outgoing message does not double count the evidence. The disadvantage is that this
may be numerically unstable.

In [WSS21], they propose a variety of “Bayes-Newton” methods for approximately computing
Gaussian posteriors to probabilistic models with nonlinear and/or non-Gaussian likelihoods. This
generalizes all of the above methods, and can be applied to SSMs and GPs.

8.5.4 Ensemble Kalman filter

The ensemble Kalman filter (EnKF) is a technique developed in the geoscience (meteorology)
community to perform approximate online inference in large nonlinear systems. In particular, it
is mostly used for problems where the hidden state represents an unknown physical quantity (e.g.,
temperature or pressure) at each point on a spatial grid, and the measurements are sparse and
spatially localized. Combining this information over space and time is called data assimilation.

The canonical reference is [Eve09], but a more accessible tutorial (using the same Bayesian signal
processing approach we adopt in this chapter) is in [Rot+17].

The key idea is to represent the belief state p(zt|y1:t) by a finite number of samples {zst|t : s =
1 : Ns}, where each sample zst|t ∈ RNz , which we collect into an Nz ×Ns matrix Zt|t. In contrast
to particle filtering (Section 13.2), the samples are updated in a manner that closely resembles the
Kalman filter, so there is no importance sampling or resampling step. The downside is that the
posterior does not converge to the true Bayesian posterior even as Ns →∞ [LGMT11], except in the
linear-Gaussian case. However, sometimes the performance of EnKF can be better for small number
of samples (although this depends of course on the PF proposal distribution).

The posterior mean and covariance can be derived from the ensemble of samples as follows:

z̃t|t =
1

Ns

Ns∑

s=1

zst|t =
1

Ns
Zt|t1 (8.189)

Σ̃t|t =
1

Ns − 1

Ns∑

s=1

(zst − z̃t|t)(zst − z̃t|t)T =
1

Ns − 1
Z̃t|tZ̃

T
t|t (8.190)

where Z̃t|t = Zt|t − z̃t|t1T = Zt|t(INs − 1
Ns

11T) are the centered particles, on per column.
We update the samples as follows. For the time update, we first draw Ns system noise variables

qst ∼ N (0,Qt), and then we pass these, and the previous state estimate, through the dynamics
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model to get the one-step-ahead state predictions, zst|t−1 = f(zst−1|t−1, q
s
t ), from which we get

Zt|t−1 = {zst|t−1}. Next we draw Ns observation noise variables rst ∼ N (0,Rt), and use them to
compute the one-step-ahead observation predictions, yst|t−1 = h(zst|t−1, r

s
t ) and Yt|t−1 = {yst|t−1},

which has size Ny ×Ns. Finally we compute the measurement update using

Zt|t = Zt|t−1 + K̃t(yt1
T −Yt|t−1) (8.191)

which is the analog of Equation (8.29).
We now discuss how to compute K̃t, which is the analog of the Kalman gain matrix in Equa-

tion (8.28). First note that we can write the exact Kalman gain matrix (in the linear-Gaussian case)
as Kt = Σt|t−1HTS−1t = CtS

−1
t , where St is the covariance of the predictive distribution for the

observation vector at time t, and Ct is the cross-covariance of the joint predictive distribution for
the next state and next observation. In the EnKF, we approximate St and Ct empirically as follows.
First we compute the anomalies

Z̃t|t−1 = Zt|t−1 − z̃t|t−11T, Ỹt|t−1 = Yt|t−1 − ỹt|t−11T (8.192)

Then we compute the sample covariance matrices

C̃t =
1

Ns − 1
Z̃t|t−1Ỹ

T
t|t−1, S̃t =

1

Ns − 1
Ỹt|t−1Ỹ

T
t|t−1 (8.193)

Finally we compute

K̃t = C̃tS̃
−1
t (8.194)

which has the same form as a multivariate least squares problem. For models with additive noise, we
can reduce the variance of this procedure by eliminating the sampling of the predicted observations.
Thus we replace Ỹt|t−1 with its deterministic version, Õt|t−1 = HZ̃t|t−1 (assuming a linear observation
model for notational simplicity). We then use C̃t =

1
Ns−1 Z̃t|t−1Õ

T
t|t−1, and S̃t =

1
Ns−1Õt|t−1ÕT

t|t−1 +
Rt. (It is also possible to eliminate the sampling for the latent states, by using the ensemble square
root filter [Tip+03], although this may be less robust.)

We now compare the computational complexity of EnKF and KF algorithms. Recall that Nz is
the number of latent dimensions, Ny is the number of observed dimensions, and Ns is the number of
samples. We will assume Nz > Ns > Ny, as occurs in most geospatial problems. The EnKF time
update takes O(N2

zNs) time to propagate the samples though the model (assuming that f is a linear
model), whereas the KF takes O(N3

z ) time to compute FtΣt−1Ft +Qt. If the transition matrix is
sparse (e.g., diagonal), the EnKF time reduces to O(NzNs) and the EKF time reduces to O(N2

z ).
Now we discuss the cost of the measurement update. The EnKF measurement update takes

O(NzNyNs) time to compute C̃t, O(N2
yNs) time to compute S̃t, O(N3

y ) time to compute S̃−1t ,
O(NzN

2
y ) to compute K̃t, and O(NzNyNs) time to compute Zt|t, for a total of O(NzNyNs), where

we have dropped terms that don’t depend on Nz for notational simplicity, and assumed Nz ≫ Ny.
By contrast, in the EKF, the measurement update takes O(N2

zNy) to compute Ct, O(N2
zNy) to

compute St, O(N3
y ) to compute S−1t , O(NzN

2
y ) to compute Kt, and O(NzNy) to compute µt|t, for a

total of O(N2
zNy).

In summary, for sparse (e.g., diagonal) F, EnKF is O(NzNs+NzNsNy) and EKF is O(N2
z +N

2
zNy),

whereas for dense F, EnKF is O(N2
zNs +NzNsNy) and EKF is O(N3

z +N2
zNy).
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390 Chapter 8. Gaussian filtering and smoothing

Unfortunately, if Ns is too small, the EnKF can be become overconfident, and the filter can diverge.
A common heuristic to reduce this is known as covariance inflation, in which we replace Z̃t|t−1
with Z̃t|t−1 = β(Zt|t−1 − z̃t|t−11T) for some fudge factor β > 1.

Unlike the particle filter, the EnKF is not guaranteed to converge to the correct posterior. However,
hybrid PF/EnKF approaches have been developed (see e.g., [LGMT11; FK13b; Rei13]) with better
theoretical foundations.

8.5.5 Robust Kalman filters

In practice we often have noise that is non-Gaussian. A common example is when we have clutter, or
outliers, in the observation model, or sudden changes in the process model. In this case, we might
use the Laplace distribution [Ara+09] or the Student t-distribution [Ara10; RÖG13; Ara+17] as
noise models.

[Hua+17b] proposes a variational Bayes (Section 10.3.3) approach, that allows the dynamical
prior and the observation model to both be (linear) Student distributions, but where the posterior is
approximated at each step using a Gaussian, conditional on the noise scale matrix, which is modeled
using an inverse Wishart distribution. An extension of this, to handle mixture distributions, can be
found in [Hua+19].

8.5.6 Dual EKF

In this section, we briefly discuss one approach to estimating the parameters of an SSM. In an offline
setting, we can use EM, SGD, or Bayesian inference to compute an approximation to p(θ|y1:T ) (see
Section 29.8). In the online setting, we want to compute p(θt|y1:t). We can do this by adding the
parameters to the state space, possibly with an artificial dynamics, p(θt|θt−1) = N (θt|θt−1, ϵI),
and then performing joint inference of states and parameters. The latent variables at each step
now contain the latent states, zt, and the latent parameters, θt. One approach to performing
approximating inference in such a model is to use the dual EKF, in which one EKF performs state
estimation and the other EKF performs parameter estimation [WN01].

8.5.7 Normalizing flow KFs

Normalizing flows, as discussed in Chapter 23, are a kind of deep generative model with a tractable
exact likelihood. These can be used to “upgrade” the observation model of a linear Gaussian SSM,
while still retaining tractable exact Gaussian inference, as shown in [Béz+20]. In particular, instead
of observing yt = Htzt + rt, where rt ∼ N (0,Rt), we observe yt = ft(ht), where ht = Htzt + rt,
and ft : RNy → RNy is an invertible function with a tractable Jacobian. In this case, the exact
posterior, p(zt|y1:t), is given by the usual Kalman filter equations applied to ht = f−1t (yt) instead of
yt, which we denote by pLGSSM(zt|h1:t).

This result can be shown by induction. First note that, by the change of variable formula, p(yt|zt) =
p(ht|zt)Df−1t (yt), whereDg(a) ≜ |det Jac(g)(a)|. By induction, we have p(zt−1|y1:t−1) = pLGSSM(zt−1|h1:t−1),
and hence by the linear Gaussian assumptions for the dynamics model, p(zt|y1:t−1) = pLGSSM(zt|h1:t−1).
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Figure 8.6: Illustration of the predict-update-project cycle of assumed density filtering. qt ∈ Q is a tractable
distribution, whereas we may have pt|t−1 ̸∈ Q and pt ̸∈ Q.

Thus the filtering posterior is given by

p(zt|y1:t) =
p(yt|zt)p(zt|y1:t−1)∫
p(yt|z′t)p(z′t|y1:t−1)dz′t

=
Df−1t (yt)p(ht|zt)p(zt|y1:t−1)∫
Df−1t (yt)p(ht|z′t)p(z′t|y1:t−1)

=
p(ht|zt)pLGSSM(zt|h1:t−1)∫
p(ht|z′t)pLGSSM(z′t|h1:t−1)

= pLGSSM(zt|h1:t)

Similar reasoning applies to the smoothing distribution.

8.6 Assumed density filtering

In this section, we discuss assumed density filtering or ADF [May79]. In this approach, we
assume the posterior has a specific form (e.g., a Gaussian). At each step, we update the previous
posterior with the new likelihood; the result will often not have the desired form (e.g., will no longer
be Gaussian), so we project it to the closest approximating distribution of the required type.

In more detail, we assume (by induction) that our prior qt−1(zt−1) ≈ p(zt−1|y1:t−1) satisfies
qt−1 ∈ Q, where Q is a family of tractable distributions. We can update the prior with the new
measurement to get the approximate posterior as follows. First we compute the one-step-ahead
predictive distribution

pt|t−1(zt|y1:t−1) =
∫
p(zt|zt−1)qt−1(zt−1)dzt−1 (8.195)

Then we update this prior with the likelihood for step t to get the posterior

pt(zt|y1:t) =
1

Zt
p(yt|zt)pt|t−1(zt) (8.196)

where

Zt =

∫
p(yt|zt)pt|t−1(zt)dzt (8.197)
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Figure 8.7: A taxonomy of filtering algorithms. Adapted from Figure 2 of [Wüt+16].

is the normalization constant. Unfortunately, we often find that the resulting posterior is no longer in
our tractable family, p(zt) ̸∈ Q. So after Bayesian updating we seek the best tractable approximation
by computing

qt(zt|y1:t) = argmin
q∈Q

DKL (pt(zt|y1:t) ∥ q(zt)) (8.198)

This minimizes the Kullback-Leibler divergence from the approximation q(zt) to the “exact” posterior
pt(zt), and can be thought of as projecting p onto the space of tractable distributions. Thus the
overall algorithm consists of three steps — predict, update, and project — as sketched in Figure 8.6.

Computing minqDKL (p ∥ q) is known as moment projection, since the optimal q should have
the same moments as p (see Section 5.1.4.2). So in the Gaussian case, we just need to set the
mean and covariance of qt so they are the same as the mean and covariance of pt. We will give
some examples of this below. By contrast, computing minqDKL (q ∥ p), as in variational inference
(Section 10.1), is known as information projection, and will result in mode seeking behavior (see
Section 5.1.4.1), rather than trying to capture overall moments.

8.6.1 Connection with Gaussian filtering

When Q is the set of Gaussian distributions, there is a close connection between ADF and Gaussian
filtering, which we discussed in Section 8.5.1. GF corresponds to solving the following optimization
problem

qt|t−1(zt, ỹt) = argmin
q∈Q

DKL (p(zt, ỹt|y1:t−1) ∥ q(zt, ỹt|y1:t−1)) (8.199)
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Figure 39: The GPB2 algorithm for the case of a binary switch. bit−1 = P (Xt−1, St−1 = i|y1:t−1) is the prior,
bi,jt = P (Xt, St−1 = i, St = j|y1:t), is the joint posterior, and bjt = P (Xt, St = y|y1:t) is the marginal posterior. The
filter box implements the Kalman filter equations. The merge box implements the moment matching equations.

where

pj =
∑

i

pij

pj|i =
pij∑
j pij

µj =
∑

i

µijpj|i

Σj =
∑

i

Σijpj|i +
∑

i

(µij − µj) (µij − µj)
T
pj|i

In the junction tree literature, this is called “weak marginalization”. It can be applied to any conditionally Gaussian
model, not just switching SSMs.

The GPB2 algorithm requires running M 2 Kalman filters at each step. A cheaper alternative, known as interacting
multiple models (IMM), can be obtained by first collapsing the prior to a single Gaussian (by moment matching), and
then updating it using M different Kalman filters, one per value of St: see Figure 40. Unfortunately, it is hard to
extend IMM to the smoothing case, unlike GPB2, a smoothing version of which is discussed in Section 6.1.3.

5.3.2 Viterbi approximation

If there are a large number of discrete variables, it may be too slow to perform M 2 or even M KF updates, as required
by GPB2 and IMM. Instead, one can enumerate the discrete values in a priori order of probability. (Computing their
posterior probability is as expensive as an exact update step.) This makes sense for a DBN for fault diagnosis, where
there is a natural ordering on the discrete values: one fault is much more likely than two faults, etc. However, it would
not be applicable to the data association DBN in Figure 23, where there is no such ordering.
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Figure 40: The IMM (interacting multiple models) algorithm for the case of a binary switch.

5.4 Belief state = set of samples (particle filtering)

The basic idea behind particle filtering6 is to approximate the belief state by a set of weighted particles or samples:

P (Xt|y1:t) ≈
Ns∑

i=1

wi
tδ(Xt, X

i
t)

(In this section, X i
t means the i’th sample of Xt, and Xt,i means the i’th component of Xt.) This is a non-parametric

approach, and hence can handle non-linearities, multi-modal distributions, etc. The advantage over discretization
is that the method is adaptive, placing more particles (corresponding to a finer discretization) in places where the
probability density is higher.

Given a prior of this form, we can compute the posterior using importance sampling. In importance sampling,
we assume the target distribution, π(x), is hard to sample from; instead, we sample from a proposal or importance
distribution q(x), and weight the sample according to wi ∝ π(x)/q(x). (After we have finished sampling, we can
normalize all the weights so

∑
iw

i = 1). We can use this to sample paths with weights

wi
t ∝

P (xi
1:t|y1:t)

q(xi
1:t|y1:t)

The probability of a sample path, P (xi
1:t|y1:t), can be computed recursively using Bayes rule. Typically we will want

the proposal distribution to be recursive also, i.e., q(x1:t|y1:t) = q(xt|x1:t−1, y1:t)q(x1:t−1|y1:t−1). In this case we
have

wi
t ∝

P (yt|xi
t)P (xi

t|xi
t−1)P (xi

1:t−1|y1:t−1)

q(xi
t|xi

1:t−1, y1:t)q(x
i
1:t−1|y1:t−1)

=
P (yt|xi

t)P (xi
t|xi

t−1)

q(xi
t|xi

1:t−1, y1:t)
wi

t−1

def
= ŵi

t × wi
t−1

where we have defined ŵi
t to be the incremental weight.

For filtering, we usually only care about the posterior marginal P (Xt|y1:t), as opposed to the full posterior
P (X1:t|y1:t). Hence we use the following proposal: q(xt|xi

1:t−1, y1:t) = q(xt|xi
t−1, yt). This means we only need to

6Particle filtering is also known as sequential Monte Carlo, sequential importance sampling with resampling (SISR), the bootstrap filter, the
condensation algorithm, survival of the fittest, etc.
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(b)

Figure 8.8: ADF for a switching linear dynamical system with 2 discrete states. (a) GPB2 method. (b) IMM
method.

which can be solved by moment matching (see Section 8.5.1). We then condition this joint distribution
on the event ỹt = yt, where ỹt is the unknown random variable and yt is its observed value. This gives
pt(zt|y1:t), which is easy to compute, due to the Gaussian assumption. By contrast, in Gaussian ADF,
we first compute the (locally) exact posterior pt(zt|y1:t), and then approximate it with qt(zt|y1:t) by
projecting into Q. Thus ADF approximates the conditional pt(zt|y1:t), whereas GF approximates
the joint pt|t−1(zt, ỹt|y1:t−1), from which we derive pt(zt|y1:t) by conditioning.

ADF is more accurate than GF, since it directy approximates the posterior, but it is more
computationally demanding, for reasons explained in [Wüt+16]. However, in [Kam+22] they propose
an approximate form of expectation propagation (which is a generalization of ADF) in which the
messages are computed using the same local joint Gaussian approximation as used in Gaussian
filtering. See Figure 8.7 for a summary of how these different methods relate.

8.6.2 ADF for SLDS (Gaussian sum filter)

In this section, we apply ADF to inference in switching linear dynamical systems (SLDS, Section 29.9),
which are a combination of HMM and LDS models. The resulting method is known as the Gaussian
sum filter (see e.g., [Cro+11; Wil+17]).

A Gaussian sum filter approximates the belief state at each step by a mixture of K Gaussians.
This can be implemented by running K Kalman filters in parallel. This is particularly well suited
to switching SSMs. We now describe one version of this algorithm, known as the “second order
generalized pseudo-Bayes filter” (GPB2) [BSF88]. We assume that the prior belief state bt−1 is
a mixture of K Gaussians, one per discrete state:

bit−1 ≜ p(zt−1,mt−1 = i|y1:t−1) = πit−1|t−1N (zt−1|µit−1|t−1,Σi
t−1|t−1) (8.200)

where i ∈ {1, . . . ,K}. We then pass this through the K different linear models to get

bijt ≜ p(zt,mt−1 = i,mt = j|y1:t) = πijt|tN (zt|µijt|t,Σ
ij
t|t) (8.201)

where πijt|t = πit−1|t−1Aij , where Aij = p(mt = j|mt−1 = i). Finally, for each value of j, we collapse
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the K Gaussian mixtures down to a single mixture to give

bjt ≜ p(zt,mt = j|y1:t) = πjt|tN (zt|µjt|t,Σ
j
t|t) (8.202)

See Figure 8.8a for a sketch.
The optimal way to approximate a mixture of Gaussians with a single Gaussian is given by

q = argminqDKL (q ∥ p), where p(z) =
∑
k π

kN (z|µk,Σk) and q(z) = N (z|µ,Σ). This can be
solved by moment matching, that is,

µ = E [z] =
∑

k

πkµk (8.203)

Σ = Cov [z] =
∑

k

πk
(
Σk + (µk − µ)(µk − µ)T

)
(8.204)

In the graphical model literature, this is called weak marginalization [Lau92], since it preserves
the first two moments. Applying these equations to our model, we can go from bijt to bjt as follows
(where we drop the t subscript for brevity):

πj =
∑

i

πij (8.205)

πj|i =
πij∑
j′ π

ij′
(8.206)

µj =
∑

i

πj|iµij (8.207)

Σj =
∑

i

πj|i
(
Σij + (µij − µj)(µij − µj)T

)
(8.208)

This algorithm requires runningK2 filters at each step. A cheaper alternative, known as interactive
multiple models or IMM [BSF88], can be obtained by first collapsing the prior to a single Gaussian
(by moment matching), and then updating it using K different Kalman filters, one per value of mt.
See Figure 8.8b for a sketch.

8.6.3 ADF for online logistic regression

In this section we discuss the application of ADF to online Bayesian parameter inference for a binary
logistic regression model, based on [Zoe07]. The overall approach is similar to the online linear
regression case (discussed in Section 29.7.2), but approximates the posterior after each update step,
which is necessary since the likelihood is not conjugate to the prior.

We assume our model has the following form:

p(yt|xt,wt) = Ber(yt|σ(xTtwt)) (8.209)
p(wt|wt−1) = N (wt|wt−1,Q) (8.210)

where Q is the covariance of the process noise, which allows the parameters to change slowly over
time. We will assume Q = ϵI; we can also set ϵ = 0, as in the recursive least squares method
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Figure 8.9: A dynamic logistic regression model. wt are the regression weights at time t, and ηt = wT
txt.

Compare to Figure 29.24a.

(Section 29.7.2), if we believe the parameters will not change. See Figure 8.9 for an illustration of the
model.

As our approximating family, we will use diagonal Gaussians, for computational efficiency. Thus
the prior is the posterior from the previous time step, and has the form

p(wt−1|D1:t−1) ≈ pt−1(wt−1) =
∏

j

N (wjt−1|µjt−1|t−1, τ
j
t−1|t−1) (8.211)

where µjt−1|t−1 and τ jt−1|t−1 are the posterior mean and variance for parameter j given past data.
Now we discuss how to update this prior.

First we compute the one-step-ahead predictive density pt|t−1(wt) using the standard linear-
Gaussian update, i.e., µt|t−1 = µt−1|t−1 and τ t|t−1 = τ t−1|t−1 +Q, where we can set Q = 0I if there
is no drift.

Now we concentrate on the measurement update step. Define the scalar sum (corresponding to the
logits, if we are using binary classification) as ηt = wT

t xt. If pt|t−1(wt) =
∏
j N (wjt |µjt|t−1, τ

j
t|t−1),

then we can compute the 1d prior predictive distribution for ηt as follows:

p(ηt|D1:t−1,xt) ≈ pt|t−1(ηt) = N (ηt|mt|t−1, vt|t−1) (8.212)

mt|t−1 =
∑

j

xt,jµ
j
t|t−1 (8.213)

vt|t−1 =
∑

j

x2t,jτ
j
t|t−1 (8.214)
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The posterior for the 1d ηt is given by

p(ηt|D1:t) ≈ pt(ηt) = N (ηt|mt, vt) (8.215)

mt =

∫
ηt

1

Zt
p(yt|ηt)pt|t−1(ηt)dηt (8.216)

vt =

∫
η2t

1

Zt
p(yt|ηt)pt|t−1(ηt)dηt −m2

t (8.217)

Zt =

∫
p(yt|ηt)pt|t−1(ηt)dηt (8.218)

where p(yt|ηt) = Ber(yt|ηt). These integrals are one dimensional, and so can be efficiently computed
using Gaussian quadrature, as explained in [Zoe07; KB00].

Having inferred pt(ηt), we need to compute pt(w|ηt). This can be done as follows. Define δm as
the change in the mean and δv as the change in the variance:

mt = mt|t−1 + δm, vt = vt|t−1 + δv (8.219)

Using the fact that p(ηt|w) = N (ηt|wTηt, 0) is a linear Gaussian system, with prior p(w) =
p(w|µt|t−1, τ t|t−1) and “soft evidence” p(ηt) = N (mt, vt), we can derive the posterior for p(w|Dt) as
follows:

pt(w
i
t) = N (wit|µit|t, τ it|t) (8.220)

µit|t = µit|t−1 + aiδm (8.221)

τ it|t = τ it|t−1 + a2i δv (8.222)

ai ≜
xitτ

i
t|t−1∑

j(x
j
t )

2 + τ jt|t−1
(8.223)

Thus we see that the parameters which correspond to inputs i with larger magnitude (big |xit|) or
larger uncertainty (big τ it|t−1) get updated most, due to a large ai factor, which makes intuitive sense.

As an example, we consider a 2d binary classification problem. We sequentially compute the
posterior using the ADF, and compare to the offline estimate computed using a Laplace approximation.
In Figure 8.10 we plot the posterior marginals over the 3 parameters as a function of “time” (i.e., after
conditioning on each training example one). We see that we converge to the offline MAP estimate. In
Figure 8.11, we show the results of performing sequential Bayesian updating in a different ordering
of the data. We still converge to approximate the same answer. In Figure 8.12, we see that the
resulting posterior predictive distributions from the Laplace estimate and ADF estimate (at the end
of training) are similar.

Note that the whole algorithm only takes O(D) time and space per step, the same as SGD. However,
unlike SGD, there are no step-size parameters, since the diagonal covariance implicitly specifies the
size of the update for each dimension. Furthermore, we get a posterior approximation, not just a
point estimate.

The overall approach is very similar to the generalized posterior linearization filter of Section 8.5.3,
which uses quadrature (or the unscented transform) to compute a Gaussian approximation to the
joint p(yt,wt|D1:t−1), from which we can easily compute p(wt|D1:t). However, ADF approximates
the posterior rather than the joint, as explained in Section 8.6.1.
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Figure 8.10: Bayesian inference applied to a 2d binary logistic regression problem, p(y = 1|x) =
σ(w0 + w1x1 + w2x2). We show the marginal posterior mean and variance for each parameter vs time
as computed by ADF. The dotted horizontal line is the offline Laplace approximation. Generated by
adf_logistic_regression_demo.ipynb.
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Figure 8.11: Same as Figure 8.10, except the order in which the data is visited is different. Generated by
adf_logistic_regression_demo.ipynb.

Laplace Predictive distribution

(a)

ADF Predictive distribution

(b)

Figure 8.12: Predictive distribution for the binary logistic regression problem. (a) Result from Laplace
approximation. (b) Result from ADF at the final step. Generated by adf_logistic_regression_demo.ipynb.
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8.6.4 ADF for online DNNs

In Section 17.5.3, we show how to use ADF to recursively approximate the posterior over the
parameters of a deep neural network in an online fashion. This generalizes Section 8.6.3 to the case
of nonlinear models.

8.7 Other inference methods for SSMs

There are a variety of other inference algorithms that can be applied to SSMs. We give a very brief
summary below. For more details, see e.g., [Dau05; Sim06; Fra08; Sar13; SS23; Tri21].

8.7.1 Grid-based approximations

A very simple approach to approximate inference in SSMs is to discretize the state space, and then
to apply the HMM filter and smoother (see Section 9.2.3), as proposed in [RG17]. This is called
a grid-based approximation. Unfortunately, this approach will not scale to higher dimensional
problems, due to the curse of dimensionality. In particular, we know that the HMM filter takes
O(K2) operations per time step, if there are K states. If we have Nz dimensions, each discretized
into B bins, then we have K = BNz , so the approach quickly becomes intractable.

However, this approach can be useful in 1d or 2d. As an illustration, consider a simple 1d SSM
with linear dynamics corrupted by additive Student noise:

zt = zt−1 + T2(0, 1) (8.224)

The observations are also linear, and are also corrupted by additive Student noise:

yt = zt + T2(0, 1) (8.225)

This robust observation model is useful when there are potential outliers in the observed data, such
as at time t = 20 in Figure 8.13a. (See also Section 8.5.5 for discussion of robust Kalman filters.)

Unfortunately the use of a non-Gaussian likelihood means that the resulting posterior can become
multimodal. Fortunately, this is not a problem for the grid-based approach. We show the results
for filtering and smoothing in Figure 8.14a and in Figure 8.14b. We see that at t = 20, the
filtering distribution, p(zt|y1:20), is bimodal, with a mean that is quite far from the true state (see
Figure 8.13b for a detailed plot). Such a multimodal distribution can be approximated by a suitably
fine discretization.

8.7.2 Expectation propagation

In Section 10.7 we discuss the expectation propagation (EP) algorithm, which can be viewed as
an iterative version of ADF (Section 8.6). In particular, at each step we combine each exact local
likelihood factor with approximate factors from both the past filtering distribution and the future
smoothed posterior; these factors are combined to compute the locally exact posterior, which is then
projected back to the tractable family (e.g., Gaussian), before moving to the next time step. This
process can be iterated for increased accuracy. In many cases the local EP update is intractable,
but we can make a local Gaussian approximation, similar to the one in general Gaussian filtering
(Section 8.5.1), as explained in [Kam+22].
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Figure 8.13: (a) Observations and true and estimated state. (b) Marginal distributions for time step t = 20.
Generated by discretized_ssm_student.ipynb.

(a) (b)

Figure 8.14: Discretized posterior of the latent state at each time step. Red cross is the true latent state. Red
circle is observation. (a) Filtering. (b) Smoothing. Generated by discretized_ssm_student.ipynb.

8.7.3 Variational inference

EP can be viewed as locally minimizing the inclusive KL, DKL (p(zt|y1:T ) ∥ q(zt|y1:T )), for each time
step t. An alternative approach is to globally minimize the exclusive KL,DKL (q(z1:T |y1:T ) ∥ p(z1:T |y1:T ));
this is called variational inference, and is explained in Chapter 10. The difference between these two
objectives is discussed in more detail in Section 5.1.4.1, but from a practical point of view, the main
advantage of VI is that we can derive a tractable lower bound to the objective, and can then optimize
it using stochastic optimization. This method is guaranteed to converge, unlike EP. For more details
on VI applied to SSMs (both state estimation and parameter estimation), see e.g., [CWS21; Cou+20;
Cou+21; BFY20; FLMM21; Cam+21].

8.7.4 MCMC

In Chapter 12 we discuss Markov chain Monte Carlo (MCMC) methods, which can be used to draw
samples from intractable posteriors. In the case of SSMs, this includes both the distribution over
states, p(z1:T |y1:T ), and the distribution over parameters, p(θ|y1:T ). In some cases, such as when
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using HMMs or linear-Gaussian SSMs, we can perform blocked Gibbs sampling, in which we use
forwards filtering backwards sampling to sample an entire sequence from p(z1:T |y1:T ,θ), followed by
sampling the parameters, p(θ|z1:T ,y1:T ) (see e.g., [CK96; Sco02; CMR05] for details.) Alternatively
we can marginalize out the hidden states and just compute the parameter posterior p(θ|y1:T ). When
state inference is intractable, we can use gradient-based HMC methods (assuming the states are
continuous), although this does not scale well to long sequences.

8.7.5 Particle filtering

In Section 13.2 we discuss particle filtering, which is a form of sequential Bayesian inference for SSMs
which replaces the assumption that the posterior is (approximately) Gaussian with a more flexible
representation, namely a set of weighted samples called “particles” (see e.g., [Aru+02; DJ11; NLS19]).
Essentially the technique amounts to a form of importance sampling, combined with steps to prevent
“particle impoverishment”, which refers to some samples receiving negligible weight because they are
too improbable in the posterior (which grows with time). Particle filtering is widely used because
it is very flexible, and has good theoretical properties. In practice it may require many samples to
get a good approximation, but we can use heuristic methods, such as the extended or unscented
Kalman filters, as proposal distributions, which can improve the efficiency significantly. In the offline
setting, we can use particle smoothing (Section 13.5) or SMC (sequential Monte Carlo) samplers
(Section 13.6).
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9 Message passing algorithms

9.1 Introduction

In this chapter we consider posterior inference (i.e., computing marginals, modes, samples, etc) for
probability distributions that can be represented by a probabilistic graphical model (PGM, Chapter 4)
with some kind of sparse graph structure (i.e., it is not a fully connected graph). The algorithms
we discuss will leverage the conditional independence properties encoded in the graph structure
(discussed in Chapter 4) in order to perform efficient inference. In particular, we will use the principle
of dynamic programming (DP), which finds an optimal solution by solving subproblems and then
combining them.

DP can be implemented by computing local quantities for each node (or clique) in the graph,
and then sending messages to neighboring nodes (or cliques) so that all nodes (cliques) can come
to an overall consensus about the global solutions. Hence these are known as message passing
algorithms. Each message can be intepreted as probability distribution about the value of a node
given evidence from part of the graph. These distributions are often called belief states, so these
algorithms are also called belief propagation (BP) algorithms.

In Section 9.2, we consider the special case where the graph structure is a 1d chain, which is an
important special case. (For a chain, a natural approach is to send messages forwards in time, and
then backwards in time, so this method can also be used for inference in state space models, as we
discuss in Chapter 8.) In Section 9.3, we can generalize this approach to work with trees, and in
Section 9.4, we generalize it work with any graph, including ones with cycles or loops. However,
sending messages on loopy graphs may give incorrect answers. In such cases, we may wish to convert
the graph to a tree, and then send messages on it, using the methods discussed in Section 9.5 and
Section 9.6. We can also pose the inference problem as an optimization problem, as we discuss in
Section 9.7.

9.2 Belief propagation on chains

In this section, we consider inference for PGMs where the graph structure is a 1d chain. For notational
simplicity, we focus on the case where the graphical model is directed rather than undirected, although
the resulting methods are easy to generalize. In addition, we only consider the case where all the
hidden variables are discrete; we discuss generalizations to handle continuous latent variables in
Chapter 8 and Chapter 13.
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y1 y2 y3

z1 z2 z3

Figure 9.1: An HMM represented as a graphical model. zt are the hidden variables at time t, yt are the
observations (outputs).
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Figure 9.2: The state transition matrix A and observation matrix B for the casino HMM. Adapted from
[Dur+98, p54].

9.2.1 Hidden Markov Models

In this section we assume the graphical model can be represented as a state space model, as shown in
Figure 9.1. We discuss SSMs in more detail in Chapter 29, but we can think of them as latent variable
sequence models with the conditional independencies shown by the chain-structured graphical model
Figure 8.1. The corresponding joint distribution has the form

p(y1:T , z1:T ) =

[
p(z1)

T∏

t=2

p(zt|zt−1)
][

T∏

t=1

p(yt|zt)
]

(9.1)

where zt are the hidden variables at time t, and yt are the observations (outputs). If all the latent
variables are discrete (as we assume in this section), the resulting model is called a hidden Markov
model or HMM. We consider SSMs with continuous latent variables in Chapter 8.

9.2.1.1 Example: casino HMM

As a concrete example from [Dur+98], we consider the occasionally dishonest casino. We assume
we are in a casino and observe a series of die rolls, yt ∈ {1, 2, . . . , 6}. Being a keen-eyed statistician,
we notice that the distribution of values is not what we expect from a fair die: it seems that there
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are occasional “streaks”, in which 6s seem to show up more often than other values. We would like to
estimate the underlying state, namely whether the die is fair or loaded, so that we make predictions
about the future.

To formalize this, let zt ∈ {1, 2} represent the unknown hidden state (fair or loaded) at time t, and
let yt ∈ {1, . . . , 6} represent the observed outcome (die roll). Let Ajk = p(zt = k|zt−1 = j) be the
state transition matrix. Most of the time the casino uses a fair die, z = 1, but occasionally it switches
to a loaded die, z = 2, for a short period, as shown in the state transition diagram in Figure 9.2.

Let Bkl = p(yt = l|zt = k) be the observation matrix corresponding to a categorical distribution
over values of the die face. If z = 1 the observation distribution is a uniform categorical distribution
over the symbols {1, . . . , 6}. If z = 2, the observation distribution is skewed towards face 6. That is,

p(yt|zt = 1) = Cat(yt|[1/6, . . . , 1/6]) (9.2)
p(yt|zt = 2) = Cat(yt|[1/10, 1/10, 1/10, 1/10, 1/10, 5/10]) (9.3)

If we sample from this model, we may generate data such as the following:

hid: 1111111111222211111111111111111111112222222221222211111111111111111111
obs: 1355534526553366316351551526232112113462221263264265422344645323242361

Here obs refers to the observation and hid refers to the hidden state (1 is fair and 2 is loaded). In
the full sequence of length 300, we find the empirical fraction of times that we observe a 6 in hidden
state 1 to be 0.149, and in state 2 to be 0.472, which are very close to the expected fractions. (See
casino_hmm.ipynb for the code.)

9.2.1.2 Posterior inference

Our goal is to infer the hidden states by computing the posterior over all the hidden nodes in the
model, p(zt|y1:T ). This is called the smoothing distribution. By the Markov property, we can
break this into two terms:

p(zt = j|yt+1:T ,y1:t) ∝ p(zt = j,yt+1:T |y1:t) = p(zt = j|y1:t)p(yt+1:T |zt = j,��y1:t) (9.4)

We will first compute the filtering distribution p(zt = j|y1:t) by working forwards in time. We
then compute the p(yt+1:T |zt = j) terms by working backwards in time, and then we finally combine
both terms. Both passes take (TK2) time, where K is the number of discrete hidden states. We give
the details below.

9.2.2 The forwards algorithm

As we discuss in Section 8.1.2, the Bayes filter is an algorithm for recursively computing the belief
state p(zt|y1:t) given the prior belief from the previous step, p(zt−1|y1:t−1), the new observation yt,
and the model. In the HMM literature, this is known as the forwards algorithm.

In an HMM, the latent states zt are discrete, so we can define the belief state as a vector,
αt(j) ≜ p(zt = j|y1:t), the local evidence as another vector, λt(j) ≜ p(yt|zt = j), and the transition
matrix as Ai,j = p(zt = j|zt−1 = i). Then the predict step becomes

αt|t−1(j) ≜ p(zt = j|y1:t−1) =
∑

i

p(zt = j|zt−1 = i)p(zt−1 = i|y1:t−1) =
∑

i

Ai,jαt−1(i) (9.5)
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Figure 9.3: Inference in the dishonest casino. Vertical gray bars denote times when the hidden state
corresponded to the loaded die. Blue lines represent the posterior probability of being in that state given
different subsets of observed data. If we recover the true state exactly, the blue curve will transition at the
same time as the gray bars. (a) Filtered estimates. (b) Smoothed estimates. (c) MAP trajectory. Generated
by casino_hmm.ipynb.

and the update step becomes

αt(j) =
1

Zt
p(yt|zt = j)p(zt = j|y1:t−1) =

1

Zt
λt(j)αt|t−1(j) =

1

Zt
λt(j)

[∑

i

αt−1(i)Ai,j

]
(9.6)

where the normalization constant for each time step is given by

Zt ≜ p(yt|y1:t−1) =
K∑

j=1

p(yt|zt = j)p(zt = j|y1:t−1) =
K∑

j=1

λt(j)αt|t−1(j) (9.7)

We can write the update equation in matrix-vector notation as follows:

αt = normalize
(
λt⊙(ATαt−1)

)
(9.8)

where ⊙ represents elementwise vector multiplication, and the normalize function just ensures its
argument sums to one. (See Section 9.2.3.4 for more discussion on normalization.)

Figure 9.3(a) illustrates filtering for the casino HMM, applied to a random sequence y1:T of length
T = 300. In blue, we plot the probability that the die is in the loaded (vs fair) state, based on
the evidence seen so far. The gray bars indicate time intervals during which the generative process
actually switched to the loaded die. We see that the probability generally increases in the right
places.

9.2.3 The forwards-backwards algorithm

In this section, we present the most common approach to smoothing in HMMs, known as the forwards-
backwards or FB algorithm [Rab89]. In the forwards pass, we compute αt(j) = p(zt = j|y1:t) as
before. In the backwards pass, we compute the conditional likelihood

βt(j) ≜ p(yt+1:T |zt = j) (9.9)
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We then combine these using

γt(j) = p(zt = j|yt+1:T ,y1:t) ∝ p(zt = j,yt+1:T |y1:t) (9.10)
= p(zt = j|y1:t)p(yt+1:T |zt = j,��y1:t) = αt(j)βt(j) (9.11)

In matrix notation, this becomes

γt = normalize(αt⊙βt) (9.12)

Note that the forwards and backwards passes can be computed independently, but both need access
to the local evidence p(yt|zt). The results are only combined at the end. This is therefore called
two-filter smoothing [Kit04].

9.2.3.1 Backwards recursion

We can recursively compute the β’s in a right-to-left fashion as follows:

βt−1(i) = p(yt:T |zt−1 = i) (9.13)

=
∑

j

p(zt = j,yt,yt+1:T |zt−1 = i) (9.14)

=
∑

j

p(yt+1:T |zt = j,��yt,����zt−1 = i)p(zt = j,yt|zt−1 = i) (9.15)

=
∑

j

p(yt+1:T |zt = j)p(yt|zt = j,����zt−1 = i)p(zt = j|zt−1 = i) (9.16)

=
∑

j

βt(j)λt(j)Ai,j (9.17)

We can write the resulting equation in matrix-vector form as

βt−1 = A(λt ⊙ βt) (9.18)

The base case is

βT (i) = p(yT+1:T |zT = i) = p(∅|zT = i) = 1 (9.19)

which is the probability of a non-event.
Note that βt is not a probability distribution over states, since it does not need to satisfy∑
j βt(j) = 1. However, we usually normalize it to avoid numerical underflow (see Section 9.2.3.4).

9.2.3.2 Example

In Figure 9.3(a-b), we compare filtering and smoothing for the casino HMM. We see that the posterior
distributions when conditioned on all the data (past and future) are indeed smoother than when just
conditioned on the past (filtering).
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Figure 9.4: Computing the two-slice joint distribution for an HMM from the forwards messages, backwards
messages, and local evidence messages.

9.2.3.3 Two-slice smoothed marginals

We can compute the two-slice marginals using the output of the forwards-backwards algorithm as
follows:

p(zt, zt+1|y1:T ) = p(zt, zt+1|y1:t,yt+1:T ) (9.20)
∝ p(yt+1:T |zt, zt+1,y1:t)p(zt, zt+1|y1:t) (9.21)
= p(yt+1:T |zt+1)p(zt, zt+1|y1:t) (9.22)
= p(yt+1:T |zt+1)p(zt|y1:t)p(zt+1|zt) (9.23)
= p(yt+1,yt+2:T |zt+1)p(zt|y1:t)p(zt+1|zt) (9.24)
= p(yt+1|zt+1)p(yt+2:T |zt+1,yt+1)p(zt|y1:t)p(zt+1|zt) (9.25)
= p(yt+1|zt+1)p(yt+2:T |zt+1)p(zt|y1:t)p(zt+1|zt) (9.26)

We can rewrite this in terms of the already computed quantities as follows:

ξt,t+1(i, j) ∝ λt+1(j)βt+1(j)αt(i)Ai,j (9.27)

Or in matrix-vector form:

ξt,t+1 ∝ A⊙
[
αt(λt+1 ⊙ βt+1)

T
]

(9.28)

Since αt ∝ λt ⊙αt|t−1, we can also write the above equation as follows:

ξt,t+1 ∝ A⊙
[
(λt ⊙αt|t−1)⊙ (λt+1 ⊙ βt+1)

T
]

(9.29)

This can be interpreted as a product of incoming messages and local factors, as shown in Figure 9.4.
In particular, we combine the factors αt|t−1 = p(zt|y1:t−1), A = p(zt+1|zt), λt ∝ p(yt|zt), λt+1 ∝
p(yt+1|zt+1), and βt+1 ∝ p(yt+2:T |zt+1) to get p(zt, zt+1,yt,yt+1,yt+2:T |y1:t−1), which we can then
normalize.
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9.2.3.4 Numerically stable implementation

In most publications on HMMs, such as [Rab89], the forwards message is defined as the following
unnormalized joint probability:

α′t(j) = p(zt = j,y1:t) = λt(j)

[∑

i

α′t−1(i)Ai,j

]
(9.30)

We instead define the forwards message as the normalized conditional probability

αt(j) = p(zt = j|y1:t) =
1

Zt
λt(j)

[∑

i

αt−1(i)Ai,j

]
(9.31)

The unnormalized (joint) form has several problems. First, it rapidly suffers from numerical
underflow, since the probability of the joint event that (zt = j,y1:t) is vanishingly small.1 Second,
it is less interpretable, since it is not a distribution over states. Third, it precludes the use of
approximate inference methods that try to approximate posterior distributions (we will see such
methods later). We therefore always use the normalized (conditional) form.

Of course, the two definitions only differ by a multiplicative constant, since p(zt = j|y1:t) =
p(zt = j,y1:t)/p(y1:t) [Dev85]. So the algorithmic difference is just one line of code (namely the
presence or absence of a call to the normalize function). Nevertheless, we feel it is better to present
the normalized version, since it will encourage readers to implement the method properly (i.e.,
normalizing after each step to avoid underflow).

In practice it is more numerically stable to compute the log probabilities ℓt(j) = log p(yt|zt = j)
of the evidence, rather than the probabilities λt(j) = p(yt|zt = j). We can combine the state
conditional log likelihoods λt(j) with the state prior p(zt = j|y1:t−1) by using the log-sum-exp trick,
as in Equation (28.30).

9.2.4 Forwards filtering backwards smoothing

An alternative way to perform offline smoothing is to use forwards filtering/backwards smoothing, as
discussed in Section 8.1.3. In this approach, we first perform the forwards or filtering pass, and then
compute the smoothed belief states by working backwards, from right (time t = T ) to left (t = 1).
This approach is widely used for SSMs with continuous latent states, since the backwards likelihood
βt(i) used in Section 9.2.3 is not always well defined when the state space is not discrete.

We assume by induction that we have already computed

γt+1(j) ≜ p(zt+1 = j|y1:T ) (9.32)

1. For example, if the observations are independent of the states, we have p(zt = j,y1:t) = p(zt = j)
∏t

i=1 p(yi),
which becomes exponentially small with t.
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We then compute the smoothed joint distribution over two consecutive time steps:

ξt,t+1(i, j) ≜ p(zt = i, zt+1 = j|y1:T ) = p(zt = i|zt+1 = j,y1:t)p(zt+1 = j|y1:T ) (9.33)

=
p(zt+1 = j|zt = i)p(zt = i|y1:t)p(zt+1 = j|y1:T )

p(zt+1=j |y1:t)
(9.34)

= αt(i)Ai,j
γt+1(j)

αt+1|t(j)
(9.35)

where

αt+1|t(j) = p(zt+1 = j|y1:t) =
∑

i′

A(i′, j)αt(i
′) (9.36)

is the one-step-ahead predictive distribution. We can interpret the ratio in Equation (9.35) as dividing
out the old estimate of zt+1 given y1:t, namely αt+1|t, and multiplying in the new estimate given
y1:T , namely γt+1.

Once we have the two sliced smoothed distribution, we can easily get the marginal one slice
smoothed distribution using

γt(i) = p(zt = i|y1:T ) =
∑

j

ξt,t+1(i, j) = αt(i)
∑

j

[
Ai,j

γt+1(j)

αt+1|t(j)

]
(9.37)

We initialize the recursion using γT (j) = αT (j) = p(zT = j|y1:T ).

9.2.5 Time and space complexity

It is clear that a straightforward implementation of the forwards-backwards algorithm takes O(K2T )
time, since we must perform a K ×K matrix multiplication at each step. For some applications,
such as speech recognition, K is very large, so the O(K2) term becomes prohibitive. Fortunately, if
the transition matrix is sparse, we can reduce this substantially. For example, in a sparse left-to-right
transition matrix (e.g., Figure 9.6(a)), the algorithm takes O(TK) time.

In some cases, we can exploit special properties of the state space, even if the transition matrix is
not sparse. In particular, suppose the states represent a discretization of an underlying continuous
state-space, and the transition matrix has the form Ai,j ∝ ρ(zj − zi), where zi is the continuous
vector represented by state i and ρ(u) is some scalar cost function, such as Euclidean distance. Then
one can implement the forwards-backwards algorithm in O(TK logK) time. The key is to rewrite
Equation (9.5) as a convolution,

αt|t−1(j) = p(zt = j|y1:t−1) =
∑

i

αt−1(i)Ai,j =
∑

i

αt−1(i)ρ(j − i) (9.38)

and then to apply the Fast Fourier Transform. (A similar transformation can be applied in the
backwards pass.) This is very useful for models with large state spaces. See [FHK03] for details.

We can also reduce inference to O(log T ) time by using a parallel prefix scan operator that can
be run efficiently on GPUs. For details, see [HSGF21].

In some cases, the bottleneck is memory, not time. In particular, to compute the posteriors γt, we
must store the fitered distributions αt for t = 1, . . . , T until we do the backwards pass. It is possible
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Figure 9.5: The trellis of states vs time for a Markov chain. Adapted from [Rab89].

to devise a simple divide-and-conquer algorithm that reduces the space complexity from O(KT ) to
O(K log T ) at the cost of increasing the running time from O(K2T ) to O(K2T log T ). The basic
idea is to store αt and βt vectors at a logarithmic number of intermediate checkpoints, and then
recompute the missing messages on demand from these checkpoints. See [BMR97; ZP00] for details.

9.2.6 The Viterbi algorithm

The MAP estimate is (one of) the sequences with maximum posterior probability:

z∗1:T = argmax
z1:T

p(z1:T |y1:T ) = argmax
z1:T

log p(z1:T |y1:T ) (9.39)

= argmax
z1:T

log π1(z1) + log λ1(z1) +

T∑

t=2

[logA(zt−1, zt) + log λt(zt)] (9.40)

This is equivalent to computing a shortest path through the trellis diagram in Figure 9.5, where
the nodes are possible states at each time step, and the node and edge weights are log probabilities.
This can be computed in O(TK2) time using the Viterbi algorithm [Vit67], as we explain below.

9.2.6.1 Forwards pass

Recall the (unnormalized) forwards equation

α′t(j) = p(zt = j,y1:t) =
∑

z1,...,zt−1

p(z1:t−1, zt = j,y1:t) (9.41)

Now suppose we replace sum with max to get

δt(j) ≜ max
z1,...,zt−1

p(z1:t−1, zt = j,y1:t) (9.42)

This is the maximum probability we can assign to the data so far if we end up in state j. The key
insight is that the most probable path to state j at time t must consist of the most probable path to
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410 Chapter 9. Message passing algorithms

some other state i at time t− 1, followed by a transition from i to j. Hence

δt(j) = λt(j)
[
max
i
δt−1(i)Ai,j

]
(9.43)

We initialize by setting δ1(j) = πjλ1(j).
We often work in the log domain to avoid numerical issues. Let δ′t(j) = − log δt(j), λ′t(j) =

− log p(yt|zt = j), A′(i, j) = − log p(zt = j|zt−1 = i). Then we have

δ′t(j) = λ′t(j) +
[
min
i
δ′t−1(i) +A′(i, j)

]
(9.44)

We also need to keep track of the most likely previous (ancestor) state, for each possible state
that we end up in:

at(j) ≜ argmax
i

δt−1(i)Ai,j = argmin
i

δ′t−1(i) +A′(i, j) (9.45)

That is, at(j) stores the identity of the previous state on the most probable path to zt = j. We will
see why we need this in Section 9.2.6.2.

9.2.6.2 Backwards pass

In the backwards pass, we compute the most probable sequence of states using a traceback procedure,
as follows: z∗t = at+1(z

∗
t+1), where we initialize using z∗T = argmaxi δT (i). This is just following the

chain of ancestors along the MAP path.
If there is a unique MAP estimate, the above procedure will give the same result as picking

ẑt = argmaxj γt(j), computed by forwards-backwards, as shown in [WF01b]. However, if there are
multiple posterior modes, the latter approach may not find any of them, since it chooses each state
independently, and hence may break ties in a manner that is inconsistent with its neighbors. The
traceback procedure avoids this problem, since once zt picks its most probable state, the previous
nodes condition on this event, and therefore they will break ties consistently.

9.2.6.3 Example

In Figure 9.3(c), we show the Viterbi trace for the casino HMM. We see that, most of the time, the
estimated state corresponds to the true state.

In Figure 9.6, we give a detailed worked example of the Viterbi algorithm, based on [Rus+95].
Suppose we observe the sequence of discrete observations y1:4 = (C1, C3, C4, C6), representing
codebook entries in a vector-quantized version of a speech signal. The model starts in state z1 = S1.
The probability of generating x1 = C1 in z1 is 0.5, so we have δ1(1) = 0.5, and δ1(i) = 0 for all other
states. Next we can self-transition to S1 with probability 0.3, or transition to S2 with proabability 0.7.
If we end up in S1, the probability of generating x2 = C3 is 0.3; if we end up in S2, the probability
of generating x2 = C3 is 0.2. Hence we have

δ2(1) = δ1(1)A(1, 1)λ2(1) = 0.5 · 0.3 · 0.3 = 0.045 (9.46)
δ2(2) = δ1(1)A(1, 2)λ2(2) = 0.5 · 0.7 · 0.2 = 0.07 (9.47)
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C1 0.5 0 0
C2 0.2 0 0
C3 0.3 0.2 0
C4 0 0.7 0.1
C5 0 0.1 0
C6 0 0 0.5
C7 0 0 0.4

S1
0.5

S1
0.045

S1
0.0

S1
0.0

S2
0.0

S3
0.0

S3
0.0

S3
0.0007

S2
0.0

S2
0.07

S2
0.0441

S3
0.0022

S1 S3S2
0.7 0.1

0.3,0.3 0.3,0.0

0.7,0.2 0.7,0.7

0.9,0.7 0.9,0.0

0.1,0.1 0.1,0.5

0.4,0.5

0.3 0.9 0.4

(a) (b)

Figure 9.6: Illustration of Viterbi decoding in a simple HMM for speech recognition. (a) A 3-state HMM
for a single phone. We are visualizing the state transition diagram. We assume the observations have been
vector quantized into 7 possible symbols, C1, . . . , C7. Each state S1, S2, S3 has a different distribution over
these symbols. Adapted from Figure 15.20 of [RN02]. (b) Illustration of the Viterbi algorithm applied to this
model, with data sequence C1, C3, C4, C6. The columns represent time, and the rows represent states. The
numbers inside the circles represent the δt(j) value for that state. An arrow from state i at t − 1 to state
j at t is annotated with two numbers: the first is the probability of the i → j transition, and the second is
the probability of generating observation yt from state j. The red lines/circles represent the most probable
sequence of states. Adapted from Figure 24.27 of [RN95].

Thus state 2 is more probable at t = 2; see the second column of Figure 9.6(b). The algorithm
continues in this way until we have reached the end of the sequence. One we have reached the end,
we can follow the red arrows back to recover the MAP path (which is 1,2,2,3).

For more details on HMMs for automatic speech recognition (ASR) see e.g., [JM08].

9.2.6.4 Time and space complexity

The time complexity of Viterbi is clearly O(K2T ) in general, and the space complexity is O(KT ),
both the same as forwards-backwards. If the transition matrix has the form Ai,j ∝ ρ(zj − zi), where
zi is the continuous vector represented by state i and ρ(u) is some scalar cost function, such as
Euclidean distance, we can implement Viterbi in O(TK) time, by using the generalized distance
transform to implement Equation (9.44). See [FHK03; FH12] for details.

9.2.6.5 N-best list

There are often multiple paths which have the same likelihood. The Viterbi algorithm returns one of
them, but can be extended to return the top N paths [SC90; NG01]. This is called the N-best list.
Computing such a list can provide a better summary of the posterior uncertainty.

In addition, we can perform discriminative reranking [CK05] of all the sequences in LN , based
on global features derived from (y1:T , z1:T ). This technique is widely used in speech recognition. For
example, consider the sentence “recognize speech”. It is possible that the most probable interpretation
by the system of this acoustic signal is “wreck a nice speech”, or maybe “wreck a nice beach” (see
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412 Chapter 9. Message passing algorithms

Figure 34.3). Maybe the correct interpretation is much lower down on the list. However, by using
a re-ranking system, we may be able to improve the score of the correct interpretation based on a
more global context.

One problem with the N -best list is that often the top N paths are very similar to each other,
rather than representing qualitatively different interpretations of the data. Instead we might want to
generate a more diverse set of paths to more accurately represent posterior uncertainty. One way to
do this is to sample paths from the posterior, as we discuss in Section 9.2.7. Another way is to use a
determinantal point process (Supplementary Section 31.8.5) which encourages points to be diverse
[Bat+12; ZA12].

9.2.7 Forwards filtering backwards sampling

Rather than computing the single most probable path, it is often useful to sample multiple paths from
the posterior: zs1:T ∼ p(z1:T |y1:T ). We can do this by modifying the forwards filtering backwards
smoothing algorithm from Section 9.2.4, so that we draw samples on the backwards pass, rather than
computing marginals. This is called forwards filtering backwards sampling (also sometimes
unfortunately abbreviated to FFBS). In particular, note that we can write the joint from right to left
using

p(z1:T |y1:T ) = p(zT |y1:T )p(zT−1|zT ,y1:T )p(zT−2|zT−1,��zT ,y1:T ) · · · p(z1|z2,���z3:T ,y1:T ) (9.48)

= p(zT |y1:T )
1∏

t=T−1
p(zt|zt+1,y1:T ) (9.49)

Thus at step t we sample zst from p(zt|zst+1,y1:T ) given in Equation (9.49).

9.3 Belief propagation on trees

The forwards-backwards algorithm for HMMs discussed in Section 9.2.3 (and the Kalman smoother
algorithm for LDS which we discuss in Section 8.2.3) can be interpreted as a message passing algorithm
applied to a chain structured graphical model. In this section, we generalize these algorithms to work
with trees.

9.3.1 Directed vs undirected trees

Consider a pairwise undirected graphical model, which can be written as follows:

p∗(z) ≜ p(z|y) ∝
∏

s∈V
ψs(zs|ys)

∏

(s,t)∈E
ψs,t(zs, zt) (9.50)

where ψs,t(zs, zt) are the pairwise clique potential, one per edge, ψs(zs|ys) are the local evidence
potentials, one per node, V is the set of nodes, and E is the set of edges. (We will henceforth drop
the conditioning on the observed values y for brevity.)

Now suppose the corresponding graph structure is a tree, such as the one in Figure 9.7a. We can
always convert this into a directed tree by picking an arbitrary node as the root, and then “picking
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4 3

1 2

(a)

4 3

1 2

(b)

4 3

1 2

(c)

Figure 9.7: An undirected tree and two equivalent directed trees.

the tree up by the root” and orienting all the edges away from the root. For example, if we pick node
1 as the root we get Figure 9.7b. This corresponds to the following directed graphical model:

p∗(z) ∝ p∗(z1)p∗(z2|z1)p∗(z3|z2)p∗(z4|z2) (9.51)

However, if we pick node 2 as the root, we get Figure 9.7c. This corresponds to the following directed
graphical model:

p∗(z) ∝ p∗(z2)p∗(z1|z2)p∗(z3|z2)p∗(z4|z2) (9.52)

Since these graphs express the same conditional independence properties, they represent the same
family of probability distributions, and hence we are free to use any of these parameterizations.

To make the model more symmetric, it is preferable to use an undirected tree. If we define the
potentials as (possibly unnnormalized) marginals (i.e., ψs(zs) ∝ p∗(zs) and ψs,t(zs, zt) = p∗(zs, zt)),
then we can write

p∗(z) ∝
∏

s∈V
p∗(zs)

∏

(s,t)∈E

p∗(zs, zt)
p∗(zs)p∗(zt)

(9.53)

For example, for Figure 9.7a we have

p∗(z1, z2, z3, z4) ∝ p∗(z1)p∗(z2)p∗(z3)p∗(z4)
p∗(z1, z2)p∗(z2, z3)p∗(z2, z4)

p∗(z1)p∗(z2)p∗(z2)p∗(z3)p∗(z2)p∗(z4)
(9.54)

To see the equivalence with the directed representation, we can cancel terms to get

p∗(z1, z2, z3, z4) ∝ p∗(z1, z2)
p∗(z2, z3)
p∗(z2)

p∗(z2, z4)
p∗(z2)

(9.55)

= p∗(z1)p
∗(z2|z1)p∗(z3|z2)p∗(z4|z2) (9.56)

= p∗(z2)p
∗(z1|z2)p∗(z3|z2)p∗(z4|z2) (9.57)

where p∗(zt|zs) = p∗(zs, zt)/p∗(zs).
Thus a tree can be represented as either an undirected or directed graph. Both representations

can be useful, as we will see.
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// Collect to root
for each node s in post-order

bels(zs) ∝ ψs(zs)
∏

t∈chs
mt→s(zs)

t = parent(s)
ms→t(zt) =

∑
zs
ψst(zs, zt)bels(zs)

// Distribute from root
for each node t in pre-order

s = parent(t)
ms→t(zt) =

∑
zs
ψst(zs, zt)

bels(zs)
mt→s(zs)

belt(zt) ∝ belt(zt)ms→t(zt)

Figure 9.8: Belief propagation on a pairwise, rooted tree.

Figure 9.9: Illustration of how the top-down message from s to t is computed during BP on a tree. The ui

nodes are the other children of s, besides t. Square nodes represent clique potentials.

9.3.2 Sum-product algorithm

In this section, we assume that our model is an undirected tree, as in Equation (9.50). However,
we will pick an arbitrary node as a root, and orient all the edges downwards away from this root,
so that each node has a unique parent. For a directed, rooted tree, we can compute various node
orderings. In particular, in a pre-order, we traverse from the root to the left subtree and then to
right subtree, top to bottom. In a post-order, we traverse from the left subtree to the right subtree
and then to the root, bottom to top. We will use both of these below.

We now present the sum-product algorithm for trees. We first send messages from the leaves
to the root. This is the generalization of the forwards pass from Section 9.2.2. Let ms→t(zt) denote
the message from node s to node t. This summarizes the belief state about zt given all the evidence
in the tree below the s− t edge. Consider a node s in the ordering. We update its belief state by
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combining the incoming messages from all its children with its own local evidence:

bels(zs) ∝ ψs(zs)
∏

t∈chs
mt→s(zs) (9.58)

To compute the outgoing message that s should send to its parent t, we pass the local belief through
the pairwise potential linking s and t, and then marginalize out s to get

ms→t(zt) =
∑

zs

ψst(zs, zt)bels(zs) (9.59)

At the root of the tree, belt(zt) = p(zt|y) will have seen all the evidence. It can then send messages
back down to the leaves. The message that s sends to its child t should be the product of all the
messages that s received from all its other children u, passed through the pairwise potential, and
then marginalized:

ms→t(zt) =
∑

zt


ψs(zs)ψst(zs, zt)

∏

u∈chs\t
mu→s(zs)


 (9.60)

See Figure 9.9. Instead of multiplying all-but-one of the messages that s has received, we can multiply
all of them and then divide out by the t → s message from child t. The advantage of this is that
the product of all the messages has already been computed in Equation (9.58), so we don’t need to
recompute that term. Thus we get

ms→t(zt) =
∑

zs

ψst(zs, zt)
bels(zs)

mt→s(zs)
(9.61)

We can think of bels(zs) as the new updated posterior p(zs|y) given all the evidence, and mt→s(zs)
as the prior predictive p(zs|y−t ), where y−t is all the evidence in the subtree rooted at t. Thus the
ratio contains the new evidence that t did not already know about from its own subtree. We use this
to update the belief state at node t to get:

belt(zt) ∝ belt(zt)ms→t(zt) (9.62)

(Note that Equation (9.58) is a special case of this where we don’t divide out by ms→t, since in the
upwards pass, there is no incoming message from the parent.) This is analogous to the backwards
smoothing equation in Equation (9.37), with αt(i) replaced by belt(zt = i), A(i, j) replaced by
ψst(zs = i, zt = j), γt+1(j) replaced by bels(zs = j), and αt+1|t(j) replaced by mt→s(zs = j).

See Figure 9.8 for the overall pseudocode. This can be generalized to directed trees with multiple
root nodes (known as polytrees) as described in Supplementary Section 9.1.1.

9.3.3 Max-product algorithm

In Section 9.3.2 we described the sum-product algorithm, that computes the posterior marginals:

beli(k) = γi(k) = p(zi = k|y) =
∑

z−i

p(zi = k,z−i|y) (9.63)
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We can replace the sum operation with the max operation to get max-product belief propagation.
The result of this computation are a set of max marginals for each node:

ζi(k) = max
z−i

p(zi = k, z−i|y) (9.64)

We can derive two different kinds of “MAP” estimates from these local quantities. The first is
ẑi = argmaxk γi(k); this is known as the maximizer of the posterior marginal or MPM estimate
(see e.g., [MMP87; SM12]); let ẑ = [ẑ1, . . . , ẑNz ] be the sequence of such estimates. The second is
z̃i = argmaxk ζi(k); we call this the maximizer of the max marginal or MMM estimate; let
z̃ = [z̃1, . . . , z̃Nz ].

An interesting question is: what, if anything, do these estimates have to do with the “true” MAP
estimate, z∗ = argmaxz p(z|y)? We discuss this below.

9.3.3.1 Connection between MMM and MAP

In [YW04], they showed that, if the max marginals are unique and computed exactly (e.g., if the
graph is a tree), then z̃ = z∗. This means we can recover the global MAP estimate by running max
product BP and then setting each node to its local max (i.e., using the MMM estimate).

However, if there are ties in the max marginals (corresponding to the case where there is more
than one globally optimal solution), this “local stitching” process may result in global inconsistencies.

If we have a tree-structured model, we can use a traceback procedure, analogous to the Viterbi
algorithm (Section 9.2.6), in which we clamp nodes to their optimal values while working backwards
from the root. For details, see e.g., [KF09a, p569].

Unfortunately, traceback does not work on general graphs. An alternative, iterative approach,
proposed in [YW04], is follows. First we run max product BP, and clamp all nodes which have unique
max marginals to their optimal values; we then clamp a single ambiguous node to an optimal value,
and condition on all these clamped values as extra evidence, and perform more rounds of message
passing, until all ties are broken. This may require many rounds of inference, although the number
of non-clamped (hidden) variables gets reduced at each round.

9.3.3.2 Connection between MPM and MAP

In this section, we discuss the MPM estimate, ẑ, which computes the maximum of the posterior
marginals. In general, this does not correspond to the MAP estimate, even if the posterior marginals
are exact. To see why, note that MPM just looks at the belief state for each node given all the visible
evidence, but ignores any dependencies or constraints that might exist in the prior.

To illustrate why this could be a problem, consider the error correcting code example from
Section 5.5, where we defined p(z,y) = p(z1)p(z2)p(z3|z1, z2)

∏3
i=1 p(yi|zi), where all variables are

binary. The priors p(z1) and p(z2) are uniform. The conditional term p(z3|z1, z2) is deterministic,
and computes the parity of (z1, z2). In particular, we have p(z3 = 1|z1, z2) = I (odd(z1, z2)), so that
the total number of 1s in the block z1:3 is even. The likelihood terms p(yi|zi) represent a bit flipping
noisy channel model, with noise level α = 0.2.

Suppose we observe y = (1, 0, 0). In this case, the exact posterior marginals are as follows:2 γ1 =
[0.3469, 0.6531], γ2 = [0.6531, 0.3469], γ3 = [0.6531, 0.3469]. The exact max marginals are all the same,

2. See error_correcting_code_demo.ipynb for the code.
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namely ζi = [0.3265, 0.3265]. Finally, the 3 global MAP estimates are z∗ ∈ {[0, 0, 0], [1, 1, 0], [1, 0, 1]},
each of which corresponds to a single bit flip from the observed vector. The MAP estimates are all
valid code words (they have an even number of 1s), and hence are sensible hypotheses about the
value of z. By contrast, the MPM estimate is ẑ = [1, 0, 0], which is not a legal codeword. (And in
this example, the MMM estimate is not well defined, since the max marginals are not unique.)

So, which method is better? This depends on our loss function, as we discuss in Section 34.1. If
we want to minimize the prediction error of each zi, also called bit error, we should compute the
MPM. If we want to minimize the prediction error for the entire sequence z, also called word error,
we should use MAP, since this can take global constraints into account.

For example, suppose we are performing speech recognition and someones says “recognize speech”.
MPM decoding may return “wreck a nice beach”, since locally it may be that “beach” is the most
probable interpretation of “speech” when viewed in isolation (see Figure 34.3). However, MAP
decoding would infer that “recognize speech” is the more likely overall interpretation, by taking into
account the language model prior, p(z).

On the other hand, if we don’t have strong constraints, the MPM estimate can be more robust
[MMP87; SM12], since it marginalizes out the other nodes, rather than maxing them out. For
example, in the casino HMM example in Figure 9.3, we see that the MPM method makes 49 bit
errors (out of a total possible of T = 300), and the MAP path makes 60 errors.

9.3.3.3 Connection between MPE and MAP

In the graphical models literature, computing the jointly most likely setting of all the latent variables,
z∗ = argmaxz p(z|y), is known as the most probable explanation or MPE [Pea88]. In that
literature, the term “MAP” is used to refer to the case where we maximize some of the hidden
variables, and marginalize (sum out) the rest. For example, if we maximize a single node, zi, but
sum out all the others, z−i, we get the MPM ẑi = argmaxzi

∑
z−i

p(z|y).
We can generalize the MPM estimate to compute the best guess for a set of query variables Q,

given evidence on a set of visible variables V , marginalizing out the remaining variables R, to get

z∗Q = argmax
zQ

∑

zR

p(zQ, zR|zV ) (9.65)

(Here zR are called nuisance variables, since they are not of interest, and are not observed.) In
[Pea88], this is called a MAP estimate, but we will call it an MPM estimate, to avoid confusion with
the ML usage of the term “MAP” (where we maximize everything jointly).

9.4 Loopy belief propagation

In this section, we extend belief propagation to work on graphs with cycles or loops; this is called
loopy belief propagation or LBP. Unfortunately, this method may not converge, and even if it
does, it is not clear if the resulting estimates are valid. Indeed, Judea Pearl, who invented belief
propagation for trees, wrote the following about loopy BP in 1988:

When loops are present, the network is no longer singly connected and local propagation
schemes will invariably run into trouble . . . If we ignore the existence of loops and permit the
nodes to continue communicating with each other as if the network were singly connected,
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messages may circulate indefinitely around the loops and the process may not converge to a
stable equilibrium . . . Such oscillations do not normally occur in probabilistic networks . . .
which tend to bring all messages to some stable equilibrium as time goes on. However, this
asymptotic equilibrium is not coherent, in the sense that it does not represent the posterior
probabilities of all nodes of the network. — [Pea88, p.195]

Despite these reservations, Pearl advocated the use of belief propagation in loopy networks as an
approximation scheme (J. Pearl, personal communication). [MWJ99] found empirically that it works
on various graphical models, and it is now used in many real world applications, some of which we
discuss below. In addition, there is now some theory justifying its use in certain cases, as we discuss
below. (For more details, see e.g., [Yed11].)

9.4.1 Loopy BP for pairwise undirected graphs

In this section, we assume (for notational simplicity) that our model is an undirected pairwise PGM,
as in Equation (9.50). However, unlike Section 9.3.2, we do not assume the graph is a tree. We
can apply the same message passing equations as before. However, since there is no natural node
ordering, we will do this in a parallel, asynchronous way. The basic idea is that all nodes receive
messages from their neighbors in parallel, they then update their belief states, and finally they send
new messages back out to their neighbors. This message passing process repeats until convergence.
This kind of computing architecture is called a systolic array, due to its resemblance to a beating
heart.

More precisely, we initialize all messages to the all 1’s vector. Then, in parallel, each node absorbs
messages from all its neighbors using

bels(zs) ∝ ψs(zs)
∏

t∈nbrs
mt→s(zs) (9.66)

Then, in parallel, each node sends messages to each of its neighbors:

ms→t(zt) =
∑

zs


ψs(zs)ψst(zs, zt)

∏

u∈nbrs\t
mu→s(zs)


 (9.67)

The ms→t message is computed by multiplying together all incoming messages, except the one sent by
the recipient, and then passing through the ψst potential. We continue this process until convergence.
If the graph is a tree, the method is guaranteed to converge after D(G) iterations, where D(G) is the
diameter of the graph, that is, the largest distance between any two nodes.

9.4.2 Loopy BP for factor graphs

To implement loopy BP for general graphs, including those with higher-order clique potentials
(beyond pairwise), it is useful to use a factor graph representation described in Section 4.6.1. In
this section, we summarize the BP equations for the bipartite version of factor graphs, as derived in
[KFL01].3 For a version that works for Forney factor graphs, see [Loe+07].

3. For an efficient JAX implementation of these equations for discrete factor graphs, see https://github.com/deepmind/
PGMax. For the Gaussian case, see https://github.com/probml/pgm-jax.
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Fig. 5. Local substitutions that transform a rooted cycle-free factor graph to
an expression tree for a marginal function at (a) a variable node and (b) a factor
node.

product of the messages. Similarly, the summary operator is ap-
plied to the functions, not necessarily literally to the messages
themselves.

The computation terminates at the root node , where the
marginal function is obtained as the product of all mes-
sages received at .

It is important to note that a message passed on the edge
, either from variable to factor , or vice versa, is a

single-argument function of , the variable associated with the
given edge. This follows since, at every factor node, summary
operations are always performed for the variable associated with
the edge on which the message is passed. Likewise, at a variable
node, all messages are functions of that variable, and so is any
product of these messages.

The message passed on an edge during the operation of the
single- sum-product algorithm can be interpreted as follows. If

is an edge in the tree, where is a variable node
and is a factor node, then the analysis of Appendix A shows
that the message passed on during the operation of the sum-
product algorithm is simply a summary for of the product of
the local functions descending from the vertex that originates
the message.

C. Computing All Marginal Functions

In many circumstances, we may be interested in computing
for more than one value of . Such a computation might

be accomplished by applying the single- algorithm separately
for each desired value of , but this approach is unlikely to
be efficient, since many of the subcomputations performed for
different values of will be the same. Computation of
for all simultaneously can be efficiently accomplished by es-
sentially “overlaying” on a single factor graph all possible in-
stances of the single- algorithm. No particular vertex is taken
as a root vertex, so there is no fixed parent/child relationship
among neighboring vertices. Instead, each neighbor of any
given vertex is at some point regarded as a parent of . The
message passed from to is computed just as in the single-
algorithm, i.e., as if were indeed the parent of and all other
neighbors of were children.

As in the single- algorithm, message passing is initiated at
the leaves. Each vertex remains idle until messages have ar-
rived on all but one of the edges incident on . Just as in the

Fig. 6. A factor-graph fragment, showing the update rules of the sum-product
algorithm.

single- algorithm, once these messages have arrived, is able
to compute a message to be sent on the one remaining edge
to its neighbor (temporarily regarded as the parent), just as in
the single- algorithm, i.e., according to Fig. 5. Let us denote
this temporary parent as vertex . After sending a message to

, vertex returns to the idle state, waiting for a “return mes-
sage” to arrive from . Once this message has arrived, the vertex
is able to compute and send messages to each of its neigh-
bors (other than ), each being regarded, in turn, as a parent.
The algorithm terminates once two messages have been passed
over every edge, one in each direction. At variable node ,
the product of all incoming messages is the marginal function

, just as in the single- algorithm. Since this algorithm op-
erates by computing various sums and products, we refer to it
as the sum-product algorithm.

The sum-product algorithm operates according to the fol-
lowing simple rule:

The message sent from a node on an edge is the
product of the local function at (or the unit function
if is a variable node) with all messages received at
on edges than , summarized for the variable
associated with .

Let denote the message sent from node to node
in the operation of the sum-product algorithm, let

denote the message sent from node to node . Also, let
denote the set of neighbors of a given node in a factor graph.
Then, as illustrated in Fig. 6, the message computations per-
formed by the sum-product algorithm may be expressed as fol-
lows:

(5)

(6)

where is the set of arguments of the function .
The update rule at a variable node takes on the particularly

simple form given by (5) because there is no local function to
include, and the summary for of a product of functions of is

Figure 9.10: Message passing on a bipartite factor graph. Square nodes represent factors, and circles represent
variables. The yi nodes correspond to the neighbors x′i of f other than x. From Figure 6 of [KFL01]. Used
with kind permission of Brendan Frey.

In the case of bipartite factor graphs, we have two kinds of messages: variables to factors

mx→f (x) =
∏

h∈nbr(x)\{f}
mh→x(x) (9.68)

and factors to variables

mf→x(x) =
∑

x′

f(x,x′)
∏

x′∈nbr(f)\{x}
mx′→f (x

′) (9.69)

Here nbr(x) are all the factors that are connected to variable x, and nbr(f) are all the variables that
are connected to factor f . These messages are illustrated in Figure 9.10. At convergence, we can
compute the final beliefs as a product of incoming messages:

bel(x) ∝
∏

f∈nbr(x)
mf→x(x) (9.70)

The order in which the messages are sent can be determined using various heuristics, such as
computing a spanning tree, and picking an arbitrary node as root. Alternatively, the update
ordering can be chosen adaptively using residual belief propagation [EMK06]. Or fully parallel,
asynchronous implementations can be used.

9.4.3 Gaussian belief propagation

It is possible to genereralize (loopy) belief propagation to the Gaussian case, by using the “calculus for
linear Gaussian models” in Section 2.3.3 to compute the messages and beliefs. Note that computing
the posterior mean in a linear-Gaussian system is equivalent to solving a linear system, so these
methods are also useful for linear algebra. See e.g., [PL03; Bic09; Du+18] for details.
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Figure 9.11: Interpolating noisy data using Gaussian belief propagation applied to a 1d MRF. Generated by
gauss-bp-1d-line.ipynb.

As an example of Gaussian BP, consider the problem of interpolating noisy data in 1d, as discussed
in [OED21]. In particular, let f : R → R be an unknown function for which we get N noisy
measurements yi at locations xi. We want to estimate zi = f(gi) at G grid locations gi. Let xi be
the closest location to gi. Then we assume the measurement factor is as follows:

ψi(zi−1, zi) =
1

σ2
(ŷi − yi)2 (9.71)

ŷi = (1− γi)zi−1 + γizi (9.72)

γi =
xi − gi
gi − gi−1

(9.73)

Here ŷi is the predicted measurement. The potential function makes the unknown function values
zi−1 and zi move closer to the observation, based on how far these grid points are from where the
measurement was taken. In addition, we add a pairwise smoothness potential, that encodes the prior
that zi should be close to zi−1 and zi+1:

ϕi(zi−1, zi) =
1

τ2
δ2i (9.74)

δi = zi − zi−1 (9.75)

The overall model is

p(z|x,y, g, σ2, τ2) ∝
G∏

i=1

ψi(zi−1, zi)ϕi(zi−1, zi) (9.76)

Suppose the true underlying function is a sine wave. We show some sample data in Figure 9.11(a).
We then apply Gaussian BP. Since this model is a chain, and the model is linear-Gaussian, the
resulting posterior marginals, shown in Figure 9.11(b), are exact. We see that the method has inferred
the underlying sine shape just based on a smoothness prior.
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Figure 9.12: (a) A simple loopy graph. (b) The computation tree, rooted at node 1, after 4 rounds of message
passing. Nodes 2 and 3 occur more often in the tree because they have higher degree than nodes 1 and 2.
From Figure 8.2 of [WJ08]. Used with kind permission of Martin Wainwright.

To perform message passing in models with non-linear (but Gaussian) potentials, we can generalize
the extended Kalman filter techniques from Section 8.3.2 and the moment matching techniques
(based on quadrature/sigma points) from Section 8.5.1 and Section 8.5.1.1 from chains to general
factor graphs (see e.g., [MHH14; PHR18; HPR19]). To extend to the non-Gaussian case, we can use
non-parametric BP or particle BP (see e.g., [Sud+03; Isa03; Sud+10; Pac+14]), which uses
ideas from particle filtering (Section 13.2).

9.4.4 Convergence

Loopy BP may not converge, or may only converge slowly. In this section, we discuss some techniques
that increase the chances of convergence, and the speed of convergence.

9.4.4.1 When will LBP converge?

The details of the analysis of when LBP will converge are beyond the scope of this chapter, but we
briefly sketch the basic idea. The key analysis tool is the computation tree, which visualizes the
messages that are passed as the algorithm proceeds. Figure 9.12 gives a simple example. In the
first iteration, node 1 receives messages from nodes 2 and 3. In the second iteration, it receives one
message from node 3 (via node 2), one from node 2 (via node 3), and two messages from node 4 (via
nodes 2 and 3). And so on.

The key insight is that T iterations of LBP is equivalent to exact computation in a computation
tree of height T + 1. If the strengths of the connections on the edges is sufficiently weak, then the
influence of the leaves on the root will diminish over time, and convergence will occur. See [MK05;
WJ08] and references therein for more information.

9.4.4.2 Making LBP converge

Although the theoretical convergence analysis is very interesting, in practice, when faced with a
model where LBP is not converging, what should we do?

One simple way to increase the chance of convergence is to use damping. That is, at iteration k,
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Figure 9.13: Illustration of the behavior of loopy belief propagation on an 11 × 11 Ising grid with random
potentials, wij ∼ Unif(−C,C), where C = 11. For larger C, inference becomes harder. (a) Percentage of
messages that have converged vs time for 3 different update schedules: Dotted = damped synchronous (few
nodes converge), dashed = undamped asychnronous (half the nodes converge), solid = damped asychnronous
(all nodes converge). (b-f) Marginal beliefs of certain nodes vs time. Solid straight line = truth, dashed =
sychronous, solid = damped asychronous. From Figure 11.C.1 of [KF09a]. Used with kind permission of
Daphne Koller.

we use an update of the form

mk
t→s(xs) = λmt→s(xs) + (1− λ)mk−1

t→s(xs) (9.77)

where mt→s(xs) is the standard undamped message, where 0 ≤ λ ≤ 1 is the damping factor. Clearly
if λ = 1 this reduces to the standard scheme, but for λ < 1, this partial updating scheme can help
improve convergence. Using a value such as λ ∼ 0.5 is standard practice. The benefits of this
approach are shown in Figure 9.13, where we see that damped updating results in convergence much
more often than undamped updating (see [ZLG20] for some analysis of the benefits of damping).

It is possible to devise methods, known as double loop algorithms, which are guaranteed
to converge to a local minimum of the same objective that LBP is minimizing [Yui01; WT01].
Unfortunately, these methods are rather slow and complicated, and the accuracy of the resulting
marginals is usually not much greater than with standard LBP. (Indeed, oscillating marginals is
sometimes a sign that the LBP approximation itself is a poor one.) Consequently, these techniques
are not very widely used (although see [GF21] for a newer technique).
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9.4.4.3 Increasing the convergence rate with adaptive scheduling

The standard approach when implementing LBP is to perform synchronous updates, where all
nodes absorb messages in parallel, and then send out messages in parallel. That is, the new messages
at iteration k + 1 are computed in parallel using

mk+1
1:E = (f1(m

k), . . . , fE(m
k)) (9.78)

where E is the number of edges, and fi(m) is the function that computes the message for edge i
given all the old messages. This is analogous to the Jacobi method for solving linear systems of
equations.

It is well known [Ber97b] that the Gauss-Seidel method, which performs asynchronous updates
in a fixed round-robin fashion, converges faster when solving linear systems of equations. We can
apply the same idea to LBP, using updates of the form

mk+1
i = fi

(
{mk+1

j : j < i}, {mk
j : j > i}

)
(9.79)

where the message for edge i is computed using new messages (iteration k + 1) from edges earlier in
the ordering, and using old messages (iteration k) from edges later in the ordering.

This raises the question of what order to update the messages in. One simple idea is to use a fixed
or random order. The benefits of this approach are shown in Figure 9.13, where we see that (damped)
asynchronous updating results in convergence much more often than synchronous updating.

However, we can do even better by using an adaptive ordering. The intuition is that we should
focus our computational efforts on those variables that are most uncertain. [EMK06] proposed a
technique known as residual belief propagation, in which messages are scheduled to be sent
according to the norm of the difference from their previous value. That is, we define the residual of
new message ms→t at iteration k to be

r(s, t, k) = || logms→t − logmk
s→t||∞ = max

j
| log ms→t(j)

mk
s→t(j)

| (9.80)

We can store messages in a priority queue, and always send the one with highest residual. When a
message is sent from s to t, all of the other messages that depend on ms→t (i.e., messages of the form
mt→u where u ∈ nbr(t) \ s) need to be recomputed; their residual is recomputed, and they are added
back to the queue. In [EMK06], they showed (experimentally) that this method converges more often,
and much faster, than using sychronous updating, or asynchronous updating with a fixed order.

A refinement of residual BP was presented in [SM07]. In this paper, they use an upper bound on
the residual of a message instead of the actual residual. This means that messages are only computed
if they are going to be sent; they are not just computed for the purposes of evaluating the residual.
This was observed to be about five times faster than residual BP, although the quality of the final
results are similar.

9.4.5 Accuracy

For a graph with a single loop, one can show that the max-product version of LBP will find the
correct MAP estimate, if it converges [Wei00]. For more general graphs, one can bound the error in
the approximate marginals computed by LBP, as shown in [WJW03; IFW05; Vin+10b].
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Figure 9.14: (a) Clusters superimposed on a 3 × 3 lattice graph. (b) Corresponding hyper-graph. Nodes
represent clusters, and edges represent set containment. From Figure 4.5 of [WJ08]. Used with kind permission
of Martin Wainwright.

Much stronger results are available in the case of Gaussian models. In particular, it can be shown
that, if the method converges, the means are exact, although the variances are not (typically the
beliefs are over confident). See e.g., [WF01a; JMW06; Bic09; Du+18] for details.

9.4.6 Generalized belief propagation

We can improve the accuracy of loopy BP by clustering together nodes that form a tight loop. This
is known as the cluster variational method, or generalized belief propagation [YFW00].

The result of clustering is a hyper-graph, which is a graph where there are hyper-edges between
sets of vertices instead of between single vertices. Note that a junction tree (Section 9.6) is a kind of
hyper-graph. We can represent a hyper-graph using a poset (partially ordered set) diagram, where
each node represents a hyper-edge, and there is an arrow e1 → e2 if e2 ⊂ e1. See Figure 9.14 for an
example.

If we allow the size of the largest hyper-edge in the hyper-graph to be as large as the treewidth
of the graph, then we can represent the hyper-graph as a tree, and the method will be exact, just
as LBP is exact on regular trees (with treewidth 1). In this way, we can define a continuum of
approximations, from LBP all the way to exact inference. See Supplementary Section 10.4.3.3 for
more information.

9.4.7 Convex BP

In Supplementary Section 10.4.3 we analyze LBP from a variational perspective, and show that the
resulting optimization problem, for both standard and generalized BP, is non-convex. However it is
possible to create a version of convex BP, as we explain in Supplementary Section 10.4.4, which
has the advantage that it will always converge.

9.4.8 Application: error correcting codes

LBP was first proposed by Judea Pearl in his 1988 book [Pea88]. He recognized that applying BP to
loopy graphs might not work, but recommended it as a heuristic.
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Figure 9.15: (a) A simple factor graph representation of a (2,3) low-density parity check code. Each message
bit (hollow round circle) is connected to two parity factors (solid black squares), and each parity factor is
connected to three bits. Each parity factor has the form ψstu(xs, xt, xu) = I (xs ⊗ xt ⊗ xu = 1), where ⊗ is
the xor operator. The local evidence factors for each hidden node are not shown. (b) A larger example of a
random LDPC code. We see that this graph is “locally tree-like”, meaning there are no short cycles; rather,
each cycle has length ∼ logm, where m is the number of nodes. This gives us a hint as to why loopy BP
works so well on such graphs. (Note, however, that some error correcting code graphs have short loops, so this
is not the full explanation.) From Figure 2.9 from [WJ08]. Used with kind permission of Martin Wainwright.

However, the main impetus behind the interest in LBP arose when McEliece, MacKay, and Cheng
[MMC98] showed that a popular algorithm for error correcting codes, known as turbocodes [BGT93],
could be viewed as an instance of LBP applied to a certain kind of graph.

We introduced error correcting codes in Section 5.5. Recall that the basic idea is to send the
source message x ∈ {0, 1}m over a noisy channel, and for the receiver to try to infer it given noisy
measurements y ∈ {0, 1}m or y ∈ Rm. That is, the receiver needs to compute x∗ = argmaxx p(x|y) =
argmaxx p̃(x).

It is standard to represent p̃(x) as a factor graph (Section 4.6.1), which can easily represent any
deterministic relationships (parity constraints) between the bits. A factor graph is a bipartite graph
with xi nodes on one side, and factors on the other. A graph in which each node is connected to n
factors, and in which each factor is connected to k nodes, is called an (n, k) code. Figure 9.15(a)
shows a simple example of a (2, 3) code, where each bit (hollow round circle) is connected to two
parity factors (solid black squares), and each parity factor is connected to three bits. Each parity
factor has the form

ψstu(xs, xt, xu) ≜

{
1 if xs ⊗ xt ⊗ xu = 1
0 otherwise (9.81)

If the degrees of the parity checks and variable nodes remain bounded as the blocklength m increases,
this is called a low-density parity check code, or LDPC code. (Turbocodes are constructed in a
similar way.)

Figure 9.15(b) shows an example of a randomly constructed LDPC code. This graph is “locally
tree-like”, meaning there are no short cycles; rather, each cycle has length ∼ logm. This fact is
important to the success of LBP, which is only guaranteed to work on tree-structured graphs. Using
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Figure S2: Factor Graph for Affinity Propagation

N numbers can be reduced to a single number, making affinity propagation efficient as a

message-passing algorithm. The message sent from δk(c) to ci also consists of N real num-

bers and can be denoted αi←k(j) (Fig. S2C). At any time, the value of ci can be estimated

by summing together all incoming availability and similarity messages (Fig. S2D).

Since the ρ-messages are outgoing from variables, they are computed as the element-

wise sum of all incoming messages:

ρi→k (ci) = s (i, ci) +
�

k�:k��=k
αi←k� (ci) (S2a)

Messages sent from functions to variables are computed by summing incoming messages

and then maximizing over all variables except the variable the message is being sent to.

10

Figure 9.16: Factor graphs for affinity propagation. Circles are variables, squares are factors. Each ci node
has N possible states. From Figure S2 of [FD07a]. Used with kind permission of Brendan Frey.

methods such as these, people have been able to approach the lower bound in Shannon’s channel
coding theorem, meaning they have produced codes with very little redundancy for a given amount
of noise in the channel. See e.g., [MMC98; Mac03] for more details. Such codes are widely used, e.g.,
in modern cellphones.

9.4.9 Application: affinity propagation

In this section, we discuss affinity propagation [FD07a], which can be seen as an improvement
to K-medoids clustering, which takes as input a pairwise similarity matrix. The idea is that each
datapoint must choose another datapoint as its exemplar or centroid; some datapoints will choose
themselves as centroids, and this will automatically determine the number of clusters. More precisely,
let ci ∈ {1, . . . , N} represent the centroid for datapoint i. The goal is to maximize the following
function

J(c) =

N∑

i=1

S(i, ci) +

N∑

k=1

δk(c) (9.82)

where S(i, ci) is the similarity between datapoint i and its centroid ci. The second term is a penalty
term that is −∞ if some datapoint i has chosen k as its exemplar (i.e., ci = k), but k has not chosen
itself as an exemplar (i.e., we do not have ck = k). More formally,

δk(c) =

{
−∞ if ck ̸= k but ∃i : ci = k
0 otherwise (9.83)

This encourages “representative” samples to vote for themselves as centroids, thus encouraging
clustering behavior.

The objective function can be represented as a factor graph. We can either use N nodes, each
with N possible values, as shown in Figure 9.16, or we can use N2 binary nodes (see [GF09] for the
details). We will assume the former representation.

We can find a strong local maximum of the objective by using max-product loopy belief propagation
(Section 9.4). Referring to the model in Figure 9.16, each variable node ci sends a message to each
factor node δk. It turns out that this vector of N numbers can be reduced to a scalar message,
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Figure 9.17: Example of affinity propagation. Each point is colored coded by how much it wants to be
an exemplar (red is the most, green is the least). This can be computed by summing up all the incoming
availability messages and the self-similarity term. The darkness of the i→ k arrow reflects how much point i
wants to belong to exemplar k. From Figure 1 of [FD07a]. Used with kind permission of Brendan Frey.

denoted ri→k, known as the responsibility. This is a measure of how much i thinks k would make a
good exemplar, compared to all the other exemplars i has looked at. In addition, each factor node
δk sends a message to each variable node ci. Again this can be reduced to a scalar message, ai←k,
known as the availability. This is a measure of how strongly k believes it should an exemplar for i,
based on all the other datapoints k has looked at.

As usual with loopy BP, the method might oscillate, and convergence is not guaranteed. However,
by using damping, the method is very reliable in practice. If the graph is densely connected, message
passing takes O(N2) time, but with sparse similarity matrices, it only takes O(E) time, where E is
the number of edges or non-zero entries in S.

The number of clusters can be controlled by scaling the diagonal terms S(i, i), which reflect how
much each datapoint wants to be an exemplar. Figure 9.17 gives a simple example of some 2d data,
where the negative Euclidean distance was used to measured similarity. The S(i, i) values were set
to be the median of all the pairwise similarities. The result is 3 clusters. Many other results are
reported in [FD07a], who show that the method significantly outperforms K-medoids.

9.4.10 Emulating BP with graph neural nets

There is a close connection between message passing in PGMs and message passing in graph neural
networks (GNNs), which we discuss in Section 16.3.6. However, for PGMs, the message computations
are computing using (non-learned) update equations that work for any model; all that is needed
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is the graph structure G, model parameters θ, and evidence v. By contrast, GNNs are trained to
emulate specific functions using labeled input-output pairs.

It is natural to wonder what happens if we train a GNN on the exact posterior marginals derived
from a small PGM, and then apply that trained GNN to a different test PGM. In [Yoo+18; Zha+19d],
they show this method can work quite well if the test PGM is similar in structure to the one used for
training.

An alternative approach is to start with a known PGM, and then “unroll” the BP message passing
algorithm to produce a layered feedforward model, whose connectivity is derived from the graph. The
resulting network can then be trained discriminatively for some end-task (not necessarily computing
posterior marginals). Thus the BP procedure applied to the PGM just provides a way to design
the neural network structure. This method is called deep unfolding (see e.g., [HLRW14]), and
can often give very good results. (See also [SW20] for a more recent version of this approach, called
“neural enhanced BP”.)

These neural methods are useful if the PGM is fixed, and we want to repeatedly perform inference
or prediction with it, using different values of the evidence, but where the set of nodes which are
observed is always the same. This is an example of amortized inference, where we train a model
to emulate the results of running an iterative optimization scheme (see Section 10.1.5 for more
discussion).

9.5 The variable elimination (VE) algorithm

In this section, we discuss an algorithm to compute a posterior marginal p(zQ|y) for any query set
Q, assuming p is defined by a graphical model. Unlike loopy BP, it is guaranteed to give the correct
answers even if the graph has cycles. We assume all the hidden nodes are discrete, although a version
of the algorithm can be created for the Gaussian case by using the rules for sum and product defined
in Section 2.3.3.

9.5.1 Derivation of the algorithm

We will explain the algorithm by applying it to an example. Specifically, we consider the student
network from Section 4.2.2.2. Suppose we want to compute p(J = 1), the marginal probability that
a person will get a job. Since we have 8 binary variables, we could simply enumerate over all possible
assignments to all the variables (except for J), adding up the probability of each joint instantiation:

p(J) =
∑

L

∑

S

∑

G

∑

H

∑

I

∑

D

∑

C

p(C,D, I,G, S, L, J,H) (9.84)

However, this would take O(27) time. We can be smarter by pushing sums inside products. This
is the key idea behind the variable elimination algorithm [ZP96], also called bucket elimination
[Dec96], or, in the context of genetic pedigree trees, the peeling algorithm [CTS78].
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Figure 9.18: Example of the elimination process, in the order C,D, I,H,G, S, L. When we eliminate I (figure
c), we add a fill-in edge between G and S, since they are not connected. Adapted from Figure 9.10 of [KF09a].

In our example, we get

p(J) =
∑

L,S,G,H,I,D,C

p(C,D, I,G, S, L, J,H)

=
∑

L,S,G,H,I,D,C

ψC(C)ψD(D,C)ψI(I)ψG(G, I,D)ψS(S, I)ψL(L,G)

× ψJ(J, L, S)ψH(H,G, J)

=
∑

L,S

ψJ(J, L, S)
∑

G

ψL(L,G)
∑

H

ψH(H,G, J)
∑

I

ψS(S, I)ψI(I)

×
∑

D

ψG(G, I,D)
∑

C

ψC(C)ψD(D,C)

We now evaluate this expression, working right to left as shown in Table 9.1. First we multiply
together all the terms in the scope of the

∑
C operator to create the temporary factor

τ ′1(C,D) = ψC(C)ψD(D,C) (9.85)

Then we marginalize out C to get the new factor

τ1(D) =
∑

C

τ ′1(C,D) (9.86)

Next we multiply together all the terms in the scope of the
∑
D operator and then marginalize out

to create

τ ′2(G, I,D) = ψG(G, I,D)τ1(D) (9.87)

τ2(G, I) =
∑

D

τ ′2(G, I,D) (9.88)

And so on.
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∑
L

∑
S

ψJ (J, L, S)
∑
G

ψL(L,G)
∑
H

ψH(H,G, J)
∑
I

ψS(S, I)ψI(I)
∑
D

ψG(G, I,D)
∑
C

ψC(C)ψD(D,C)︸ ︷︷ ︸
τ1(D)∑

L

∑
S

ψJ (J, L, S)
∑
G

ψL(L,G)
∑
H

ψH(H,G, J)
∑
I

ψS(S, I)ψI(I)
∑
D

ψG(G, I,D)τ1(D)︸ ︷︷ ︸
τ2(G,I)∑

L

∑
S

ψJ (J, L, S)
∑
G

ψL(L,G)
∑
H

ψH(H,G, J)
∑
I

ψS(S, I)ψI(I)τ2(G, I)︸ ︷︷ ︸
τ3(G,S)∑

L

∑
S

ψJ (J, L, S)
∑
G

ψL(L,G)
∑
H

ψH(H,G, J)︸ ︷︷ ︸
τ4(G,J)

τ3(G,S)

∑
L

∑
S

ψJ (J, L, S)
∑
G

ψL(L,G)τ4(G, J)τ3(G,S)︸ ︷︷ ︸
τ5(J,L,S)∑

L

∑
S

ψJ (J, L, S)τ5(J, L, S)︸ ︷︷ ︸
τ6(J,L)∑

L

τ6(J, L)︸ ︷︷ ︸
τ7(J)

Table 9.1: Eliminating variables from Figure 4.38 in the order C,D, I,H,G, S, L to compute P (J).

The above technique can be used to compute any marginal of interest, such as p(J) or p(J,H). To
compute a conditional, we can take a ratio of two marginals, where the visible variables have been
clamped to their known values (and hence don’t need to be summed over). For example,

p(J = j|I = 1, H = 0) =
p(J = j, I = 1, H = 0)∑
j′ p(J = j′, I = 1, H = 0)

(9.89)

9.5.2 Computational complexity of VE

The running time of VE is clearly exponential in the size of the largest factor, since we have to sum
over all of the corresponding variables. Some of the factors come from the original model (and are
thus unavoidable), but new factors may also be created in the process of summing out. For example,
in Table 9.1, we created a factor involving G, I, and S; but these nodes were not originally present
together in any factor.

The order in which we perform the summation is known as the elimination order. This can
have a large impact on the size of the intermediate factors that are created. For example, consider
the ordering in Table 9.1: the largest created factor (beyond the original ones in the model) has size
3, corresponding to τ5(J, L, S). Now consider the ordering in Table 9.2: now the largest factors are
τ1(I,D,L, J,H) and τ2(D,L, S, J,H), which are much bigger.
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∑
D

∑
C

ψD(D,C)
∑
H

∑
L

∑
S

ψJ (J, L, S)
∑
I

ψI(I)ψS(S, I)
∑
G

ψG(G, I,D)ψL(L,G)ψH(H,G, J)︸ ︷︷ ︸
τ1(I,D,L,J,H)∑

D

∑
C

ψD(D,C)
∑
H

∑
L

∑
S

ψJ (J, L, S)
∑
I

ψI(I)ψS(S, I)τ1(I,D,L, J,H)︸ ︷︷ ︸
τ2(D,L,S,J,H)∑

D

∑
C

ψD(D,C)
∑
H

∑
L

∑
S

ψJ (J, L, S)τ2(D,L, S, J,H)︸ ︷︷ ︸
τ3(D,L,J,H)∑

D

∑
C

ψD(D,C)
∑
H

∑
L

τ3(D,L, J,H)︸ ︷︷ ︸
τ4(D,J,H)∑

D

∑
C

ψD(D,C)
∑
H

τ4(D, J,H)︸ ︷︷ ︸
τ5(D,J)∑

D

∑
C

ψD(D,C)τ5(D, J)︸ ︷︷ ︸
τ6(D,J)∑

D

τ6(D, J)︸ ︷︷ ︸
τ7(J)

Table 9.2: Eliminating variables from Figure 4.38 in the order G, I, S, L,H,C,D.

We can determine the size of the largest factor graphically, without worrying about the actual
numerical values of the factors, by running the VE algorithm “symbolically”. When we eliminate a
variable zt, we connect together all variables that share a factor with zt (to reflect the new temporary
factor τ ′t). The edges created by this process are called fill-in edges. For example, Figure 9.18 shows
the fill-in edges introduced when we eliminate in the C,D, I, . . . order. The first two steps do not
introduce any fill-ins, but when we eliminate I, we connect G and S, to capture the temporary factor

τ ′3(G,S, I) = ψS(S, I)ψI(I)τ2(G, I) (9.90)

Let G≺ be the (undirected) graph induced by applying variable elimination to G using elimination
ordering ≺. The temporary factors generated by VE correspond to maximal cliques in the graph
G≺. For example, with ordering (C,D, I,H,G, S, L), the maximal cliques are as follows:

{C,D}, {D, I,G}, {G,L, S, J}, {G, J,H}, {G, I, S} (9.91)

It is clear that the time complexity of VE is
∑

c∈C(G≺)

K |c| (9.92)
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where C(G) are the (maximal) cliques in graph G, |c| is the size of the clique c, and we assume for
notational simplicity that all the variables have K states each.

Let us define the induced width of a graph given elimination ordering ≺, denoted w≺, as the size
of the largest factor (i.e., the largest clique in the induced graph ) minus 1. Then it is easy to see
that the complexity of VE with ordering ≺ is O(Kw≺+1). The smallest possible induced width for a
graph is known at its treewidth. Unfortunately finding the corresponding optimal elimination order
is an NP-complete problem [Yan81; ACP87]. See Section 9.5.3 for a discussion of some approximate
methods for finding good elimination orders.

9.5.3 Picking a good elimination order

Many algorithms take time (or space) which is exponential in the tree width of the corresponding
graph. For example, this applies to Cholesky decompositions of sparse matrices, as well as to einsum
contractions (see https://github.com/dgasmith/opt_einsum). Hence we would like to find an
elimination ordering that minimizes the width. We say that an ordering π is a perfect elimination
ordering if it does not introduce any fill-in edges. Every graph that is already triangulated (e.g., a
tree) has a perfect elimination ordering. We call such graphs decomposable.

In general, we will need to add fill-in edges to ensure the resulting graph is decomposable. Different
orderings can introduce different numbers of fill-in edges, which affects the width of the resulting
chordal graph; for example, compare Table 9.1 to Table 9.2.

Choosing an elimination ordering with minimal width is NP-complete [Yan81; ACP87]. It is
common to use greedy approximation known as the min-fill heuristic, which works as follows:
eliminate any node which would not result in any fill-ins (i.e., all of whose uneliminated neighbors
already form a clique); if there is no such node, eliminate the node which would result in the minimum
number of fill-in edges. When nodes have different weights (e.g., representing different numbers of
states), we can use the min-weight heuristic, where we try to minimize the weight of the created
cliques at each step.

Of course, many other methods are possible. See [Heg06] for a general survey. [Kja90; Kja92]
compared simulated annealing with the above greedy method, and found that it sometimes works
better (although it is much slower). [MJ97] approximate the discrete optimization problem by a
continuous optimization problem. [BG96] present a randomized approximation algorithm. [Gil88]
present the nested dissection order, which is always within O(logN) of optimal. [Ami01] discuss
various constant-factor appoximation algorithms. [Dav+04] present the AMD or approximate
minimum degree ordering algorithm, which is implemented in Matlab.4 The METIS library can
be used for finding elimination orderings for large graphs; this implements the nested dissection
algorithm [GT86]. For a planar graph with N nodes, the resulting treewidth will have the optimal
size of O(N3/2).

9.5.4 Computational complexity of exact inference

We have seen that variable elimination takes O(NKw+1) time to compute the marginals for a graph
with N nodes, and treewidth w, where each variable has K states. If the graph is densely connected,
then w = O(N), and so inference will take time exponential in N .

4. See the description of the symamd command at https://bit.ly/31N6E2b. (“sym” stands for symbolic, “amd” stands
approximate minimum degree.)
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Figure 9.19: Encoding a 3-SAT problem on n variables and m clauses as a DGM. The Qs variables are
binary random variables. The Ct variables are deterministic functions of the Qs’s, and compute the truth
value of each clause. The At nodes are a chain of AND gates, to ensure that the CPT for the final x node has
bounded size. The double rings denote nodes with deterministic CPDs. From Figure 9.1 of [KF09a]. Used
with kind permission of Daphne Koller.

Of course, just because some particular algorithm is slow doesn’t mean that there isn’t some
smarter algorithm out there. Unfortunately, this seems unlikely, since it is easy to show that exact
inference for discrete graphical models is NP-hard [DL93]. The proof is a simple reduction from the
satisfiability problem. In particular, note that we can encode any 3-SAT problem as a DPGM with
deterministic links, as shown in Figure 9.19. We clamp the final node, x, to be on, and we arrange
the CPTs so that p(x = 1) > 0 iff there is a satisfying assignment. Computing any posterior marginal
requires evaluating the normalization constant, p(x = 1), so inference in this model implicitly solves
the SAT problem.

In fact, exact inference is #P-hard [Rot96], which is even harder than NP-hard. The intuitive
reason for this is that to compute the normalizing constant, we have to count how many satisfying
assignments there are. (By contrast, MAP estimation is provably easier for some model classes
[GPS89], since, intuitively speaking, it only requires finding one satisfying assignment, not counting
all of them.) Furthermore, even approximate inference is computationally hard in general [DL93;
Rot96].

The above discussion was just concerned with inferring the states of discrete hidden variables.
When we have continuous hidden variables, the problem can be even harder, since even a simple
two-node graph, of the form z → y, can be intractable to invert if the variables are high dimensional
and do not have a conjugate relationship (Section 3.4). Inference in mixed discrete-continuous models
can also be hard [LP01].

As a consequence of these hardness results, we often have to resort to approximate inference
methods, such as variational inference (Chapter 10) and Monte Carlo inference (Chapter 11).

9.5.5 Drawbacks of VE

Consider using VE to compute all the marginals in a chain-structured graphical model, such as an
HMM. We can easily compute the final marginal p(zT |y) by eliminating all the nodes z1 to zT−1
in order. This is equivalent to the forwards algorithm, and takes O(K2T ) time, as we discussed in
Section 9.2.3. But now suppose we want to compute p(zT−1|y). We have to run VE again, at a cost
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Figure 9.20: Sending multiple messages along a tree. (a) z1 is root. (b) z2 is root. (c) z4 is root. (d) All of
the messages needed to compute all singleton marginals. Adapted from Figure 4.3 of [Jor07].

of O(K2T ) time. So the total cost to compute all the marginals is O(K2T 2). However, we know that
we can solve this problem in O(K2T ) using the forwards-backwards, as we discussed in Section 9.2.3.
The difference is that FB caches the messages computed on the forwards pass, so it can reuse them
later. (Caching previously computed results is the core idea behind dynamic programming.)

The same problem arises when applying VE to trees. For example, consider the 4-node tree in
Figure 9.20. We can compute p(z1|y) by eliminating z2:4; this is equivalent to sending messages up
to z1 (the messages correspond to the τ factors created by VE). Similarly we can compute p(z2|y),
p(z3|y) and then p(z4|y). We see that some of the messages used to compute the marginal on one
node can be re-used to compute the marginals on the other nodes. By storing the messages for later
re-use, we can compute all the marginals in O(K2T ) time, as we show in Section 9.3.

The question is: how do we get these benefits of message passing on a tree when the graph is not a
tree? We give the answer in Section 9.6.

9.6 The junction tree algorithm (JTA)

The junction tree algorithm or JTA is a generalization of variable elimination that lets us
efficiently compute all the posterior marginals without repeating redundant work, by using dynamic
programming, thus avoiding the problems mentioned in Section 9.5.5. The basic idea is to convert
the graph into a special kind of tree, known as a junction tree (also called a join tree, or clique
tree), and then to run belief propagation (message passing) on this tree. We can create the join
tree by running variable elimination “symbolically”, as discussed in Section 9.5.2, and adding the
generated fill-in edges to the graph. The resulting chordal graph can then be converted to a tree, as
explained in Supplementary Section 9.2.1. Once we have a tree, we can perform message passing on
it, using a variant of the method Section 9.3.2. See Supplementary Section 9.2.2 for details.
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9.7 Inference as optimization

In this section, we discuss how to perform posterior inference by solving an optimization problem,
which is often computationally simpler. See also Supplementary Section 9.3.

9.7.1 Inference as backpropagation

In this section, we discuss how to compute posterior marginals in a graphical model using automatic
differentiation. For notational simplicity, we focus on undirected graphical models, where the joint
can be represented as an exponential family (Section 2.4) follows:

p(x) =
1

Z

∏

c

ψc(xc) = exp(
∑

c

ηTcT (xc)− logA(η)) = exp(ηTT (x)− logA(η)) (9.93)

where ψc is the potential function for clique c, ηc are the natural parameters for clique c, T (xc) are
the corresponding sufficient statistics, and A = logZ is the log partition function.

We will consider pairwise models (with node and edge potentials), and discrete variables. The
natural parameters are the node and edge log potentials, η = ({ηs;j}, {ηs,t;j,k}), and the sufficient
statistics are node and edge indicator functions, T (x) = ({I (xs = j)}, {I (xs = j, xt = k)}). (Note:
we use s, t ∈ V to index nodes and j, k ∈ X to index states.)

The mean of the sufficient statistics are given by

µ = E [T (x)] = ({p(xs = j)}s, {p(xs = j, xt = k)}s̸=t) = ({µs;j}s, {µst;jk}s ̸=t) (9.94)

The key result, from Equation (2.236), is that µ = ∇ηA(η). Thus as long as we have a function that
computes A(η) = logZ(η), we can use automatic differentiation (Section 6.2) to compute gradients,
and then we can extract the corresponding node marginals from the gradient vector. If we have
evidence (known values) on some of the variables, we simply “clamp” the corresponding entries to 0
or 1 in the node potentials.

The observation that probabilistic inference can be performed using automatic differentiation has
been discovered independently by several groups (e.g., [Dar03; PD03; Eis16; ASM17]). It also lends
itself to the development of differentiable approximations to inference (see e.g., [MB18]).

9.7.1.1 Example: inference in a small model

As a concrete example, consider a small chain structured model x1 − x2 − x3, where each node has
K states. We can represent the node potentials as K × 1 tensors (table of numbers), and the edge
potentials by K ×K tensors. The partition function is given by

Z(ψ) =
∑

x1,x2,x3

ψ1(x1)ψ2(x2)ψ3(x3)ψ12(x1, x2)ψ23(x2, x3) (9.95)

Let η = log(ψ) be the log potentials, and A(η) = logZ(η) be the log partition function. We can
compute the single node marginals µs = p(xs = 1 : K) using µs = ∇ηsA(η), and the pairwise
marginals µs,t(j, k) = p(xs = j, xt = k) using µs,t = ∇ηs,tA(η).

We can compute the partition function Z efficiently use numpy’s einsum function, which imple-
ments tensor contraction using Einstein summation notation. We label each dimension of the tensors
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by A, B, and C, so einsum knows how to match things up. We then compute gradients using an
auto-diff library.5 The result is that inference can be done in two lines of Python code, as shown in
Listing 9.1:

Listing 9.1: Computing marginals from derivative of log partition function
import jax.numpy as jnp
from jax import grad

logZ_fun = lambda logpots: np.log(jnp.einsum("A,B,C,AB ,BC",
*[jnp.exp(lp) for lp in logpots ]))

probs = grad(logZ_fun)(logpots)

To perform conditional inference, such as p(xs = k|xt = e), we multiply in one-hot indicator
vectors to clamp xt to the value e so that the unnormalized joint only assigns non-zero probability to
state combinations that are valid. We then sum over all values of the unclamped variables to get the
constrained partition function Ze. The gradients will now give us the marginals conditioned on the
evidence [Dar03].

9.7.2 Perturb and MAP

In this section, we discuss how to draw posterior samples from a graphical model by leveraging
optimization as a subroutine. The basic idea is to make S copies of the model, each of which has
slightly perturbed versions of the parameters, θs = θs + ϵs, and then to compute the MAP estimate,
xs = argmax p(x|y;θs). For a suitably chosen noise distribution for ϵs, this technique — known as
perturb-and-MAP — can be shown that this gives exact posterior samples [PY10; PY11; PY14].

9.7.2.1 Gaussian case

We first consider the case of a Gaussian MRF. Let x ∈ RN be the vector of hidden states with prior

p(x) ∝ N (Gx|µp,Σp) ∝ exp(−1

2
xTKxx+ hTxx) (9.96)

where G ∈ RK×N is a matrix that represents prior dependencies (e.g., pairwise correlations),
Kx = GTΣ−1p G, and hx = GTΣ−1p µp. Let y ∈ RM be the measurements with likelihood

p(y|x) = N (y|Hx+ c,Σn) ∝ exp(−1

2
xTKy|xx+ hTy|xx−

1

2
yTΣ−1n y) (9.97)

where H ∈ RM×N represents dependencies between the hidden and visible variables, Ky|x = HTΣ−1n H

and hy|x = HTΣ−1n (y − c). The posterior is given by the following (cf. one step of the information
filter in Section 8.2.4)

p(x|y) = N (x|µ,Σ) (9.98)

Σ−1 = K = GTΣ−1p G+HTΣ−1n H (9.99)

µ = K(GTΣ−1p µp +HTΣ−1n (y − c)) (9.100)

5. See ugm_inf_autodiff.py for the full (JAX) code, and see https://github.com/srush/ProbTalk for a (PyTorch)
version by Sasha Rush.
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where we have assumed K = Kx +Ky|x is invertible (although the prior or likelihood on their own
may be singular).

The K rows of G = [gT1 ; . . . ; g
T
K ] and the M rows of H = [hT1 ; . . . ;h

T
M ] can be combined into the

L rows of F = [fT1 ; . . . ;fL], which define the linear constraints of the system. If we assume that
Σp and Σn are diagonal, then the structure of the graphical model is uniquely determined by the
sparsity of F. The resulting posterior factorizes as a product of L Gaussian “experts”:

p(x|y) ∝
L∏

l=1

exp(−1

2
xTKlx+ hTl x) ∝

L∏

l=1

N (fTl x;µl,Σl) (9.101)

where Σl equals Σp,l,l for l = 1 : K and equals Σn,l′,l′ for l = K + 1 : L where l′ = l −K. Similarly
µl = µp,l for l = 1 : K and µl = (yl′ − cl′) for l = K + 1 : L.

To apply perturb and MAP, we proceed as follows. First perturb the prior mean by sampling µ̃p ∼
N (µp,Σp), and perturb the measurements by sampling ỹ ∼ N (y,Σn). (Note that this is equivalent

to first perturbing the linear term in each information form potential, using h̃l = hl + flΣ
− 1

2

l ϵl,
where ϵl ∼ N (0, 1).) Then compute the MAP estimate for x using the perturbed parameters:

x̃ = K−1GTΣ−1p µ̃p +K−1HTΣ−1n (ỹ − c) (9.102)

= K−1GTΣ−1p︸ ︷︷ ︸
A

(µp + ϵµ) +K−1HTΣ−1n︸ ︷︷ ︸
B

(y + ϵy − c) (9.103)

= µ+Aϵµ +Bϵy (9.104)

We see that E [x̃] = µ and E
[
(x̃− µ)(x̃− µ)T

]
= K−1 = Σ, so the method produces exact samples.

This approach is very scalable, since compute the MAP estimate of sparse GMRFs (i.e., posterior
mean) can be done efficiently using conjugate gradient solvers. Alternatively we can use loopy belief
propagation (Section 9.4), which can often compute the exact posterior mean (see e.g., [WF01a;
JMW06; Bic09; Du+18]).

9.7.2.2 Discrete case

In [PY11; PY14] they extend perturb-and-MAP to the case of discrete graphical models. This
setup is more complicated, and requires the use of Gumbel noise, which can be sampled using
ϵ = − log(− log(u)), where u ∼ Unif(0, 1). This noise should be added to all the potentials in the
model, but as a simple approximation, it can just be added to the unary terms, i.e., the local evidence
potentials. Let the score, or unnormalized log probability, of configuration x given inputs c be

S(x; c) = log p(x|c) + const =
∑

i

log ϕi(xi) +
∑

ij

logψij(xi,j) (9.105)

where we have assumed a pairwise CRF for notational simplicity. If we perturb the local evidence
potentials ϕi(k) by adding ϵik to each entry, where k indexes the discrete latent states, we get
S̃(x; c). We then compute a sample x̃ by solving x̃ = argmax S̃(x; c). The advantage of this
approach is that it can leverage efficient MAP solvers for discrete models, such as those discussed in
Supplementary Section 9.3. This can in turn be used for parameter learning, and estimating the
partition function [HJ12; Erm+13].
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10 Variational inference

10.1 Introduction

In this chapter, we discuss variational inference, which reduces posterior inference to optimization.
Note that VI is a large topic; this chapter just gives a high level overview. For more details, see e.g.,
[Jor+98; JJ00; Jaa01; WJ08; SQ05; TLG08; Zha+19b; Bro18].

10.1.1 The variational objective

Consider a model with unknown (latent) variables z, known variables x, and fixed parameters θ. (If
the parameters are unknown, they can be added to z, as we discuss later.) We assume the prior is
pθ(z) and the likelihood is pθ(x|z), so the unnormalized joint is pθ(x, z) = pθ(x|z)pθ(z), and the
posterior is pθ(z|x) = pθ(x, z)/pθ(x). We assume that it is intractable to compute the normalization
constant, pθ(x) =

∫
pθ(x, z)dz, and hence intractable to compute the normalized posterior. We

therefore seek an approximation to the posterior, which we denote by q(z), such that we minimize
the following loss:

q = argmin
q∈Q

DKL (q(z) ∥ pθ(z|x)) (10.1)

Since we are minimizing over functions (namely distributions q), this is called a variational method.
In practice we pick a parametric family Q, where we use ψ, known as the variational parameters,

to specify which member of the family we are using. We can compute the best variational parameters
(for given x) as follows:

ψ∗ = argmin
ψ

DKL (qψ(z) ∥ pθ(z|x)) (10.2)

= argmin
ψ

Eqψ(z)

[
log qψ(z)− log

(
pθ(x|z)pθ(z)

pθ(x)

)]
(10.3)

= argmin
ψ

Eqψ(z) [log qψ(z)− log pθ(x|z)− log pθ(z)]︸ ︷︷ ︸
L(θ,ψ|x)

+ log pθ(x) (10.4)

The final term log pθ(x) = log(
∫
pθ(x, z)dz) is generally intractable to compute. Fortunately, it is

independent of ψ, so we can drop it. This leaves us with the first term, which we write as follows:

L(θ,ψ|x) = Eqψ(z) [− log pθ(x, z) + log qψ(z)] (10.5)
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Figure 10.1: Illustration of variational inference. The large oval represents the set of variational distributions
Q = {qψ(z) : ψ ∈ ⊖}, where ⊖ is the set of possible variational parameters. The true distribution is the
point p(z|x), which we assume lies outside the set. Our goal is to find the best approximation to p within our
variational family; this is the point ψ∗ which is closest in KL divergence. We find this point by starting an
optimization procedure from the random initial point ψinit. Adapted from a figure by David Blei.

Minimizing this objective will minimize the KL divergence, causing our approximation to approach
the true posterior. See Figure 10.1 for an illustration. In the sections below, we give two different
interpretations of this objective function.

10.1.1.1 The view from physics: minimize the variational free energy

If we define Eθ(z) = − log pθ(z,x) as the energy, then we can rewrite the loss in Equation (10.5)

L(θ,ψ|x) = Eqψ(z) [Eθ(z)]−H(qψ) = expected energy− entropy (10.6)

In physics, this is known as the variational free energy (VFE). This is an upper bound on the
free energy (FE), − log pθ(x), which follows from the fact that

DKL (qψ(z) ∥ pθ(z|x)) = L(θ,ψ|x) + log pθ(x) ≥ 0 (10.7)
L(θ,ψ|x)︸ ︷︷ ︸

VFE

≥ − log pθ(x)︸ ︷︷ ︸
FE

(10.8)

Variational inference is equivalent to minimizing the VFE. If we reach the minimum value of
− log pθ(x), then the KL divergence term will be 0, so our approximate posterior will be exact.

10.1.1.2 The view from statistics: maximize the evidence lower bound (ELBO)

The negative of the VFE is known as the evidence lower bound or ELBO function [BKM16]:

Ł(θ,ψ|x) ≜ Eqψ(z) [log pθ(x, z)− log qψ(z)] = ELBO (10.9)

The name “ELBO” arises because

Ł(θ,ψ|x) ≤ log pθ(x) (10.10)

where log pθ(x) is called the “evidence”. The inequality follows from Equation (10.8). Therefore
maximizing the ELBO wrt ψ will minimize the original KL, since log pθ(x) is a constant wrt ψ.
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(Note: we use the symbol Ł for the ELBO, rather than L, since we want to maximize Ł but minimize
L.)

We can rewrite the ELBO as follows:

Ł(θ,ψ|x) = Eqψ(z) [log pθ(x, z)] +H(qψ(z)) (10.11)

We can interpret this

ELBO = expected log joint + entropy (10.12)

The second term encourages the posterior to be maximum entropy, while the first term encourages it
to be a joint MAP configuration.

We can also rewrite the ELBO as

Ł(ψ|θ,x) = Eqψ(z) [log pθ(x|z) + log pθ(z)− log qψ(z)] (10.13)

= Eqψ(z) [log pθ(x|z)]−DKL (qψ(z) ∥ pθ(z)) (10.14)

We can interpret this as follows:

ELBO = expected log likelihood−KL from posterior to prior (10.15)

The KL term acts like a regularizer, preventing the posterior from diverging too much from the prior.

10.1.2 Form of the variational posterior

There are two main approaches for choosing the form of the variational posterior, qψ(z|x). In the first
approach, we pick a convenient functional form, such as multivariate Gaussian, and then optimize the
ELBO using gradient-based methods. This is called fixed-form VI, and is discussed in Section 10.2.
An alternative is to make the mean field assumption, namely that the posterior factorizes:

qψ(z) =

J∏

j=1

qj(zj) (10.16)

where qj(zj) = qψj (zj) is the posterior over the j’th group of variables. We don’t need to specify the
functional form for each qj . Instead, the optimal distributional form can be derived by maximizing
the ELBO wrt each group of variational parameters one at a time, in a coordinate ascent manner.
This is therefore called free-form VI, and is discussed in Section 10.3.

We now give a simple example of variational inference applied to a 2d latent vector z, representing
the mean of a Gaussian. The prior is N (z| ⌣m,

⌣
V), and the likelihood is

p(D|z) =
N∏

n=1

N (xn|z,Σ) ∝ N (x|z, 1
N

Σ) (10.17)

The exact posterior, p(z|D) = N (z| ⌢m,
⌢
V), can be computed analytically, as discussed in Sec-

tion 3.4.4.1. In Figure 10.2, we compare three Gaussian variational approximations to the posterior.
If q uses a full covariance matrix, it matches the exact posterior; however, this is intractable in high
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Figure 10.2: Variational approximation to the exact (Gaussian) posterior for the mean of a 2d Gaussian
likelihood with a Gaussian prior. We show 3 Gaussian approximations to the posterior, using a full covari-
ance (blue), a diagonal covariance (green), and a diagonal plus rank one covariance (red). Generated by
gaussian_2d_vi.ipynb.

dimensions. If q uses a diagonal covariance matrix (corresponding to the mean field approximation),
we see that the approximation is over confident, which is a well-known flaw of variational inference,
due to the mode-seeking nature of minimizing DKL (q ∥ p) (see Section 5.1.4.3 for details). Finally, if
q uses a rank-1 plus diagonal approximation, we get a much better approximation; furthermore, this
can be computed quite efficiently, as we discuss in Section 10.2.1.3.

10.1.3 Parameter estimation using variational EM

So far, we have assumed the model parameters θ are known. However, we can try to estimate them
by maximing the log marginal likelihood of the dataset, D = {xn : n = 1 : N},

log p(D|θ) =
N∑

n=1

log p(xn|θ) (10.18)

In general, this is intractable to compute, but we discuss approximations below.

10.1.3.1 MLE for latent variable models

Suppose we have a latent variable model of the form

p(D, z1:N |θ) =
N∏

n=1

p(zn|θ)p(xn|zn,θ) (10.19)

as shown in Figure 10.3a. Furthermore, suppose we want to compute the MLE for θ given the dataset
D = {xn : n = 1 : N}. Since the local latent variables zn are hidden, we must marginalize them out
to get the local (per example) log marginal likelihood:

log p(xn|θ) = log

[∫
p(xn|zn,θ)p(zn|θ)dzn

]
(10.20)
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(b)

Figure 10.3: Graphical models with: (a) Local stochastic latent variables zn and global deterministic latent
parameter θ. (b) Global stochastic latent parameter θ and global deterministic latent hyper-parameter ξ. The
observed variables xn are shown by shaded circles.

Unfortunately, computing this integral is usually intractable, since it corresponds to the normalization
constant of the exact posterior. Fortunately, the ELBO is a lower bound on this:

Ł(θ,ψn|xn) ≤ log p(xn|θ) (10.21)

We can thus optimize the model parameters by maximizing

Ł(θ,ψ1:N |D) ≜
N∑

n=1

Ł(θ,ψn|xn) ≤ log p(D|θ) (10.22)

This is the basis of the variational EM algorithm. We discuss this in more detail in Section 6.5.6.1,
but the basic idea is to alternate between maximizing the ELBO wrt the variational parameters
{ψn} in the E step, to give us qψn(zn), and then maximizing the ELBO (using the new ψn) wrt the
model parameters θ in the M step. (We can also use SGD and amortized inference to speed this up,
as we explain in Sections 10.1.4 to 10.1.5.)

10.1.3.2 Empirical Bayes for fully observed models

Suppose we have a fully observed model (with no local latent variables) of the form

p(D,θ|ξ) = p(θ|ξ)
N∏

n=1

p(xn|θ) (10.23)

as shown in Figure 10.3b. In the context of Bayesian parameter inference, our goal is to compute the
parameter posterior:

p(θ|D, ξ) = p(D|θ)p(θ|ξ)
p(D|ξ) (10.24)

where θ are the global unknown model parameters (latent variables), and ξ are the hyper-parameters
for the prior. If the hyper-parameters are unknown, we can estimate them using empirical Bayes (see
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Section 3.7) by computing

ξ̂ = argmax
ξ

log p(D|ξ) (10.25)

We can use variational EM to compute this, similar to Section 10.1.3.1, except now the parameters
to be estimated are ξ, the latent variables are the shared global parameters θ, and the observations
are the entire dataset, D. We then get the lower bound

log p(D|ξ) ≥ Ł(ξ,ψ|D) = Eqψ(θ)

[
N∑

n=1

log p(xn|θ)
]
−DKL (qψ(θ) ∥ p(θ|ξ)) (10.26)

We optimize this wrt the parameters of the variational posterior, ψ, and wrt the prior hyper-parameters
ξ.

If the prior ξ is fixed, we just need to optimize the variational parameters ψ to compute the
posterior, qψ(θ|D). This is known as variational Bayes. See Section 10.3.3 for more details.

10.1.4 Stochastic VI

In Section 10.1.3, we saw that parameter estimation requires optimizing the ELBO for the entire
dataset, which is defined as the sum of the ELBOs for each of the N data samples xn. Computing
this objective can be slow if N is large. Fortunately, we can replace this objective with a stochastic
approximation, which is faster to compute, and provides an unbiased estimate. In particular, at each
step, we can draw a random minibatch of B = |B| examples from the dataset, and then make the
approximation

Ł(θ,ψ1:N |D) =
N∑

n=1

Ł(θ,ψn|xn) ≈
N

B

∑

xn∈B

[
Eqψn (zn)

[
log pθ(xn|zn) + log pθ(zn)− log qψn(zn)

]]

(10.27)

This can be used inside of a stochastic optimization algorithm, such as SGD. This is called stochastic
variational inference or SVI [Hof+13], and allows VI to scale to large datasets.

10.1.5 Amortized VI

In Section 10.1.4, we saw that in each iteration of SVI, we need to optimize the local variational
parameters ψn for each example n in the minibatch. This nested optimization can be quite slow.

An alternative approach is to train a model, known as an inference network or recognition
network, to predict ψn from the observed data, xn, using ψn = f inf

ϕ (xn). This technique is known
as amortized variational inference [GG14], or inference compilation [LBW17], since we are
reducing the cost of per-example time inference by training a model that is shared across all examples.
(See also [Amo22] for a general discussion of amortized optimization.) For brevity, we will write the
amortized posterior as

q(zn|ψn) = q(zn|f inf
ϕ (xn)) = qϕ(zn|xn) (10.28)
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The corresponding ELBO becomes

Ł(θ,ϕ|D) =
N∑

n=1

[
Eqϕ(zn|xn) [log pθ(xn, zn)− log qϕ(zn|xn)]

]
(10.29)

If we combine this with SVI we get an amortized version of Equation (10.27). For example, if we use
a minibatch of size 1, we get

Ł(θ,ϕ|xn) ≈ N
[
Eqϕ(zn|xn) [log pθ(xn, zn)− log qϕ(zn|xn)]

]
(10.30)

We can optimize this as shown in Algorithm 10.1. Note that the (partial) maximization wrt θ in
the M step is usually done with a gradient update, but the maximization wrt ϕ in the E step is
trickier, since the loss uses ϕ to define an expectation operator, so we can’t necessarily push the
gradient operator inside; we discuss ways to optimize the variational parameters in Section 10.2 and
Section 10.3.

Algorithm 10.1: Amortized stochastic variational EM
1 Initialize θ, ϕ
2 repeat
3 Sample xn ∼ pD
4 E step: ϕ = argmaxϕ Ł(θ,ϕ|xn)
5 M step: θ = argmaxθ Ł(θ,ϕ|xn)
6 until converged

10.1.6 Semi-amortized inference

Amortized SVI is widely used for fitting LVMs, e.g., for VAEs (see Section 21.2), for topic models
[SS17a], for probabilistic programming [RHG16], for CRFs [TG18], etc. However, the use of an
inference network can result in a suboptimal setting of the local variational parameters ψn. This
is called the amortization gap [CLD18]. We can close this gap by using the inference network
to warm-start an optimizer for ψn; this is known as semi-amortized VI [Kim+18c]. (See also
[MYM18], who propose a closely related method called iterative amortized inference.)

An alternative approach is to use the inference network as a proposal distribution. If we combine
this with importance sampling, we get the IWAE bound of Section 10.5.1. If we use this with
Metropolis-Hastings, we get a VI-MCMC hybrid (see Section 10.4.5).

10.2 Gradient-based VI

In this section, we will choose some convenient form for qψ(z), such as a Gaussian for continuous
z, or a product of categoricals for discrete z, and then optimize the ELBO using gradient based
methods.
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Figure 10.4: Illustration of the reparameterization trick. The objective f depends on the variational parameters
ϕ, the observed data x, and the latent random variable z ∼ qϕ(z|x). On the left, we show the standard form
of the computation graph. On the right, we show a reparameterized form, in which we move the stochasticity
into the noise source ϵ, and compute z deterministically, z = g(ϕ,x, ϵ). The rest of the graph is deterministic,
so we can backpropagate the gradient of the scalar f wrt ϕ through z and into ϕ. From Figure 2.3 of [KW19a].
Used with kind permission of Durk Kingma.

The gradient wrt the generative parameters θ is easy to compute, since we can push gradients
inside the expectation, and use a single Monte Carlo sample:

∇θŁ(θ,ϕ|x) = ∇θEqϕ(z|x) [log pθ(x, z)− log qϕ(z|x)] (10.31)

= Eqϕ(z|x) [∇θ {log pθ(x, z)− log qϕ(z|x)}] (10.32)

≈ ∇θ log pθ(x, zs) (10.33)

where zs ∼ qϕ(z|x). This is an unbiased estimate of the gradient, so can be used with SGD.
The gradient wrt the inference parameters ϕ is harder to compute since

∇ϕŁ(θ,ϕ|x) = ∇ϕEqϕ(z|x) [log pθ(x, z)− log qϕ(z|x)] (10.34)

̸= Eqϕ(z|x) [∇ϕ {log pθ(x, z)− log qϕ(z|x)}] (10.35)

However, we can often use the reparameterization trick, which we discuss in Section 10.2.1. If not,
we can use blackbox VI, which we discuss in Section 10.2.3.

10.2.1 Reparameterized VI

In this section, we discuss the reparameterization trick for taking gradients wrt distributions over
continuous latent variables z ∼ qϕ(z|x). We explain this in detail in Section 6.3.5, but we summarize
the basic idea here.
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The key trick is to rewrite the random variable z ∼ qϕ(z|x) as some differentiable (and invertible)
transformation g of another random variable ϵ ∼ p(ϵ), which does not depend on ϕ, i.e., we assume
we can write

z = g(ϕ,x, ϵ) (10.36)

For example,

z ∼ N (µ,diag(σ)) ⇐⇒ z = µ+ ϵ⊙σ, ϵ ∼ N (0, I) (10.37)

Using this, we have

Eqϕ(z|x) [f(z)] = Ep(ϵ) [f(z)] s.t. z = g(ϕ,x, ϵ) (10.38)

where we define

fθ,ϕ(z) = log pθ(x, z)− log qϕ(z|x) (10.39)

Hence

∇ϕEqϕ(z|x) [f(z)] = ∇ϕEp(ϵ) [f(z)] = Ep(ϵ) [∇ϕf(z)] (10.40)

which we can approximate with a single Monte Carlo sample. This lets us propagate gradients back
through the f function. See Figure 10.4 for an illustration. This is called reparameterized VI or
RVI.

Since we are now working with the random variable ϵ, we need to use the change of variables
formula to compute

log qϕ(z|x) = log p(ϵ)− log

∣∣∣∣det
(
∂z

∂ϵ

)∣∣∣∣ (10.41)

where ∂z
∂ϵ is the Jacobian:

∂z

∂ϵ
=




∂z1
∂ϵ1

· · · ∂z1
∂ϵk

...
. . .

...
∂zk
∂ϵ1

· · · ∂zk
∂ϵk


 (10.42)

We design the transformation z = g(ϵ) such that this Jacobian is tractable to compute. We give
some examples below.

10.2.1.1 Gaussian with diagonal covariance (mean field)

Suppose we use a fully factorized Gaussian posterior. Then the reparameterization process becomes

ϵ ∼ N (0, I) (10.43)
z = µ+ σ⊙ ϵ (10.44)
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where the inference network generates the parameters of the transformation:

(µ, logσ) = f inf
ϕ (x) (10.45)

Thus to sample from the posterior qϕ(z|x), we sample ϵN (0, I), and then compute z.
Given the sample, we need to evaluate the ELBO:

f(z) = log pθ(x|z) + log pθ(z)− log qϕ(z|x) (10.46)

To evaluate the pθ(x|z) term, we can just plug z into the likelihood. To evaluate the log qϕ(z|x)
term, we need to use the change of variables formula from Equation (10.41). The Jacobian is given
by ∂z

∂ϵ = diag(σ). Hence

log qϕ(z|x) =
K∑

k=1

[logN (ϵk|0, 1)− log σk] = −
K∑

k=1

[
1

2
log(2π) +

1

2
ϵ2k + log σk

]
(10.47)

Finally, to evaluate the p(z) term, we can use the transformation z = 0+ 1⊙ ϵ, so the Jacobian is
the identity and we get

log p(z) = −
K∑

k=1

[
1

2
z2k +

1

2
log(2π)

]
(10.48)

An alternative is to use the objective

f ′(z) = log pθ(x|z) +DKL (qϕ(Z|x) ∥ pθ(Z)) (10.49)

In some cases, we evaluate the second term analytically, without needing Monte Carlo. For example,
if we assume a diagonal Gaussian prior, p(z) = N (z|0, I), and diagonal gaussian posterior, q(z|x) =
N (z|µ,diag(σ)), we can use Equation (5.78) to compute the KL in closed form:

DKL (q ∥ p) =
K∑

k=1

[
− log σk +

1

2
σ2
k +

1

2
µ2
k

]
(10.50)

The objective f ′(z) is often lower variance than f(z), since it computes the KL analytically. However,
it is harder to generalize this objective to settings where the prior and/or posterior are not Gaussian.

10.2.1.2 Gaussian with full covariance

Now consider using a full covariance Gaussian posterior. We will compute a Cholesky decomposition
of the covariance, Σ = LLT, where L is a lower triangular matrix with non-zero entries on the
diagonal. Hence the reparameterization becomes

ϵ ∼ N (0, I) (10.51)
z = µ+ Lϵ (10.52)
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The Jacobian of this affine transformation is ∂z
∂ϵ = L. Since L is a triangular matrix, its determinant

is the product of its main diagonal, so

log

∣∣∣∣det
∂z

∂ϵ

∣∣∣∣ =
K∑

k=1

log |Lkk| (10.53)

We can compute L using

L = M⊙L′ + diag(σ) (10.54)

where M is a masking matrix with 0s on and above the diagonal, and 1s below the diagonal, and
where (µ, logσ,L′) is predicted by the inference network. With this construction, the diagonal entries
of L are given by σ, so

log

∣∣∣∣det
∂z

∂ϵ

∣∣∣∣ =
K∑

k=1

log |Lkk| =
K∑

k=1

log σk (10.55)

10.2.1.3 Gaussian with low-rank plus diagonal covariance

In high dimensions, an efficient alternative to using a Cholesky decomposition is the factor decompo-
sition

Σ = BBT +C2 (10.56)

where B is the factor loading matrix of size d × f , where f ≪ d is the number of factors, d is
the dimensionality of z, and C = diag(c1, . . . , cd). This reduces the total number of variational
parameters from d+ d(d+ 1)/2 to (f + 2)d. In [ONS18], they called this approach VAFC (short for
variational approximation with factor covariance).

In the special case where f = 1, the covariance matrix becomes

Σ = bbT + diag(c2) (10.57)

In this case, it is possible to compute the natural gradient (Section 6.4) of the ELBO in closed form
in O(d) time, as shown in [Tra+20b; TND21], who call the approach NAGVAC-1 (natural gradient
Gaussian variational approximation). This can result in much faster convergence than following the
normal gradient.

In Section 10.1.2, we show that this low rank approximation is much better than a diagonal
approximation. See Supplementary Section 10.1 for more examples.

10.2.1.4 Other variational posteriors

Many other kinds of distribution can be written in a reparameterizable way, as described in [Moh+20].
This includes standard exponential family distributions, such as the gamma and Dirichlet, as well as
more exotic forms, such as inverse autoregressive flows (see Section 10.4.3).
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Figure 10.5: Graphical models with (a) Global latent parameter θ and observed variables x1:N . (b) Local
latent variables z1:N , global latent parameter θ, and observed variables x1:N .

10.2.1.5 Example: Bayesian parameter inference

In this section, we use reparameterized SVI to infer the posterior for the parameters of a Gaussian
mixture model (GMM). We will marginalize out the discrete latent variables, so just need to
approximate the posterior over the global latent, p(θ|D). This is sometimes called a “collapsed”
model, since we have marginalized out all the local latent variables. That is, we have converted the
model in Figure 10.5b to the one in Figure 10.5a. We choose a factored (mean field) variational
posterior that is conjugate to the likelihood, but is also reparameterizable. This lets us fit the
posterior with SGD.

For simplicity, we assume diagonal covariance matrices for each Gaussian mixture component.
Thus the likelihood for one datapoint, x ∈ RD, is

p(x|θ) =
K∑

k=1

πkN (x|µk,diag(λk)−1) (10.58)

where µk = (µk1, . . . , µkD) are the means, λk = (λk1, . . . , λkD) are the precisions, and π =
(π1, . . . , πK) are the mixing weights. We use the following prior for these parameters:

pξ(θ) =

[
K∏

k=1

D∏

d=1

N (µkd|0, 1)Ga(λkd|5, 5)
]
Dir(π|1) (10.59)

where ξ are the hyperparameters. We assume the following mean field posterior:

qψ(θ) =

[
K∏

k=1

D∏

d=1

N (µkd|mkd, skd)Ga(λkd|αkd, βkd)
]
Dir(π|c) (10.60)

where ψ = (m1:K,1:D, s1:K,1:D,α1:K,1:D,β1:K,1:D, c) are the variational parameters for θ.
We can compute the ELBO using

Ł(ξ,ψ|D) = Eqψ(θ) [log p(D|θ) + log pξ(θ)− log qψ(θ)] (10.61)
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Figure 10.6: SVI for fitting a mixture of 3 Gaussians in 2d. (a) 3000 training points. (b) Fitted density,
plugging in the posterior mean parameters. (c) Kernel density estimate fit to 10,000 samples from q(µ1|ψ).
Generated by svi_gmm_demo_2d.ipynb.

Since the distributions are reparameterizable, we can and push gradients inside this expression. We
can approximate the expectation by drawing a single posterior sample, and can approximate the
log likelihood using minibatching. We can then update the variational parameters, (and optionally
the hyperparameters of the prior, as we discussed in Section 10.1.3.2) using the pseudcode in
Algorithm 10.2.

Algorithm 10.2: Reparameterized SVI for Bayesian parameter inference
1 Initialize ψ, ξ
2 repeat
3 Sample minibatch B = {xb ∼ D : b = 1 : B}
4 Sample ϵ ∼ q0
5 Compute θ̃ = g(ψ, ϵ)

6 Compute L(ψ|D, θ̃) = −NB
∑
xn∈B log p(xn|θ̃)− log pξ(θ̃) + log qψ(θ̃)

7 Update ξ := ξ − η∇ξL(ξ,ψ|D, θ̃)
8 Update ψ := ψ − η∇ψL(ξ,ψ|D, θ̃)
9 until converged

Figure 10.6 gives an example of this in practice. We generate a dataset from a mixture of 3
Gaussians in 2d, using µ∗1 = [2, 0], µ∗2 = [−2,−4], µ∗3 = [−2, 4], precisions λ∗dk = 1, and uniform
mixing weights, π∗ = [1/3, 1/3, 1/3]. Figure 10.6a shows the training set of 3000 points. We fit
this using SVI, with a batch size of 500, for 1000 epochs, using the Adam optimizer. Figure 10.6b
shows the predictions of the fitted model. More precisely, it shows p(x|θ), where θ = Eq(θ|ψ) [θ].
Figure 10.6c shows a kernel density estimate fit to 10,000 samples from q(µ1|ψ). We see that the
posterior mean is E [µ1] ≈ [−2,−4]. Due to label switching unidentifiability, we see this matches µ∗2
rather than µ∗1.
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10.2.1.6 Example: MLE for LVMs

In this section, we consider reparameterized SVI for computing the MLE for latent variable models
(LVMs) with continuous latents, such as variational autoencoders (Section 21.2). Unlike Sec-
tion 10.2.1.5, we cannot analytically marginalize out the local latents. Instead we will use amortized
inference, as in Section 10.1.5, which means we learn an inference network (with parameters ϕ) to
predict the local variational parameters ψn given input xn. If we sample a single example xn from
the dataset at each iteration, and a single latent variable zn from the variational posterior, then we
get the pseudocode in Algorithm 10.3.

Algorithm 10.3: Reparameterized amortized SVI for MLE of an LVM
1 Initialize θ, ϕ
2 repeat
3 Sample xn ∼ pD
4 Sample ϵn ∼ q0
5 Compute zn = g(ϕ,xn, ϵn)
6 Compute L(θ,ϕ|xn, zn) = − log pθ(xn, zn) + log qϕ(zn|xn)
7 Update θ := θ − η∇θL(ϕ,θ|xn, zn)
8 Update ϕ := ϕ− η∇ϕL(ϕ,θ|xn, zn)
9 until converged

10.2.2 Automatic differentiation VI

To apply Gaussian VI, we need to transform constrained parameters (such as variance terms) to
unconstrained form, so they live in RD. This technique can be used for any distribution for which
we can define a bijection to RD. This approach is called automatic differentiation variational
inference or ADVI [Kuc+16]. We give the details below.

10.2.2.1 Basic idea

Our goal is to approximate the posterior p(θ|D) ∝ p(θ)p(D|θ), where θ ∈ Θ lives in some D-
dimensional constrained parameter space. Let T : Θ→ RD be a bijective mapping that maps from
the constrained space Θ to the unconstrained space RD. with inverse T−1 : RD → Θ. Let u = T (θ)
be the unconstrained latent variables. We will use a Gaussian variational approximation to the
posterior for u, i.e.,: qψ(u) = N (u|µd,Σ), where ψ = (µ,Σ).

By the change of variable formula Equation (2.257), we have

p(u) = p(T−1(u))|det(JT−1(u))| (10.62)

where JT−1 is the Jacobian of the inverse mapping u→ θ. Hence the ELBO becomes

Ł(ψ) = Eu∼qψ(u)

[
log p(D|T−1(u)) + log p(T−1(u)) + log |det(JT−1(u))|

]
+H(ψ) (10.63)

This is a tractable objective, assuming the Jacobian is tractable, since the final entropy term is
available in closed form, and we can use a Monte Carlo approximation of the expectation over u.
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Since the objective is stochastic, and reparamterizable, we can use SGD to optimize it. However,
[Ing20] propose deterministic ADVI, in which the samples ϵs ∼ N (0, I) are held fixed during
the optimization process. This is called the common random numbers trick (Section 11.6.1), and
makes the objective a deterministic function; this allows for the use of more powerful second-order
optimization methods, such as BFGS. (Of course, if the dataset is large, we might need to use
minibatch subsampling, which reintroduces stochasticity.)

10.2.2.2 Example: ADVI for beta-binomial model

To illustrate ADVI, we consider the 1d beta-binomial model from Section 7.4.4. We want to
approximate p(θ|D) using the prior p(θ) = Beta(θ|a, b) and likelihood p(D|θ) =∏i Ber(yi|θ), where
the sufficient statistics are N1 = 10, N0 = 1, and the prior is uninformative, a = b = 1. We use the
transformation θ = T−1(z) = σ(z), and optimize the ELBO with SGD. The results of this method
are shown in Figure 7.4 and show that the Gaussian fit is a good approximation, despite the skewed
nature of the posterior.

10.2.2.3 Example: ADVI for GMMs

In this section, we use ADVI to approximate the posterior of the parameters of a mixture of Gaussians.
The difference from the VBEM algorithm of Section 10.3.6 is that we use ADVI combined with a
Gaussian variational posterior, rather than using a mean field approximation defined by a product of
conjugate distributions.

To apply ADVI, we marginalize out the discrete local discrete latents mn ∈ {1, . . . ,K} analytically,
so the likelihood has the form

p(D|θ) =
N∏

n=1

[
K∑

k=1

πkN (yn|µk,diag(Σk))

]
(10.64)

We use an uniformative Gaussian prior for the µk, a uniform LKJ prior for the Lk, a log-normal
prior for the σk, and a uniform Dirichlet prior for the mixing weights π. (See [Kuc+16, Fig 21]
for a definition of the model in STAN syntax.) The posterior approximation for the unconstrained
parameters is a block-diagonal gaussian. q(u) = N (u|ψµ,ψΣ), where the unconstrained parameters
are computed using suitable bijections (see code for details).

We apply this method to the Old Faithful dataset from Figure 10.12, using K = 10 mixture
components. The results are shown in Figure 10.7. In the top left, we show the special case where we
constrain the posterior to be a MAP estimate, by setting ψΣ = 0. We see that there is no sparsity in
the posterior, since there is no Bayesian “Occam factor” from marginalizing out the parameters. In
panels c–d, we show 3 samples from the posterior. We see that the Bayesian method strongly prefers
just 2 mixture components, although there is a small amount of support for some other Gaussian
components (shown by the faint ellipses).

10.2.2.4 More complex posteriors

We can combine ADVI with any of the improved posterior approximations that we discuss in
Section 10.4 — such as Gaussian mixtures [Mor+21b] or normalizing flows [ASD20] — to create a
high-quality, automatic approximate inference scheme.
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Figure 10.7: Posterior over the mixing weights (histogram) and the means and covariances of each Gaussian
mixture component, using K = 10, when fitting the model to the Old Faithful dataset from Figure 10.12. (a)
MAP approximation. (b-d) 3 samples from the Gaussian approximation. The intensity of the shading is
proportional to the mixture weight. Generated by gmm_advi_bijax.ipynb.

10.2.3 Blackbox variational inference

In this section, we assume that we can evaluate L̃(ψ, z) = log p(z,x) − log qψ(z) pointwise, but
we do not assume we can take gradients of this function. (For example, z may contain discrete
variables.) We are thus treating the model as a “blackbox”. Hence this approach is called blackbox
variational inference or BBVI [RGB14; ASD20].

10.2.3.1 Estimating the gradient using REINFORCE

To estimate the gradient of the ELBO, we will use the score function estimator, also called the
REINFORCE estimator (Section 6.3.4). In particular, suppose we write the ELBO as

Ł(ψ) = Eq(z|ψ)

[
L̃(ψ, z)

]
= Eq(z|ψ) [log p(x, z)− log q(z|ψ)] (10.65)

Then from Equation (6.58) we have

∇ψŁ(ψ) = Eq(z|ψ)

[
L̃(ψ, z)∇ψ log q(z|ψ)

]
(10.66)
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We can then compute a Monte Carlo approximation to this:

̂∇ψŁ(ψt) =
1

S

S∑

s=1

L̃(ψ, zs)∇ψ log qψ(zs)|ψ=ψt (10.67)

We can pass this to any kind of gradient optimizer, such as SGD or Adam.

10.2.3.2 Reducing the variance using control variates

In practice, the variance of this estimator is quite large, so it is important to use methods such
as control variates or CV (Section 6.3.4.1). To see how this works, consider the naive gradient
estimator in Equation (10.67), which for the i’th component we can write as

̂∇ψiŁ(ψt)
naive

=
1

S

S∑

s=1

g̃i(zs) (10.68)

g̃i(zs) = gi(zs)× L̃(ψ, zs) (10.69)
gi(zs) = ∇ψi log qψ(zs) (10.70)

The control variate version of this can be obtained by replacing g̃i(zs) with

g̃cvi (z) = g̃i(z) + ci(E [bi(z)]− bi(z)) (10.71)

where bi(z) is a baseline function and ci is some constant, to be specified below. A convenient
baseline is the score function, bi(z) = ∇ψi log qψi(z) = gi(z), since this is correlated with g̃i(z), and
has the property that E [bi(z)] = 0, since the expected value of the score function is zero, as we
showed in Equation (3.44). Hence

g̃cvi (z) = g̃i(z)− cigi(z) = gi(z)(L̃(ψ, z)− ci) (10.72)

so the CV estimator is given by

̂∇ψiŁ(ψt)
cv

=
1

S

S∑

s=1

gi(zs)× (L̃(ψ, zs)− ci) (10.73)

One can show that the optimal ci that minimizes the variance of the CV estimator is

ci =
Cov

[
gi(z)L̃(ψ, z), gi(z)

]

V [gi(z)]
(10.74)

For more details, see e.g., [TND21].

10.3 Coordinate ascent VI

A common approximation in variational inference is to assume that all the latent variables are
independent, i.e.,

qψ(z) =

J∏

j=1

qj(zj) (10.75)
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where J is the number of hidden variables, and qj(zj) is shorthand for qψj (zj), where ψj are the
variational parameters for the j’th distribution. This is called the mean field approximation.

From Equation (10.11), the ELBO becomes

Ł(ψ) =
∫
qψ(z) log pθ(x, z)dz +

J∑

j=1

H(qj) (10.76)

since the entropy of a product distribution is the sum of entropies of each component in the product.
The first term also often decomposes according to the Markov properties of the graphical model.
This allows us to use a coordinate ascent optimization scheme to estimate each ψj , as we explain
in Section 10.3.1. This is called coordinate ascent variational inference or CAVI, and is an
alternative to gradient-based VI.

10.3.1 Derivation of CAVI algorithm

In this section, we derive the coordinate ascent variational inference (CAVI) procedure.
To derive the update equations, we initially assume there are just 3 discrete latent variables, to

simplify notation. In this case the ELBO is given by

Ł(q1, q2, q3) =
∑

z1

∑

z2

∑

z3

q1(z1)q2(z2)q3(z3) log p̃(z1, z2, z3) +

3∑

j=1

H(qj) (10.77)

where we define p̃(z) = pθ(z,x) for brevity. We will optimize this wrt each qi, one at a time, keeping
the others fixed.

Let us look at the objective for q3:

Ł3(q3) =
∑

z3

q3(z3)

[∑

z1

∑

z2

q1(z1)q2(z2) log p̃(z1, z2, z3)

]
+H(q3) + const (10.78)

=
∑

z3

q3(z3) [g3(z3)− log q3(z3)] + const (10.79)

where

g3(z3) ≜
∑

z1

∑

z2

q1(z1)q2(z2) log p̃(z1, z2, z3) = Ez−3
[log p̃(z1, z2, z3)] (10.80)

where z−3 = (z1, z2) is all variables except z3. Here g3(z3) can be interpreted as an expected negative
energy (log probability). We can convert this into an unnormalized probability distribution by
defining

f̃3(z3) = exp(g3(z3)) (10.81)

which we can normalize to get

f3(z3) =
f̃3(z3)∑
z′3
f̃3(z′3)

∝ exp(g3(z3)) (10.82)
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Since g3(z3) ∝ log f3(z3) we get

Ł3(q3) =
∑

z3

q3(z3) [log f3(z3)− log q3(z3)] + const = −DKL (q3 ∥ f3) + const (10.83)

Since DKL (q3 ∥ f3) achieves its minimal value of 0 when q3(z3) = f3(z3) for all z3, we see that
q∗3(z3) = f3(z3).

Now suppose that the joint distribution is defined by a Markov chain, where z1 → z2 → z3, so
z1 ⊥ z3|z2. Hence log p̃(z1, z2, z3) = log p̃(z2, z3|z1) + log p̃(z1), where the latter term is independent
of q3(z3). Thus the ELBO simplifies to

Ł3(q3) =
∑

z3

q3(z3)

[∑

z2

q2(z2) log p̃(z2, z3)

]
+H(q3) + const (10.84)

=
∑

z3

q3(z3) [log f3(z3)− log q3(z3)] + const (10.85)

where

f3(z3) ∝ exp

[∑

z2

q2(z2) log p̃(z2, z3)

]
= exp

[
Ezmb3

[log p̃(z2, z3)]
]

(10.86)

where zmb3
= z2 is the Markov blanket (Section 4.2.4.3) of z3. As before, the optimal variational

distribution is given by q3(z3) = f3(z3).
In general, when we have J groups of variables, the optimal variational distribution for the j’th

group is given by

qj(zj) ∝ exp
[
Ezmbj

[
log p̃(zj , zmbj )

]]
(10.87)

(Compare to the equation for Gibbs sampling in Equation (12.19).) The CAVI method simply
computes qj for each dimension j in turn, in an iterative fashion (see Algorithm 10.4). Convergence
is guaranteed since the bound is concave wrt each of the factors qi [Bis06, p. 466].

Algorithm 10.4: Coordinate ascent variational inference (CAVI).
1 Initialize qj(zj) for j = 1 : J
2 foreach t = 1 : T do
3 foreach j = 1 : J do
4 Compute gj(zj) = Ezmbi

[log p̃(zi, zmbi)]

5 Compute qj(zj) ∝ exp(gj(zj))

Note that the functional form of the qi distributions does not need to be specified in advance, but
will be determined by the form of the log joint. This is therefore called free-form VI, as opposed to
fixed-form, where we explicitly choose a convenient distributional type for q (we discuss fixed-form
VI in Section 10.2). We give some examples below that will make this clearer.
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x3 x4

z3 z4

x1 x2

z1 z2

Figure 10.8: A grid-structured MRF with hidden nodes zi and local evidence nodes xi. The prior p(z) is an
undirected Ising model, and the likelihood p(x|z) = ∏

i p(xi|zi) is a directed fully factored model.

10.3.2 Example: CAVI for the Ising model

In this section, we apply CAVI to perform mean field inference in an Ising model (Section 4.3.2.1),
which is a kind of Markov random field defined on binary random variables, zi ∈ {−1,+1}, arranged
in a 2d grid.

Originally Ising models were developed as models of atomic spins for magnetic materials, although
we will apply them to an image denoising problem. Specifically, let zi be the hidden value of pixel i,
and xi ∈ R be the observed noisy value. See Figure 10.8 for the graphical model.

Let Li(zi) ≜ log p(xi|zi) be the log likelihood for the i’th pixel (aka the local evidence for node i
in the graphical model). The overall likelihood has the form

p(x|z) =
∏

i

p(xi|zi) = exp(
∑

i

Li(zi)) (10.88)

Our goal is to approximate the posterior p(z|x). We will use an Ising model for the prior:

p(z) =
1

Z0
exp(−E0(z)) (10.89)

E0(z) = −
∑

i∼j
Wijzizj (10.90)

where we sum over each i− j edge. Therefore the posterior has the form

p(z|x) = 1

Z(x)
exp(−E(z)) (10.91)

E(z) = E0(z)−
∑

i

Li(zi) (10.92)

We will now make the following fully factored approximation:

q(z) =
∏

i

qi(zi) =
∏

i

Ber(zi|µi) (10.93)

where µi = Eqi [zi] is the mean value of node i. To derive the update for the variational parameter µi,
we first compute the unnormalized log joint, log p̃(z) = −E(z), dropping terms that do not involve
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zi:

log p̃(z) = zi
∑

j∈nbri
Wijzj + Li(zi) + const (10.94)

This only depends on the states of the neighboring nodes. Hence

qi(zi) ∝ exp(Eq−i(z) [log p̃(z)]) = exp


zi

∑

j∈nbri
Wijµj + Li(zi)


 (10.95)

where q−i(z) =
∏
j ̸=i q(zj). Thus we replace the states of the neighbors by their average values.

(Note that this replaces binary variables with continuous ones.)
We now simplify this expression. Let mi =

∑
j∈nbriWijµj be the mean field influence on node i.

Also, let L+
i ≜ Li(+1) and L−i ≜ Li(−1). The approximate marginal posterior is given by

qi(zi = 1) =
emi+L

+
i

emi+L
+
i + e−mi+L

−
i

=
1

1 + e−2mi+L
−
i −L

+
i

= σ(2ai) (10.96)

ai ≜ mi + 0.5(L+
i − L−i ) (10.97)

Similarly, we have qi(zi = −1) = σ(−2ai). From this we can compute the new mean for site i:

µi = Eqi [zi] = qi(zi = +1) · (+1) + qi(zi = −1) · (−1) (10.98)

=
1

1 + e−2ai
− 1

1 + e2ai
=

eai

eai + e−ai
− e−ai

e−ai + eai
= tanh(ai) (10.99)

We can turn the above equations into a fixed point algorithm by writing

µti = tanh


 ∑

j∈nbri
Wijµ

t−1
j + 0.5(L+

i − L−i )


 (10.100)

Following [MWJ99], we can use damped updates of the following form to improve convergence:

µti = (1− λ)µt−1i + λ tanh


 ∑

j∈nbri
Wijµ

t−1
j + 0.5(L+

i − L−i )


 (10.101)

for 0 < λ < 1. We can update all the nodes in parallel, or update them asynchronously.
Figure 10.9 shows the method in action, applied to a 2d Ising model with homogeneous attractive

potentials, Wij = 1. We use parallel updates with a damping factor of λ = 0.5. (If we don’t use
damping, we tend to get “checkerboard” artifacts.)

10.3.3 Variational Bayes

In Bayesian modeling, we treat the parameters θ as latent variables. Thus our goal is to approximate
the parameter posterior p(θ|D) ∝ p(θ)p(D|θ). Applying VI to this problem is called variational
Bayes [Att00].
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Figure 10.9: Example of image denoising using mean field (with parallel updates and a damping factor of 0.5).
We use an Ising prior with Wij = 1 and a Gaussian noise model with σ = 2. We show the results after 1, 3
and 15 iterations across the image. Compare to Figure 12.3, which shows the results of using Gibbs sampling.
Generated by ising_image_denoise_demo.ipynb.

In this section, we assume there are no latent variables except for the shared global parameters, so
the model has the form

p(θ,D) = p(θ)

N∏

n=1

p(Dn|θ) (10.102)

These conditional independencies are illustrated in Figure 10.5a.
We will fit the variational posterior by maximizing the ELBO

Ł(ψθ|D) = Eq(θ|ψθ) [log p(θ,D)] +H(q(θ|ψθ)) (10.103)

We will assume the variational posterior factorizes over the parameters:

q(θ|ψθ) =
∏

j

q(θj |ψθj ) (10.104)

We can then update each ψθj using CAVI (Section 10.3.1).

10.3.4 Example: VB for a univariate Gaussian

Consider inferring the parameters of a 1d Gaussian. The likelihood is given by p(D|θ) =∏N
n=1N (xn|µ, λ−1),

where µ is the mean and λ is the precision. Suppose we use a conjugate prior of the form

p(µ, λ) = N (µ|µ0, (κ0λ)
−1)Ga(λ|a0, b0) (10.105)

It is possible to derive the posterior p(µ, λ|D) for this model exactly, as shown in Section 3.4.3.3.
However, here we use the VB method with the following factored approximate posterior:

q(µ, λ) = q(µ|ψµ)q(λ|ψλ) (10.106)

We do not need to specify the forms for the distributions q(µ|ψµ) and q(λ|ψλ); the optimal forms
will “fall out” automatically during the derivation (and conveniently, they turn out to be Gaussian
and gamma respectively). Our presentation follows [Mac03, p429].
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10.3.4.1 Target distribution

The unnormalized log posterior has the form

log p̃(µ, λ) = log p(µ, λ,D) = log p(D|µ, λ) + log p(µ|λ) + log p(λ) (10.107)

=
N

2
log λ− λ

2

N∑

n=1

(xn − µ)2 −
κ0λ

2
(µ− µ0)

2

+
1

2
log(κ0λ) + (a0 − 1) log λ− b0λ+ const (10.108)

10.3.4.2 Updating q(µ|ψµ)

The optimal form for q(µ|ψµ) is obtained by averaging over λ:

log q(µ|ψµ) = Eq(λ|ψλ) [log p(D|µ, λ) + log p(µ|λ)] + const (10.109)

= −Eq(λ|ψλ) [λ]
2

{
κ0(µ− µ0)

2 +

N∑

n=1

(xn − µ)2
}

+ const (10.110)

By completing the square one can show that q(µ|ψµ) = N (µ|µN , κ−1N ), where

µN =
κ0µ0 +Nx

κ0 +N
, κN = (κ0 +N)Eq(λ|ψλ) [λ] (10.111)

At this stage we don’t know what q(λ|ψλ) is, and hence we cannot compute E [λ], but we will derive
this below.

10.3.4.3 Updating q(λ|ψλ)

The optimal form for q(λ|ψλ) is given by

log q(λ|ψλ) = Eq(µ|ψµ) [log p(D|µ, λ) + log p(µ|λ) + log p(λ)] + const (10.112)

= (a0 − 1) log λ− b0λ+
1

2
log λ+

N

2
log λ

− λ

2
Eq(µ|ψµ)

[
κ0(µ− µ0)

2 +

N∑

n=1

(xn − µ)2
]
+ const (10.113)

We recognize this as the log of a gamma distribution, hence q(λ|ψλ) = Ga(λ|aN , bN ), where

aN = a0 +
N + 1

2
(10.114)

bN = b0 +
1

2
Eq(µ|ψµ)

[
κ0(µ− µ0)

2 +

N∑

n=1

(xn − µ)2
]

(10.115)
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10.3.4.4 Computing the expectations

To implement the updates, we have to specify how to compute the various expectations. Since
q(µ) = N (µ|µN , κ−1N ), we have

Eq(µ) [µ] = µN (10.116)

Eq(µ)
[
µ2
]
=

1

κN
+ µ2

N (10.117)

Since q(λ) = Ga(λ|aN , bN ), we have

Eq(λ) [λ] =
aN
bN

(10.118)

We can now give explicit forms for the update equations. For q(µ) we have

µN =
κ0µ0 +Nx

κ0 +N
(10.119)

κN = (κ0 +N)
aN
bN

(10.120)

and for q(λ) we have

aN = a0 +
N + 1

2
(10.121)

bN = b0 +
1

2
κ0(E

[
µ2
]
+ µ2

0 − 2E [µ]µ0) +
1

2

N∑

n=1

(
x2n + E

[
µ2
]
− 2E [µ]xn

)
(10.122)

We see that µN and aN are in fact fixed constants, and only κN and bN need to be updated
iteratively. (In fact, one can solve for the fixed points of κN and bN analytically, but we don’t do
this here in order to illustrate the iterative updating scheme.)

10.3.4.5 Illustration

Figure 10.10 gives an example of this method in action. The green contours represent the exact
posterior, which is Gaussian-gamma. The dotted red contours represent the variational approximation
over several iterations. We see that the final approximation is reasonably close to the exact solution.
However, it is more “compact” than the true distribution. It is often the case that mean field inference
underestimates the posterior uncertainty, for reasons explained in Section 5.1.4.1.

10.3.4.6 Lower bound

In VB, we maximize a lower bound on the log marginal likelihood:

Ł(ψθ|D) ≤ log p(D) = log

∫∫
p(D|µ, λ)p(µ, λ)dµdλ (10.123)

It is very useful to compute the lower bound itself, for three reasons. First, it can be used to assess
convergence of the algorithm. Second, it can be used to assess the correctness of one’s code: as with
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Figure 10.10: Factored variational approximation (orange) to the Gaussian-gamma distribution (blue). (a)
Initial guess. (b) After updating q(µ|ψµ). (c) After updating q(λ|ψλ). (d) At convergence (after 5 iterations).
Adapted from Fig. 10.4 of [Bis06]. Generated by unigauss_vb_demo.ipynb.

EM, if we use CAVI to optimize the objective, the bound should increase monotonically at each
iteration, otherwise there must be a bug. Third, the bound can be used as an approximation to
the marginal likelihood, which can be used for Bayesian model selection or empirical Bayes (see
Section 10.1.3). In the case of the current model, one can show that the lower bound has the following
form:

Ł = const +
1

2
ln

1

κN
+ lnΓ(aN )− aN ln bN (10.124)

10.3.5 Variational Bayes EM

In Bayesian latent variable models, we have two forms of hidden variables: local (or per example)
hidden variables zn, and global (shared) hidden variables θ, which represent the parameters of the
model. See Figure 10.5b for an illustration. (Note that the parameters, which are fixed in number,
are sometimes called intrinsic variables, whereas the local hidden variables are called extrinsic
variables.) If h = (θ, z1:N ) represents all the hidden variables, then the joint distribution is given
by

p(h,D) = p(θ, z1:N ,D) = p(θ)

N∏

n=1

p(zn|θ)p(xn|zn,θ) (10.125)
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We will make the following mean field assumption:

q(θ, z1:N |ψ1:N ,ψθ) = q(θ|ψθ)
N∏

n=1

q(zn|ψn) (10.126)

where ψ = (ψ1:N ,ψθ).
We will use VI to maximize the ELBO:

Ł(ψ|D) = Eq(θ,z1:N |ψ1:N ,ψθ)
[log p(z1:N ,θ,D)− log q(θ, z1:N )] (10.127)

If we use the mean field assumption, then we can apply the CAVI approach to optimize each set of
variational parameters. In particular, we can alternate between optimizing the qn(zn) in parallel,
independently of each other, with q(θ) held fixed, and then optimizing q(θ) with the qn held fixed.
This is known as variational Bayes EM [BG06]. It is similar to regular EM, except in the E step,
we infer an approximate posterior for zn averaging out the parameters (instead of plugging in a point
estimate), and in the M step, we update the parameter posterior parameters using the expected
sufficient statistics.

Now suppose we approximate q(θ) by a delta function, q(θ) = δ(θ− θ̂). The Bayesian LVM ELBO
objective from Equation (10.127) simplifies to the “LVM ELBO”:

Ł(θ,ψ1:N |D) = Eq(z1:N |ψ1:N ) [log p(θ,D, z1:N )− log q(z1:N |ψ1:N )] (10.128)

We can optimize this using the variational EM algorithm, which is a CAVI algorithm which updates
the ψn in parallel in the variational E step, and then updates θ in the M step.

VEM is simpler than VBEM since in the variational E step, we compute q(zn|xn, θ̂), instead of
Eθ[q(zn|xn,θ)]; that is, we plug in a point estimate of the model parameters, rather than averaging
over the parameters. For more details on VEM, see Section 10.1.3.

10.3.6 Example: VBEM for a GMM

Consider a standard Gaussian mixture model (GMM):

p(z,x|θ) =
∏

n

∏

k

πznkk N (xn|µk,Λ−1k )znk (10.129)

where znk = 1 if datapoint n belongs to cluster k, and znk = 0 otherwise. Our goal is to approximate
the posterior p(z,θ|x) under the following conjugate prior

p(θ) = Dir(π| ⌣α)
∏

k

N (µk| ⌣m, (⌣κ Λk)
−1)Wi(Λk| ⌣L, ⌣ν) (10.130)

where Λk is the precision matrix for cluster k. For the mixing weights, we usually use a symmetric
prior, ⌣α= α01.

The exact posterior p(z,θ|D) is a mixture of KN distributions, corresponding to all possible
labelings z, which is intractable to compute. In this section, we derive a VBEM algorithm, which
will approximate the posterior around a local mode. We follow the presentation of [Bis06, Sec 10.2].
(See also Section 10.2.1.5 and Section 10.2.2.3, where we discuss variational approximations based on
stochastic gradient descent, which can scale better to large datasets compared to VBEM.)

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



10.3. Coordinate ascent VI 465

10.3.6.1 The variational posterior

We will use the standard mean field approximation to the posterior: q(θ, z1:N ) = q(θ)
∏
n qn(zn). At

this stage we have not specified the forms of the q functions; these will be determined by the form of
the likelihood and prior. Below we will show that the optimal forms are as follows:

qn(zn) = Cat(zn|rn) (10.131)

q(θ) = Dir(π| ⌢α)
∏

k

N (µk| ⌢mk, (
⌢κk Λk)

−1)Wi(Λk| ⌢Lk, ⌢νk) (10.132)

where rn are the posterior responsibilities, and the parameters with hats on them are the hyperpa-
rameters from the prior updated with data.

10.3.6.2 Derivation of q(θ) (variational M step)

Using the mean field recipe in Algorithm 10.4, we write down the log joint, and take expectations
over all variables except θ, so we average out the zn wrt q(zn) = Cat(zn|rn):

log q(θ) = log p(π) +
∑

n

Eq(zn) [log p(zn|π)]
︸ ︷︷ ︸

Lπ

+
∑

k



log p(µk,Λk)

∑

n

Eq(zn) [znk] logN (xn|µk,Λ−1k )

︸ ︷︷ ︸
Lµk,Λk



+ const (10.133)

Since the expected log joint factorizes into a term involving π and terms involving (µk,Λk), we see
that the variational posterior also factorizes into the form

q(θ) = q(π)
∏

k

q(µk,Λk) (10.134)

For the π term, we have

log q(π) = (α0 − 1)
∑

k

log πk +
∑

k

∑

n

rnk log πk + const (10.135)

Exponentiating, we recognize this as a Dirichlet distribution:

q(π) = Dir(π| ⌢α) (10.136)
⌢αk = α0 +Nk (10.137)

Nk =
∑

n

rnk (10.138)
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For the µk and Λk terms, we have

q(µk,Λk) = N (µk| ⌢mk, (
⌢κk Λk)

−1)Wi(Λk| ⌢Lk, ⌢νk) (10.139)
⌢κk =⌣κ +Nk (10.140)
⌢mk = (⌣κ ⌣m +Nkxk)/

⌢κk (10.141)
⌢
L
−1
k =

⌣
L
−1

+NkSk +
⌣κ Nk

⌣κ +Nk
(xk− ⌣m)(xk− ⌣m)T (10.142)

⌢νk =⌣ν +Nk (10.143)

xk =
1

Nk

∑

n

rnkxn (10.144)

Sk =
1

Nk

∑

n

rnk(xn − xk)(xn − xk)T (10.145)

This is very similar to the M step for MAP estimation for GMMs, except here we are computing
the parameters of the posterior for θ rather than a point estimate θ̂.

10.3.6.3 Derivation of q(z) (variational E step)

The variational E step is more interesting, since it is quite different from the E step in regular EM,
because we need to average over the parameters, rather than condition on them. In particular, we
have

log q(z) =
∑

n

∑

k

znk

(
Eq(π) [log πk] +

1

2
Eq(Λk) [log |Λk|]−

D

2
log(2π)

−1

2
Eq(θ)

[
(xn − µk)TΛk(xn − µk)

])
+ const (10.146)

Using the fact that q(π) = Dir(π| ⌢α), one can show that

exp(Eq(π) [log πk]) =
exp(ψ(⌢αk))

exp(ψ(
∑
k′

⌢αk′))
≜ π̃k (10.147)

where ψ is the digamma function:

ψ(x) =
d

dx
log Γ(x) (10.148)

This takes care of the first term.
For the second term, one can show

Eq(Λk) [log |Λk|] =
D∑

j=1

ψ

(⌢νk +1− j
2

)
+D log 2 + log | ⌢Lk | (10.149)

Finally, for the expected value of the quadratic form, one can show

Eq(µk,Λk)
[
(xn − µk)TΛk(xn − µk)

]
= D ⌢κ−1k + ⌢νk (xn− ⌢mk)

T ⌢
Lk (xn− ⌢mk) ≜ Λ̃k (10.150)
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(a) (b)

Figure 10.11: (a) We plot exp(ψ(x)) vs x. We see that this function performs a form of shrinkage, so that
small values get set to zero. (b) We plot Nk vs time for 4 different states (z values), starting from random
initial values. We perform a series of VBEM updates, ignoring the likelihood term. We see that states that
initially had higher counts get reinforced, and sparsely populated states get killed off. From [LK07]. Used with
kind permission of Percy Liang.

Thus we get that the posterior responsibility of cluster k for datapoint n is

rnk ∝ π̃kΛ̃
1
2

k exp

(
− D

2 ⌢κk
−

⌢νk
2
(xn− ⌢mk)

T ⌢
Λk (xn− ⌢mk)

)
(10.151)

Compare this to the expression used in regular EM:

rEMnk ∝ π̂k|Λ̂k|
1
2 exp

(
−1

2
(xn − µ̂k)TΛ̂k(xn − µ̂k)

)
(10.152)

where π̂k is the MAP estimate for πk. The significance of this difference is discussed in Section 10.3.6.4.

10.3.6.4 Automatic sparsity inducing effects of VBEM

In regular EM, the E step has the form given in Equation (10.152), whereas in VBEM, the E step has
the form given in Equation (10.151). Although they look similar, they differ in an important way. To
understand this, let us ignore the likelihood term, and just focus on the prior. From Equation (10.147)
we have

rV Bnk = π̃k =
exp(ψ(⌢αk))

exp(ψ(
∑
k′

⌢αk′))
(10.153)

And from the usual EM MAP estimation equations for GMM mixing weights (see e.g., [Mur22, Sec
8.7.3.4]) we have

rEMnk = π̂k =
⌢αk −1∑
k′(

⌢αk′ −1)
(10.154)

where ⌢αk= α0 +Nk, and Nk =
∑
n rnk is the expected number of assignments to cluster k.
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We know from Figure 2.6 that using α0 ≪ 1 causes π to be sparse, which will encourage rn to be
sparse, which will “kill off” unnecessary mixture components (i.e., ones for which Nk ≪ N , meaning
very few datapoints are assigned to cluster k). To encourage this sparsity promoting effect, let us set
α0 = 0. In this case, the updated parameters for the mixture weights are given by the following:

π̃k =
exp(ψ(Nk))

exp(ψ(
∑
k′ Nk′))

(10.155)

π̂k =
Nk − 1∑
k′(Nk′ − 1)

(10.156)

Now consider a cluster which has no assigned data, so Nk = 0. In regular EM, π̂k might end up
negative, as pointed out in [FJ02]. (This will not occur if we use maximum likelihood training, which
corresponds to α0 = 1, but this will not induce any sparsity, either.) This problem does not arise in
VBEM, since we use the digamma function, which is always positive, as shown in Figure 10.11(a).

More interestingly, let us consider the effect of these updates on clusters that have unequal,
but non-zero, number of assignments. Suppose we start with a random assignment of counts to 4
clusters, and iterate the VBEM algorithm, ignoring the contribution from the likelihood for simplicity.
Figure 10.11(b) shows how the counts Nk evolve over time. We notice that clusters that started out
with small counts end up with zero counts, and clusters that started out with large counts end up with
even larger counts. In other words, the initially popular clusters get more and more members. This
is called the rich get richer phenomenon; we will encounter it again in Supplementary Section 31.2,
when we discuss Dirichlet process mixture models.

The reason for this effect is shown in Figure 10.11(a): we see that exp(ψ(Nk)) < Nk, and is zero if
Nk is sufficiently small, similar to the soft-thresholding behavior induced by ℓ1-regularization (see
Section 15.2.6). Importantly, this effect of reducing Nk is greater on clusters with small counts.

We now demonstrate this automatic pruning method on a real example. We fit a mixture of 6
Gaussians to the Old Faithful dataset, using α0 = 0.001. Since the data only really “needs” 2 clusters,
the remaining 4 get “killed off”, as shown in Figure 10.12. In Figure 10.13, we plot the initial and
final values of αk; we see that ⌢αk= 0 for all but two of the components k.

Thus we see that VBEM for GMMs with a sparse Dirichlet prior provides an efficient way to choose
the number of clusters. Similar techniques can be used to choose the number of states in an HMM
and other latent variable models. However, this variational pruning effect (also called posterior
collapse), is not always desirable, since it can cause the model to “ignore” the latent variables z if
the likelihood function p(x|z) is sufficiently powerful. We discuss this more in Section 21.4.

10.3.6.5 Lower bound on the marginal likelihood

The VBEM algorithm is maximizing the following lower bound

L =
∑

z

∫
dθ q(z,θ) log

p(x, z,θ)

q(z,θ)
≤ log p(x) (10.157)

This quantity increases monotonically with each iteration, as shown in Figure 10.14.
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Figure 10.12: We visualize the posterior mean parameters at various stages of the VBEM algorithm applied
to a mixture of Gaussians model on the Old Faithful data. Shading intensity is proportional to the mixing
weight. We initialize with K-means and use α0 = 0.001 as the Dirichlet hyper-parameter. (The red dot on the
right panel represents all the unused mixture components, which collapse to the prior at 0.) Adapted from
Figure 10.6 of [Bis06]. Generated by gmm_vb_em.ipynb.
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Figure 10.13: We visualize the posterior values of αk for the model in Figure 10.12 after the first and last
iteration of the algorithm. We see that unnecessary components get “killed off”. (Interestingly, the initially
large cluster 6 gets “replaced” by cluster 5.) Generated by gmm_vb_em.ipynb.
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Figure 10.14: Lower bound vs iterations for the VB algorithm in Figure 10.12. The steep parts of the curve
correspond to places where the algorithm figures out that it can increase the bound by “killing off” unnecessary
mixture components, as described in Section 10.3.6.6. The plateaus correspond to slowly moving the clusters
around. Generated by gmm_vb_em.ipynb.
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10.3.6.6 Model selection using VBEM

Section 10.3.6.4 discusses a way to choose K automatically, during model fitting, by “killing off”
unneeded clusters. An alternative approach is to fit several models, and then to use the variational
lower bound to the log marginal likelihood, L(K) ≤ log p(D|K), to approximate p(K|D). In particular,
if we have a uniform prior, we get the posterior

p(K|D) = p(D|K)∑
K′ p(D|K ′)

≈ eL(K)

∑
K′ eL(K

′)
(10.158)

It is shown in [BG06] that the VB approximation to the marginal likelihood is more accurate than
BIC [BG06]. However, the lower bound needs to be modified somewhat to take into account the
lack of identifiability of the parameters. In particular, although VB will approximate the volume
occupied by the parameter posterior, it will only do so around one of the local modes. With K
components, there are K! equivalent modes, which differ merely by permuting the labels. Therefore a
more accurate approximation to the log marginal likelihood is to use log p(D|K) ≈ L(K) + log(K!).

10.3.7 Variational message passing (VMP)

In this section, we describe the CAVI algorithm for a generic model in which each complete conditional,
p(zj |z−j ,x), is in the exponential family, i.e.,

p(zj |z−j ,x) = h(zj) exp[ηj(z−j ,x)
TT (zj)−Aj(ηj(z−j ,x))] (10.159)

where T (zj) is the vector of sufficient statistics, ηj are the natural parameters, Aj is the log partition
function, and h(zj) is the base distribution. This assumption holds if the prior p(zj) is conjugate to
the likelihood, p(z−j ,x|zj).

If Equation (10.159) holds, the mean field update node j becomes

qj(zj) ∝ exp [E [log p(zj |z−j ,x)]] (10.160)

= exp
[
log h(zj) + E

[
ηj(z−j ,x)

]T T (zj)− E
[
Aj(ηj(z−j ,x))

]]
(10.161)

∝ h(zj) exp
[
E
[
ηj(z−j ,x)

]T T (zj)
]

(10.162)

Thus we update the local natural parameters using the expected values of the other nodes. These
become the new variational parameters:

ψj = E
[
ηj(z−j ,x)

]
(10.163)

We can generalize the above approach to work with any model where each full conditional is
conjugate. The resulting algorithm is known as variational message passing or VMP [WB05]
that works for any directed graphical model. VMP is similar to belief propagation (Section 9.3): at
each iteration, each node collects all the messages from its parents, and all the messages from its
children (which might require the children to get messages from their co-parents), and combines them
to compute the expected value of the node’s sufficient statistics. The messages that are sent are the
expected sufficient statistics of a node, rather than just a discrete or Gaussian distribution (as in BP).
Several software libraries have implemented this framework (see e.g., [Win; Min+18; Lut16; Wan17]).
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VMP can be extended to the case where each full conditional is conditionally conjugate using the
CVI framework in Supplementary Section 10.3.1. See also [ABV21], where they use local Laplace
approximations to intractable factors inside of a message passing framework.

10.3.8 Autoconj

The VMP method requires the user to manually specify a graphical model; the corresponding node
update equations are then computed for each node using a lookup table, for each possible combination
of node types. It is possible to automatically derive these update equations for any conditionally
conjugate directed graphical model using a technique called autoconj [HJT18]. This is analogous to
the use of automatic differentiation (autodiff) to derive the gradient for any differentiable function.
(Note that autoconj uses autodiff internally.) The resulting full conditionals can be used for CAVI,
and also for Gibbs sampling (Section 12.3).

10.4 More accurate variational posteriors

In general, we can improve the tightness of the ELBO lower bound, and hence reduce the KL
divergence of our posterior approximation, if we use more flexible posterior families (although
optimizing within more flexible families may be slower, and can incur statistical error if the sample
size is low [Bha+21]). In this section, we give several examples of more accurate variational posteriors,
going beyond fully factored mean field approximations, or simple unimodal Gaussian approximations.

10.4.1 Structured mean field

The mean field assumption is quite strong, and can sometimes give poor results. Fortunately,
sometimes we can exploit tractable substructure in our problem, so that we can efficiently handle
some kinds of dependencies between the variables in the posterior in an analytic way, rather than
assuming they are all independent. This is called the structured mean field approach [SJ95].

A common example arises when appling VI to time series models, such as HMMs, where the
latent variables within each sequence are usually highly correlated across time. Rather than as-
suming a fully factorized posterior, we can treat each sequence zn,1:T as a block, and just assume
independence between blocks and the parameters: q(z1:N,1:T ,θ) = q(θ)

∏N
n=1 q(zn,1:T ), where

q(zn,1:T ) =
∏
t q(zn,t|zn,t−1). We can compute the joint distribution q(zn,1:T ), taking into account

the dependence between time steps, using the forwards-backwards algorithm. For details, see
[JW14; Fot+14]. A similar approach was applied to the factorial HMM model, as we discuss in
Supplementary Section 10.3.2.

An automatic way to derive a structured variational approximation to a probabilistic model,
specified by a probabilistic programming language, is discussed in [AHG20].

10.4.2 Hierarchical (auxiliary variable) posteriors

Suppose qϕ(z|x) =
∏
k qϕ(zk|x) is a factorized distribution, such as a diagonal Gaussian. This does

not capture dependencies between the latent variables (components of z). We could of course use a
full covariance matrix, but this might be too expensive.
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472 Chapter 10. Variational inference

An alternative approach is to use a hierarchical model, in which we add auxiliary latent variables
a, which are used to increase the flexibility of the variational posterior. In particular, we can still
assume qϕ(z|x,a) is conditionally factorized, but when we marginalize out a, we induce dependencies
between the elements of z, i.e.,

qϕ(z|x) =
∫
qϕ(z|x,a)qϕ(a|x)da ̸=

∏

k

qϕ(zk|x) (10.164)

This is called a hierarchical variational model [Ran16], or an auxiliary variable deep genera-
tive model [Maa+16].

In [TRB16], they model qϕ(z|x,a) as a Gaussian process, which is a flexible nonparametric
distribution (see Chapter 18), where a are the inducing points. This combination is called a
variational GP.

10.4.3 Normalizing flow posteriors

Normalizing flows are a class of probability models which work by passing a simple source distribution,
such as a diagonal Gaussian, through a series of nonlinear, but invertible, mappings f to create a
more complex distribution. This can be used to get more accurate posterior approximations than
standard Gaussian VI, as we discuss in Section 23.1.2.2.

10.4.4 Implicit posteriors

In Chapter 26, we discuss implicit probability distributions, which are models which we can sample
from, but which we cannot evaluate pointwise. For example, consider passing a Gaussian noise term,
z0 ∼ N (0, I), through a nonlinear, non-invertible mapping f to create z = f(z0); it is easy to sample
from q(z), but it is intractable to evaluate the density q(z) (unlike with flows). This makes it hard to
evaluate the log density ratio log pθ(z)/qψ(z|x), which is needed to compute the ELBO. However, we
can use the same method as is used in GANs (generative adversarial networks, Chapter 26), in which
we train a classifier that discriminates prior samples from samples from the variational posterior by
evaluating T (x, z) = log qψ(z|x)− log pθ(z). See e.g., [TR19] for details.

10.4.5 Combining VI with MCMC inference

There are various ways to combine variational inference with MCMC to get an improved approximate
posterior. In [SKW15], they propose Hamiltonian variational inference, in which they train an
inference network to initialize an HMC sampler (Section 12.5). The gradient of the log posterior (wrt
the latents), which is needed by HMC, is given by

∇z log pθ(z|x) = ∇z log [pθ(x, z)− log pθ(x)] = ∇z log pθ(x, z) (10.165)

This is easy to compute. They use the final sample to approximate the posterior qϕ(z|x). To compute
the entropy of this distribution, they also learn an auxiliary inverse inference network to reverse the
HMC Markov chain.

A simpler approach is proposed in [Hof17]. Here they train an inference network to initialize an
HMC sampler, using the standard ELBO for ϕ, but they optimize the generative parameters θ using
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a stochastic approximation to the log marginal likelihood, given by log pθ(z,x) where z is a sample
from the HMC chain. This does not require learning a reverse inference network, and avoids problems
with variational pruning, since it does not use the ELBO for training the generative model.

10.5 Tighter bounds

Another way to improve the quality of the posterior approximation is to optimize q wrt a bound that
is a tighter approximation to the log marginal likelihood compared to the standard ELBO. We give
some examples below.

10.5.1 Multi-sample ELBO (IWAE bound)

In this section, we discuss a method known as the importance weighted autoencoder or IWAE
[BGS16], which is a way to tighten the variational lower bound by using self-normalized importance
sampling (Section 11.5.2). (It can also be interpreted as standard ELBO maximization in an expanded
model, where we add extra auxiliary variables [CMD17; DS18; Tuc+19].)

Let the inference network qϕ(z|x) be viewed as a proposal distribution for the target posterior
pθ(z|x). Define w∗s = pθ(x,zs)

qϕ(zs|x) as the unnormalized importance weight for a sample, and ws =

w∗s/(
∑S
s′=1 w

∗
s′) as the normalized importance weights. From Equation (11.43) we can compute an

estimate of the marginal likelihood p(x) using

p̂S(x|z1:S) ≜
1

S

S∑

k=1

pθ(x, zs)

qϕ(zs|x)
=

1

S

S∑

k=1

ws (10.166)

This is unbiased, i.e., Eqϕ(z1:S |x) [p̂S(x|z1:S)] = p(x), where qϕ(z1:S |x) =
∏S
s=1 qϕ(zs|x). In addition,

since the estimator is always positive, we can take logarithms, and thus obtain a stochastic lower
bound on the log likelihood:

ŁS(ϕ,θ|x) ≜ Eqϕ(z1:S |x)

[
log

(
1

S

S∑

s=1

ws

)]
= Eqϕ(z1:S |x) [log p̂S(z1:S)] (10.167)

≤ logEqϕ(z1:S |x) [p̂S(z1:S)] = log p(x) (10.168)

where we used Jensen’s inequality in the penultimate line, and the unbiased property in the last
line. This is called the multi-sample ELBO or IWAE bound [BGS16]. The gradients of this
expression wrt θ and ϕ are given in Equation (10.179). If S = 1, ŁS reduces to the standard ELBO:

Ł1(ϕ,θ|x) = Eq(z|x) [logw] =
∫
qϕ(z|x) log

pθ(z,x)

qϕ(z|x)
dz (10.169)

One can show [BGS16] that increasing the number of samples S is guaranteed to make the bound
tighter, thus making it a better proxy for the log likelihood. Intuitively, averaging the S samples
inside the log removes the need for every sample zs to explain the data x. This encourages the
proposal distribution q to be less concentrated than the single-sample variational posterior.
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10.5.1.1 Pathologies of optimizing the IWAE bound

Unfortunately, increasing the number of samples in the IWAE bound can decrease the signal to noise
ratio, resulting in learning a worse model [Rai+18a]. Intuitively, the reason this happens is that
increasing S reduces the dependence of the bound on the quality of the inference network, which
makes the gradient of the ELBO wrt ϕ less informative (higher variance).

One solution to this is to use the doubly reparameterized gradient estimator [TL18b].
Another approach is to use alternative estimation methods that avoid ELBO maximization, such
as using the thermodynamic variational objective (see Section 10.5.2) or the reweighted wake-sleep
algorithm (see Section 10.6).

10.5.2 The thermodynamic variational objective (TVO)

In [MLW19; Bre+20b], they present the thermodynamic variational objective or TVO. This
is an alternative to IWAE for creating tighter variational bounds, which has certain advantages,
particularly for posteriors that are not reparameterizable (e.g., discrete latent variables). The
framework also has close connections with the reweighted wake-sleep algorithm from Section 10.6, as
we will see in Section 10.5.3.

The TVO technique uses thermodynamic integration, also called path sampling, which is
a technique used in physics and phylogenetics to approximate intractable normalization constants
of high dimensional distributions (see e.g., [GM98; LP06; FP08]). This is based on the insight
that it is easier to calculate the ratio of two unknown constants than to calculate the constants
themselves. This is similar to the idea behind annealed importance sampling (Section 11.5.4), but TI
is deterministic. For details, see [MLW19; Bre+20b].

10.5.3 Minimizing the evidence upper bound

Recall that the evidence lower bound or ELBO is given by

Ł(θ,ϕ|x) = log pθ(x)−DKL (qϕ(z|x)) ∥ pθ(z|x)) ≤ log pθ(x) (10.170)

By analogy, we can define the evidence upper bound or EUBO as follows:

EUBO(θ,ϕ|x) = log pθ(x) +DKL (pθ(z|x) ∥ qϕ(z|x)) ≥ log pθ(x) (10.171)

Minimizing this wrt the variational parameters ϕ, as an alternative to maxmimizing the ELBO, was
proposed in [MLW19], where they showed that it can sometimes converge to the true log pθ(x) faster.

The above bound is for a specific input x. If we sample x from the generative model, and
minimize Epθ(x) [EUBO(θ,ϕ|x)] wrt ϕ, we recover the sleep phase of the wake-sleep algorithm (see
Section 10.6.2).

Now suppose we sample x from the empirical distribution, and minimize EpD(x) [EUBO(θ,ϕ|x)]
wrt ϕ. To approximate the expectation, we can use self-normalized importance sampling, as in
Equation (10.188), to get

∇ϕEUBO(θ,ϕ|x) =
S∑

s=1

ws∇ϕ log qϕ(zs|x) (10.172)

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



10.6. Wake-sleep algorithm 475

where ws = w(s)/(
∑
s′ w

(s′)), and w(s) = p(x,zs)
q(zs|ϕt) . This is equivalent to the “daydream” update (aka

“wake-phase ϕ update”) of the wake-sleep algorithm (see Section 10.6.3).

10.6 Wake-sleep algorithm

So far in this chapter we have focused on fitting latent variable models by maximizing the ELBO.
This has two main drawbacks. First, it does not work well when we have discrete latent variables,
because in such cases we cannot use the reparameterization trick; thus we have to use higher variance
estimators, such as REINFORCE (see Section 10.2.3). Second, even in the case where we can use
the reparameterization trick, the lower bound may not be very tight. We can improve the tightness
by using the IWAE multi-sample bound (Section 10.5.1), but paradoxically this may not result in
learning a better model, for reasons discussed in Section 10.5.1.1.

In this section, we discuss a different way to jointly train generative and inference models, which
avoids some of the problems with ELBO maximization. The method is known as the wake-sleep
algorithm [Hin+95; BB15b; Le+19; FT19]. because it alternates between two steps: in the wake
phase, we optimize the generative model parameters θ to maximize the marginal likelihood of the
observed data (we approximate log pθ(x) by drawing importance samples from the inference network),
and in the sleep phase, we optimize the inference model parameters ϕ to learn to invert the generative
model by training the inference network on labeled (x, z) pairs, where x are samples generated by
the current model parameters. This can be viewed as a form of adaptive importance sampling,
which iteratively improves its proposal, while simultaneously optimizing the model. We give further
details below.

10.6.1 Wake phase

In the wake phase, we minimize the KL divergence from the empirical distribution to the model’s
distribution:

L(θ) = DKL (pD(x) ∥ pθ(x)) = EpD(x) [− log pθ(x)] + const (10.173)

where pθ(x) =
∫
pθ(z)pθ(x|z)dz. This is equivalent to maximizing the likelihood of the observed

data:

ℓ(θ) = EpD(x) [log pθ(x)] (10.174)

Since the log marginal likelihood log pθ(x) cannot be computed exactly, we will approximate it.
In the original wake-sleep paper, they proposed to use the ELBO lower bound. In the reweighted
wake-sleep (RWS) algorithm of [BB15b; Le+19], they propose to use the IWAE bound from
Section 10.5.1 instead. In particular, if we draw S samples from the inference network, zs ∼ qϕ(z|x),
we get the following estimator:

ℓ(θ|ϕ,x) = log

(
1

S

S∑

s=1

ws

)
(10.175)

where ws =
pθ(x,zs)
qϕ(zs|x) . Note that this is the same as the IWAE bound in Equation (10.168).

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



476 Chapter 10. Variational inference

We now discuss how to compute the gradient of this objective wrt θ or ϕ. Using the log-derivative
trick, we have that

∇ logws =
1

ws
∇ws (10.176)

Hence

∇ℓ(θ|ϕ,x) = 1
1
S

∑S
s=1 ws

(
1

S

S∑

s=1

∇ws
)

(10.177)

=
1

∑S
s=1 ws

(
S∑

s=1

ws∇ logws

)
(10.178)

=

S∑

s=1

ws∇ logws (10.179)

where ws = ws/(
∑S
s′=1 ws′).

In the case of the derivatives wrt θ, we have

∇θ logws =
1

ws
∇θws =

qϕ(zs|x)
pθ(x, zs)

∇θ
pθ(x, zs)

qϕ(zs|x)
=

1

pθ(x, zs)
∇θpθ(x, zs) = ∇θ log pθ(x, zs)

(10.180)

and hence we get

∇θℓ(θ|ϕ,x)
S∑

s=1

ws∇ log pθ(x, zs) (10.181)

10.6.2 Sleep phase

In the sleep phase, we try to minimize the KL divergence between the true posterior (under the
current model) and the inference network’s approximation to that posterior:

L(ϕ) = Epθ(x) [DKL (pθ(z|x) ∥ qϕ(z|x))] = Epθ(z,x) [− log qϕ(z|x)] + const (10.182)

Equivalently, we can maximize the following log likelihood objective:

ℓ(ϕ|θ) = E(z,x)∼pθ(z,x) [log qϕ(z|x)] (10.183)

where pθ(z,x) = pθ(z)pθ(x|z). We see that the sleep phase amounts to maximum likelihood training
of the inference network based on samples from the generative model. These “fantasy samples”,
created while the network “dreams”, can be easily generated using ancestral sampling (Section 4.2.5).
If we use S such samples, the objective becomes

ℓ(ϕ|θ) = 1

S

S∑

s=1

log qϕ(z
′
s|x′s) (10.184)
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where (z′s,x
′
s) ∼ pθ(z,x). The gradient of this is given by

∇ϕℓ(ϕ|θ) =
1

S

S∑

s=1

∇ϕ log qϕ(z′s|x′s) (10.185)

We do not require qϕ(z′|x) to be reparameterizable, since the samples are drawn from a distribution
that is independent of ϕ. This means it is easy to apply this method to models with discrete latent
variables.

10.6.3 Daydream phase

The disadvantage of the sleep phase is that the inference network, qϕ(z|x), is trying to follow a
moving target, pθ(z|x). Furthermore, it is only being trained on synthetic data from the model,
not on real data. The reweighted wake-sleep algorithm of [BB15b] proposed to learn the inference
network by using real data from the empirical distribution, in addition to fantasy data. They call
the case where you use real data the “wake-phase q update”, but we will call it the “daydream
phase”, since, unlike sleeping, the system uses real data x to update the inference model, instead of
fantasies.1 [Le+19] went further, and proposed to only use the wake and daydream phases, and to
skip the sleep phase entirely.

In more detail, the new objective which we want to minimize becomes

L(ϕ|θ) = EpD(x) [DKL (pθ(z|x) ∥ qϕ(z|x))] (10.186)

We can compute a single sample approximation to the negative of the above expression as follows:

ℓ(ϕ|θ,x) = Epθ(z|x) [log qϕ(z|x)] (10.187)

where x ∼ pD. We can approximate this expectation using importance sampling, with qϕ as the
proposal. This results in the following estimator of the gradient for each datapoint:

∇ϕℓ(ϕ|θ,x) =
∫
pθ(z|x)∇ϕ log qϕ(z|x)dz ≈

S∑

s=1

ws∇ϕ log qϕ(zs|x) (10.188)

where zs ∼ qϕ(zs|x) and ws are the normalized weights.
We see that Equation (10.188) is very similar to Equation (10.185). The key difference is that in

the daydream phase, we sample from (x, zs) ∼ pD(x)qϕ(z|x), where x is a real datapoint, whereas
in the sleep phase, we sample from (x′s, z

′
s) ∼ pθ(z,x), where x′s is generated datapoint.

10.6.4 Summary of algorithm

We summarize the RWS algorithm in Algorithm 10.5. The disadvantage of the RWS algorithm is
that it does not optimize a single well-defined objective, so it is not clear if the method will converge,
in contrast to ELBO maximization. On the other hand, the method is fairly simple, since it consists
of two alternating weighted maximum likelihood problems. It can also be shown to “sandwich” a

1. We thank Rif A. Saurous for suggesting this term.
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Algorithm 10.5: One SGD update using wake-sleep algorithm.
1 Sample xn from dataset
2 Draw S samples from inference network: zs ∼ q(z|xn)
3 Compute unnormalized weights: ws =

p(xn,zs)
q(zs|xn)

4 Compute normalized weights: ws = ws∑S
s′=1

ws′

5 Optional: Compute estimate of log likelihood: log p(xn) = log( 1
S

∑S
s=1 ws)

6 Wake phase: Update θ using
∑S
s=1 ws∇θ log pθ(zs,xn)

7 Daydream phase: Update ϕ using
∑S
s=1 ws∇ϕ log qϕ(zs|xn)

8 Optional sleep phase: Draw S samples from model, (x′s, z′s) ∼ pθ(x, z) and update ϕ using
1
S

∑S
s=1∇ϕ log qϕ(z′s|x′s)

9 b

lower and upper bound of the log marginal likelihood. We can think of this in terms of the two joint
distributions pθ(x, z) = pθ(z)pθ(x|z) and qD,ϕ(x, z) = pD(x)qϕ(z|x):

wake phase min
θ
DKL (qD,ϕ(x, z) ∥ pθ(x, z)) (10.189)

daydream phase min
ϕ
DKL (pθ(x, z) ∥ qD,ϕ(x, z)) (10.190)

10.7 Expectation propagation (EP)

One problem with lower bound maximization (i.e., standard VI) is that we are minimizing DKL (q ∥ p),
which induces zero-forcing behavior, as we discussed in Section 5.1.4.1. This means that q(z|x)
tends to be too compact (over-confident), to avoid the situation in which q(z|x) > 0 but p(z|x) = 0,
which would incur infinite KL penalty.

Although zero-forcing can be desirable behavior for some multi-modal posteriors (e.g., mixture
models), it is not so reasonable for many unimodal posteriors (e.g., Bayesian logistic regression, or
GPs with log-concave likelihoods). One way to avoid this problem is to minimize DKL (p ∥ q), which
is zero-avoiding, as we discussed in Section 5.1.4.1. This tends to result in broad posteriors, which
avoids overconfidence. In this section, we discuss expectation propagation or EP [Min01b], which
can be seen as a local approximation to DKL (p ∥ q).

10.7.1 Algorithm

We assume the exact posterior can be written as follows:

p(θ|D) = 1

Zp
p̂(θ), p̂(θ) = p0(θ)

K∏

k=1

fk(θ) (10.191)

where p̂(θ) is the unnormalized posterior, p0 is the prior, fk corresponds to the k’th likelihood term
or local factor (also called a site potential). Here Zp = p(D)Z0 is the normalization constant
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for the posterior, where Z0 is the normalization constant for the prior. To simplify notation, we let
f0(θ) = p0(θ) be the prior.

We will approximate the posterior as follows:

q(θ) =
1

Zq
q̂(θ), q̂(θ) = p0(θ)

K∏

k=1

f̃k(θ) (10.192)

where f̃k ∈ Q is the approximate local factor, and Q is some tractable family in the exponential
family, usually a Gaussian [Gel+14b].

We will optimize each f̃i in turn, keeping the others fixed. We initialize each f̃i using an
uninformative distribution from the family Q. so q(θ) = p0(θ).

To compute the new local factor f̃newi , we proceed as follows. First we compute the cavity
distribution by deleting the f̃i from the approximate posterior by dividing it out:

qcavity
−i (θ) =

q(θ)

f̃i(θ)
∝
∏

k ̸=i
f̃k(θ) (10.193)

This division operation can be implemented by subtracting the natural parameters, as explained in
Section 2.3.3.2. The cavity distribution represents the effect of all the factors except for fi (which is
approximated by f̃i).

Next we (conceptually) compute the tilted distribution by multiplying the exact factor fi onto
the cavity distribution:

qtiltedi (θ) =
1

Zi
fi(θ)q

cavity
−i (θ) (10.194)

where Zi =
∫
qcavity
−i (θ)fi(θ)dθ is the normalization constant for the tilted distribution. This is the

result of combining the current approximation, excluding factor i, with the exact fi term.
Unfortunately, the resulting tilted distribution may be outside of our model family (e.g., if we

combine a Gaussian prior with a non-Gaussian likelihood). So we will approximate the tilted
distribution as follows:

qproj
i (θ) = proj(qtiltedi ) ≜ argmin

q̃∈Q
D(qtiltedi ||q̃) (10.195)

This can be thought of as projecting the tilted distribution into the approximation family. If
D(qtiltedi ||q) = DKL

(
qtiltedi ∥ q

)
, this can be done by moment matching, as shown in Section 5.1.4.2.

For example, suppose the cavity distribution is Gaussian, qcavity
−i (θ) = Nc(θ|r−i,Q−i), using the

canonical parameterization. Then the log of the tilted distribution is given by

log qtiltedi (θ) = α log fi(θ)−
1

2
θTQ−iθ + rT−iθ + const (10.196)

Let θ̂ be a local maximum of this objective. If Q is the set of Gaussians, we can compute the
projected tilted distribution as a Gaussian with the following parameters:

Q\i = −∇2
θ log q

tilted
i (θ)|θ=θ̂, r\i = Q\iθ̂ (10.197)
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Tilted distribu,on, p(yi|θ)g-i(θ)

Cavity distribu,on, g-i(θ)

Likelihood factor, p(yi|θ)

Figure 10.15: Combining a logistic likelihood factor fi = p(yi|θ) with the cavity prior, qcavity−i = g−i(θ), to get
the tilted distribution, qtiltedi = p(yi|θ)g−i(θ). Adapted from Figure 2 of [Gel+14b].

This is called Laplace propagation [SVE04]. For more general distributions, we can use Monte
Carlo approximations; this is known as blackbox EP [HL+16a; Li+18c].

Finally, we compute a local factor that, if combined with the cavity distribution, would give the
same results as this projected distribution:

f̃newi (θ) =
qproj
i (θ)

qcavity
−i (θ)

(10.198)

We see that qcavity
−i (θ)f̃newi (θ) = qproj

i (θ), so combining this approximate factor with the cavity
distribution results in a distribution which is the best possible approximation (within Q) to the
results of using the exact factor.

10.7.2 Example

Figure 10.15 illustrates the process of combining a very non-Gaussian likelihood fi with a Gaussian
cavity prior qcavity

−i to yield a nearly Gaussian tilted distribution qtiltedi , which can then be approximated
by a Gaussian using projection.

Thus instead of trying to “Gaussianize” each likelihood term fi in isolation (as is done, e.g., in
EKF), we try to find the best local factor f̃i (within some family) that achieves approximately the
same effect, when combined with all the other terms (represented by the cavity distribution, q−i), as
using the exact factor fi. That is, we choose a local factor that works well in the context of all the
other factors.

10.7.3 EP as generalized ADF

We can view EP as a generalization of the ADF algorithm discussed in Section 8.6. ADF is a
form of sequential Bayesian inference. At each step, it maintains a tractable approximation to
the posterior, qt(z) ∈ Q, updates it with the likelihood from the next observation, p̂t+1(z) ∝
qt(z)p(xt|z), and then projects the resulting updated posterior back to the tractable family using
qt+1 = argminq∈QDKL (p̂t+1 ∥ q). ADF minimizes KL in the desired direction. However, it is a
sequential algorithm, designed for the online setting. In the batch setting, the method can given
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10.7. Expectation propagation (EP) 481

different results depending on the order in which the updates are performed. In addition, if we
perform multiple passes over the data, we will include the same likelihood terms multiple times,
resulting in an overconfident posterior. EP overcomes this problem.

10.7.4 Optimization issues

In practice, EP can be numerically unstable. For example, if we use Gaussians as our local factors,
we might end up with negative variance when we subtract the natural parameters. To reduce the
chance of this, it is common to use damping, in which we perform a partial update of each factor
with a step size of δ. More precisely, we change the final step to be the following:

f̃newi (θ) =
(
f̃i(θ)

)1−δ
(
qproj
i (θ)

qcavity
−i

)δ
(10.199)

This can be implemented by scaling the natural parameters by δ. [ML02] suggest δ = 1/K as a safe
strategy (where K is the number of factors), but this results in very slow convergence. [Gel+14b]
suggest starting with δ = 0.5, and then reducing to δ = 1/K over K iterations.

In addition to numerical stability, there is no guarantee that EP will converge in its vanilla form,
although empirically it can work well, especially with log-concave factors fi (e.g., as in GP classifiers).

10.7.5 Power EP and α-divergence

We also have a choice about what divergence measure D(qtiltedi ||q) to use when we approximate
the tilted distribution. If we use DKL

(
qtiltedi ∥ q

)
, we recover classic EP, as described above. If

we use DKL
(
q ∥ qtiltedi

)
, we recover the reverse KL used in standard variational inference. We can

generalize the above results by using α-divergences (Section 2.7.1.2), which allow us to interpolate
between mode seeking and mode covering behavior, as shown in Figure 2.20. We can optimize the
α-divergence by using the power EP method of [Min04].

Algorithmically, this is a fairly small modification to regular EP. In particular, we first compute the
cavity distribution, qcavity

−i ∝ q

f̃αi
; we then approximate the tilted distribution, qproj

i = proj(qcavity
−i fαi );

and finally we compute the new factor f̃newi ∝
(

qproj
i

qcavity
−i

)1/α

.

10.7.6 Stochastic EP

The main disadvantage of EP in the big data setting is that we need to store the f̃n(θ) terms for
each datapoint n, so we can compute the cavity distribution. If θ has D dimensions, and we use full
covariance Gaussians, this requires O(ND2) memory.

The idea behind stochastic EP [LHLT15] is to approximate the local factors with a shared factor
that acts like an aggregated likelihood, i.e.,

N∏

n=1

fn(θ) ≈ f̃(θ)N (10.200)
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where typically fn(θ) = p(xn|θ). This exploits the fact that the posterior only cares about approxi-
mating the product of the likelihoods, rather than each likelihood separately. Hence it suffices for
f̃(θ) to approximate the average likelihood.

We can modify EP to this setting as follows. First, when computing the cavity distribution, we
use

q−1(θ) ∝ q(θ)/f̃(θ) (10.201)

We then compute the tilted distribution

q\n(θ) ∝ fn(θ)q−1(θ) (10.202)

Next we derive the new local factor for this datapoint using moment matching:

f̃n(θ) = proj(q\n(θ))/q−1(θ) (10.203)

Finally, we perform a damped update of the average likelihood f̃(θ) using this new local factor:

f̃new(θ) = f̃old(θ)
1−1/N f̃n(θ)

1/N (10.204)

The ADF algorithm is similar to SEP, in that we compute the tilted distribution q\t ∝ ftqt−1 and
then project it, without needing to keep the ft factors. The difference is that instead of using the
cavity distribution q−1(θ) as a prior, it uses the posterior from the previous time step, qt−1. This
avoids the need to compute and store f̃ , but results in overconfidence in the batch setting.
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11 Monte Carlo methods

11.1 Introduction

In this chapter, we discuss Monte Carlo methods, which are a stochastic approach to solving
numerical integration problems. The name refers to the “Monte Carlo” casino in Monaco; this was
used as a codename by von Neumann and Ulam, who invented the technique while working on
the atomic bomb during WWII. Since then, the technique has become widely adopted in physics,
statistics, machine learning, and many areas of science and engineering.

In this chapter, we give a brief introduction to some key concepts. In Chapter 12, we discuss
MCMC, which is the most widely used MC method for high-dimensional problems. In Chapter 13,
we discuss SMC, which is widely used for MC inference in state space models, but can also be applied
more generally. For more details on MC methods, see e.g., [Liu01; RC04; KTB11; BZ20].

11.2 Monte Carlo integration

We often want to compute the expected value of some function of a random variable, E [f(X)]. This
requires computing the following integral:

E [f(x)] =

∫
f(x)p(x)dx (11.1)

where x ∈ Rn, f : Rn → Rm, and p(x) is the target distribution of X.1 In low dimensions (up to, say,
3), we can compute the above integral efficiently using numerical integration, which (adaptively)
computes a grid, and then evaluates the function at each point on the grid.2 But this does not scale
to higher dimensions.

An alternative approach is to draw multiple random samples, xn ∼ p(x), and then to compute

E [f(x)] ≈ 1

Ns

Ns∑

n=1

f(xn) (11.2)

This is called Monte Carlo integration. It has the advantage over numerical integration that
the function is only evaluated in places where there is non-negligible probability, so it does not

1. In many cases, the target distribution may be the posterior p(x|y), which can be hard to compute; in such problems,
we often work with the unnormalized distribution, p̃(x) = p(x,y), instead, and then normalize the results using
Z =

∫
p(x,y)dx = p(y).

2. In 1d, numerical integration is called quadrature; in higher dimensions, it is called cubature [Sar13].



484 Chapter 11. Monte Carlo methods
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Figure 11.1: Estimating π by Monte Carlo integration using 5000 samples. Blue points are inside the circle,
red points are outside. Generated by mc_estimate_pi.ipynb.

need to uniformly cover the entire space. In particular, it can be shown that the accuracy is in
principle independent of the dimensionality of x, and only depends on the number of samples Ns
(see Section 11.2.2 for details). The catch is that we need a way to generate the samples xn ∼ p(x)
in the first place. In addition, the estimator may have high variance. We will discuss this topic at
length in the sections below.

11.2.1 Example: estimating π by Monte Carlo integration

MC integration can be used for many applications, not just in ML and statistics. For example,
suppose we want to estimate π. We know that the area of a circle with radius r is πr2, but it is also
equal to the following definite integral:

I =

∫ r

−r

∫ r

−r
I
(
x2 + y2 ≤ r2

)
dxdy (11.3)

Hence π = I/(r2). Let us approximate this by Monte Carlo integration. Let f(x, y) = I
(
x2 + y2 ≤ r2

)

be an indicator function that is 1 for points inside the circle, and 0 outside, and let p(x) and p(y) be
uniform distributions on [−r, r], so p(x) = p(y) = 1/(2r). Then

I = (2r)(2r)

∫ ∫
f(x, y)p(x)p(y)dxdy (11.4)

= 4r2
∫ ∫

f(x, y)p(x)p(y)dxdy (11.5)

≈ 4r2
1

Ns

Ns∑

n=1

f(xn, yn) (11.6)

Using 5000 samples, we find π̂ = 3.10 with standard error 0.09 compared to the true value of π = 3.14.
We can plot the points that are accepted or rejected as in Figure 11.1.

11.2.2 Accuracy of Monte Carlo integration

The accuracy of an MC approximation increases with sample size. This is illustrated in Figure 11.2.
On the top line, we plot a histogram of samples from a Gaussian distribution. On the bottom line,

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024

https://probml.github.io/notebooks#mc_estimate_pi.ipynb


11.2. Monte Carlo integration 485

0 1 2 3
0.0

0.5

1.0

1.5

2.0
n samples = 10

samples

true pdf

estimated pdf

(a)

0 1 2 3
0.0

0.5

1.0

1.5

2.0
n samples = 100

samples

true pdf

estimated pdf

(b)

Figure 11.2: 10 and 100 samples from a Gaussian distribution, N (µ = 1.5, σ2 = 0.25). A dotted red line
denotes kernel density estimate derived from the samples. Generated by mc_accuracy_demo.ipynb.

we plot a smoothed version of these samples, created using a kernel density estimate. This smoothed
distribution is then evaluated on a dense grid of points and plotted. Note that this smoothing is just
for the purposes of plotting, it is not used for the Monte Carlo estimate itself.

If we denote the exact mean by µ = E [f(X)], and the MC approximation by µ̂, one can show that,
with independent samples,

(µ̂− µ)→ N (0,
σ2

Ns
) (11.7)

where

σ2 = V [f(X)] = E
[
f(X)2

]
− E [f(X)]

2 (11.8)

This is a consequence of the central limit theorem. Of course, σ2 is unknown in the above expression,
but it can be estimated by MC:

σ̂2 =
1

Ns

Ns∑

n=1

(f(xn)− µ̂)2 (11.9)

Thus for large enough Ns we have

P

{
µ̂− 1.96

σ̂√
Ns

≤ µ ≤ µ̂+ 1.96
σ̂√
Ns

}
≈ 0.95 (11.10)

The term
√

σ̂2

Ns
is called the (numerical or empirical) standard error, and is an estimate of our

uncertainty about our estimate of µ.
If we want to report an answer which is accurate to within ±ϵ with probability at least 95%, we

need to use a number of samples Ns which satisfies 1.96
√
σ̂2/Ns ≤ ϵ. We can approximate the 1.96

factor by 2, yielding Ns ≥ 4σ̂2

ϵ2 .
The remarkable thing to note about the above results is that the error in the estimate, σ2/Ns, is

theoretically independent of the dimensionality of the integral. The catch is that sampling from high
dimensional distributions can be hard. We turn to that topic next.
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Figure 11.3: Sampling from N (3, 1) using an inverse cdf.

11.3 Generating random samples from simple distributions

We saw in Section 11.2 how we can evaluate E [f(X)] for different functions f of a random variable X
using Monte Carlo integration. The main computational challenge is to efficiently generate samples
from the probability distribution p∗(x) (which may be a posterior, p∗(x) ∝ p(x|D)). In this section,
we discuss sampling methods that are suitable for parametric univariate distributions. These can be
used as building blocks for sampling from more complex multivariate distributions.

11.3.1 Sampling using the inverse cdf

The simplest method for sampling from a univariate distribution is based on the inverse probability
transform. Let F be a cdf of some distribution we want to sample from, and let F−1 be its inverse.
Then we have the following result.

Theorem 11.3.1. If U ∼ U(0, 1) is a uniform rv, then F−1(U) ∼ F .

Proof.

Pr(F−1(U) ≤ x) = Pr(U ≤ F (x)) (applying F to both sides) (11.11)
= F (x) (because Pr(U ≤ y) = y) (11.12)

where the first line follows since F is a monotonic function, and the second line follows since U is
uniform on the unit interval.

Hence we can sample from any univariate distribution, for which we can evaluate its inverse cdf, as
follows: generate a random number u ∼ U(0, 1) using a pseudorandom number generator (see
e.g., [Pre+88] for details). Let u represent the height up the y axis. Then “slide along” the x axis
until you intersect the F curve, and then “drop down” and return the corresponding x value. This
corresponds to computing x = F−1(u). See Figure 11.3 for an illustration.

For example, consider the exponential distribution

Expon(x|λ) ≜ λe−λx I (x ≥ 0) (11.13)

The cdf is

F (x) = 1− e−λx I (x ≥ 0) (11.14)
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whose inverse is the quantile function

F−1(p) = − ln(1− p)
λ

(11.15)

By the above theorem, if U ∼ Unif(0, 1), we know that F−1(U) ∼ Expon(λ). So we can sample from
the exponential distribution by first sampling from the uniform and then transforming the results
using − ln(1− u)/λ. (In fact, since 1− U ∼ Unif(0, 1), we can just use − ln(u)/λ.)

11.3.2 Sampling from a Gaussian (Box-Muller method)

In this section, we describe a method to sample from a Gaussian. The idea is we sample uniformly
from a unit radius circle, and then use the change of variables formula to derive samples from a
spherical 2d Gaussian. This can be thought of as two samples from a 1d Gaussian.

In more detail, sample z1, z2 ∈ (−1, 1) uniformly, and then discard pairs that do not satisfy z21+z22 ≤
1. The result will be points uniformly distributed inside the unit circle, so p(z) = 1

π I (z inside circle).
Now define

xi = zi

(−2 ln r2
r2

) 1
2

(11.16)

for i = 1 : 2, where r2 = z21 + z22 . Using the multivariate change of variables formula, we have

p(x1, x2) = p(z1, z2)|
∂(z1, z2)

∂(x1, x2)
| =

[
1√
2π

exp(−1

2
x21)

] [
1√
2π

exp(−1

2
x22)

]
(11.17)

Hence x1 and x2 are two independent samples from a univariate Gaussian. This is known as the
Box-Muller method.

To sample from a multivariate Gaussian, we first compute the Cholesky decomposition of its
covariance matrix, Σ = LLT, where L is lower triangular. Next we sample x ∼ N (0, I) using the
Box-Muller method. Finally we set y = Lx+ µ. This is valid since

Cov [y] = LCov [x]LT = L I LT = Σ (11.18)

11.4 Rejection sampling

Suppose we want to sample from the target distribution

p(x) = p̃(x)/Zp (11.19)

where p̃(x) is the unnormalized version, and

Zp =

∫
p̃(x) dx (11.20)

is the (possibly unknown) normalization constant. One of the simplest approaches to this problem is
rejection sampling, which we now explain.
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Figure 11.4: (a) Schematic illustration of rejection sampling. From Figure 2 of [And+03]. Used with kind
permission of Nando de Freitas. (b) Rejection sampling from a Ga(α = 5.7, λ = 2) distribution (solid blue)
using a proposal of the form MGa(k, λ−1) (dotted red), where k = ⌊5.7⌋ = 5. The curves touch at α−k = 0.7.
Generated by rejection_sampling_demo.ipynb.

11.4.1 Basic idea

In rejection sampling, we require access to a proposal distribution q(x) which satisfies Cq(x) ≥ p̃(x),
for some constant C. The function Cq(x) provides an upper envelope for p̃.

We can use the proposal distribution to generate samples from the target distribution as follows.
We first sample x0 ∼ q(x), which corresponds to picking a random x location, and then we sample
u0 ∼ Unif(0, Cq(x0)), which corresponds to picking a random height (y location) under the envelope.
If u0 > p̃(x0), we reject the sample, otherwise we accept it. This process is illustrated in 1d in
Figure 11.4(a): the acceptance region is shown shaded, and the rejection region is the white region
between the shaded zone and the upper envelope.

We now prove this procedure is correct. First note that the probability of any given sample x0

being accepted equals the probability of a sample u0 ∼ Unif(0, Cq(x0)) being less than or equal to
p̃(x0), i.e.,

q(accept|x0) =

∫ p̃(x0)

0

1

Cq(x0)
du =

p̃(x0)

Cq(x0)
(11.21)

Therefore

q(propose and accept x0) = q(x0)q(accept|x0) = q(x0)
p̃(x0)

Cq(x0)
=
p̃(x0)

C
(11.22)

Integrating both sides give
∫
q(x0)q(accept|x0) dx0 = q(accept) =

∫
p̃(x0) dx0

C
=
Zp
C

(11.23)

Hence we see that the distribution of accepted points is given by the target distribution:

q(x0|accept) =
q(x0, accept)
q(accept)

=
p̃(x0)

C

C

Zp
=
p̃(x0)

Zp
= p(x0) (11.24)
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How efficient is this method? If p̃ is a normalized target distribution, the acceptance probability is
1/C. Hence we want to choose C as small as possible while still satisfying Cq(x) ≥ p̃(x).

11.4.2 Example

For example, suppose we want to sample from a gamma distribution:3

Ga(x|α, λ) = 1

Γ(α)
xα−1λα exp(−λx) (11.25)

where Γ(α) is the gamma function. One can show that if Xi
iid∼ Expon(λ), and Y = X1 + · · ·+Xk,

then Y ∼ Ga(k, λ). For non-integer shape parameters α, we cannot use this trick. However, we can
use rejection sampling using a Ga(k, λ− 1) distribution as a proposal, where k = ⌊α⌋. The ratio has
the form

p(x)

q(x)
=

Ga(x|α, λ)
Ga(x|k, λ− 1)

=
xα−1λα exp(−λx)/Γ(α)

xk−1(λ− 1)k exp(−(λ− 1)x)/Γ(k)
(11.26)

=
Γ(k)λα

Γ(α)(λ− 1)k
xα−k exp(−x) (11.27)

This ratio attains its maximum when x = α− k. Hence

C =
Ga(α− k|α, λ)

Ga(α− k|k, λ− 1)
(11.28)

See Figure 11.4(b) for a plot.

11.4.3 Adaptive rejection sampling

We now describe a method that can automatically come up with a tight upper envelope q(x) to
any log concave 1d density p(x). The idea is to upper bound the log density with a piecewise linear
function, as illustrated in Figure 11.5(a). We choose the initial locations for the pieces based on a
fixed grid over the support of the distribution. We then evaluate the gradient of the log density at
these locations, and make the lines be tangent at these points.

Since the log of the envelope is piecewise linear, the envelope itself is piecewise exponential:

q(x) = Ciλi exp(−λi(x− xi−1)), xi−1 < x ≤ xi (11.29)

where xi are the grid points. It is relatively straightforward to sample from this distribution. If the
sample x is rejected, we create a new grid point at x, and thereby refine the envelope. As the number
of grid points is increased, the tightness of the envelope improves, and the rejection rate goes down.
This is known as adaptive rejection sampling (ARS) [GW92]. Figure 11.5(b-c) gives an example
of the method in action. As with standard rejection sampling, it can be applied to unnormalized
distributions.

3. This section is based on notes by Ioana A. Cosma, available at http://users.aims.ac.za/~ioana/cp2.pdf.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license

http://users.aims.ac.za/~ioana/cp2.pdf


490 Chapter 11. Monte Carlo methods

(a)

−5 0 5

x

0.0

0.5

1.0

f
(x

)

f(x) half-gaussian

(b)

−5 0 5

x

0

500

1000

sa
m

p
le

s

samples from f(x) (by ARS)

(c)

Figure 11.5: (a) Idea behind adaptive rejection sampling. We place piecewise linear upper (and lower) bounds
on the log-concave density. Adapted from Figure 1 of [GW92]. Generated by ars_envelope.ipynb. (b-c) Using
ARS to sample from a half-Gaussian. Generated by ars_demo.ipynb.

11.4.4 Rejection sampling in high dimensions

It is clear that we want to make our proposal q(x) as close as possible to the target distribution p(x),
while still being an upper bound. But this is quite hard to achieve, especially in high dimensions. To
see this, consider sampling from p(x) = N (0, σ2

pI) using as a proposal q(x) = N (0, σ2
qI). Obviously

we must have σ2
q ≥ σ2

p in order to be an upper bound. In D dimensions, the optimum value is given
by C = (σq/σp)

D. The acceptance rate is 1/C (since both p and q are normalized), which decreases
exponentially fast with dimension. For example, if σq exceeds σp by just 1%, then in 1000 dimensions
the acceptance ratio will be about 1/20,000. This is a fundamental weakness of rejection sampling.

11.5 Importance sampling

In this section, we describe a Monte Carlo method known as importance sampling for approximating
integrals of the form

E [φ(x)] =

∫
φ(x)π(x)dx (11.30)

where φ is called a target function, and π(x) is the target distribution, often a conditional
distribution of the form π(x) = p(x|y). Since in general it is difficult to draw from the target
distribution, we will instead draw from some proposal distribution q(x) (which will usually depend
on y). We then adjust for the inaccuracies of this by associating weights with each sample, so we
end up with a weighted MC approximation:

E [φ(x)] ≈
N∑

n=1

Wnφ(xn) (11.31)

We discuss two cases, first when the target is normalized, and then when it is unnormalized. This
will affect the ways the weights are computed, as well as statistical properties of the estimator.
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11.5.1 Direct importance sampling

In this section, we assume that we can evaluate the normalized target distribution π(x), but we
cannot sample from it. So instead we will sample from the proposal q(x). We can then write
∫
φ(x)π(x)dx =

∫
φ(x)

π(x)

q(x)
q(x)dx (11.32)

We require that the proposal be non-zero whenever the target is non-zero, i.e., the support of q(x)
needs to be greater or equal to the support of π(x). If we draw Ns samples xn ∼ q(x), we can write

E [φ(x)] ≈ 1

Ns

Ns∑

n=1

π(xn)

q(xn)
φ(xn) =

1

Ns

Ns∑

n=1

w̃nφ(xn) (11.33)

where we have defined the importance weights as follows:

w̃n =
π(xn)

q(xn)
(11.34)

The result is an unbiased estimate of the true mean E [φ(x)].

11.5.2 Self-normalized importance sampling

The disadvantage of direct importance sampling is that we need a way to evaluate the normalized
target distribution π in order to compute the weights. It is often much easier to evaluate the
unnormalized target distribution

γ̃(x) = Zπ(x) (11.35)

where

Z =

∫
γ̃(x)dz (11.36)

is the normalization constant. (For example, if π(x) = p(x|y), then γ̃(x) = p(x,y) and Z = p(y).)
The key idea is to also approximate the normalization constant Z with importance sampling. This
method is called self-normalized importance sampling. The resulting estimate is a ratio of
two estimates, and hence is biased. However as Ns →∞, the bias goes to zero, under some weak
assumptions (see e.g., [RC04] for details).

In more detail, SNIS is based on this approximation:

E [φ(x)] =

∫
φ(x)π(x)dx =

∫
φ(x)γ̃(x)dx∫
γ̃(x)dx

=

∫ [ γ̃(x)
q(x)φ(x)

]
q(x)dx

∫ [ γ̃(x)
q(x)

]
q(x)dx

(11.37)

≈
1
Ns

∑Ns
n=1 w̃nφ(xn)

1
Ns

∑Ns
n=1 w̃n

(11.38)

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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where we have defined the unnormalized weights

w̃n =
γ̃(xn)

q(xn)
(11.39)

We can write Equation (11.38) more compactly as

E [φ(x)] ≈
Ns∑

n=1

Wnφ(xn) (11.40)

where we have defined the normalized weights by

Wn =
w̃n∑Ns

n′=1 w̃n′
(11.41)

This is equivalent to approximating the target distribution using a weighted sum of delta functions:

π(x) ≈
Ns∑

n=1

Wnδ(x− xn) ≜ π̂(x) (11.42)

As a byproduct of this algorithm we get the following appoximation to the normalization constant:

Z ≈ 1

Ns

Ns∑

n=1

w̃n ≜ Ẑ (11.43)

11.5.3 Choosing the proposal

The performance of importance sampling depends crucially on the quality of the proposal distribution.
As we mentioned, we require that the support of q cover the support of the target (i.e., γ̃(x) > 0 =⇒
q(x) > 0). However, we also want the proposal to not be too “loose” of a “covering”. Ideally it should
also take into account properties of the target function φ as well, as shown in Figure 11.6. This can
yield subsantial benefits, as shown in the “target aware Bayesian inference” scheme of [Rai+20].
However, usually the target function φ is unknown or ignored, so we just try to find a “generally
useful” approximation to the target.

One way to come up with a good proposal is to learn one, by optimizing the variational lower
bound or ELBO (see Section 10.1.1.2). Indeed, if we fix the parameters of the generative model, we
can think of importance weighted autoencoders (Section 10.5.1) as learning a good IS proposal. More
details on this connection can be found in [DS18].

11.5.4 Annealed importance sampling (AIS)

In this section, we describe a method known as annealed importance sampling [Nea01] for
sampling from complex, possibly multimodal distributions. Assume we want to sample from some
target distribution p0(x) ∝ f0(x) (where f0(x) is the unnormalized version), but we cannot easily do
so, because p0 is complicated in some way (e.g., high dimensional and/or multi-modal). However,
suppose that there is an easier distribution which we can sample from, call it pn(x) ∝ fn(x); for
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Figure 11.6: In importance sampling, we should sample from a distribution that takes into account regions
where π(x) has high probability and where φ(x) is large. Here the function to be evaluated is an indicator
function of a set, corresponding to a set of rare events in the tail of the distribution. From Figure 3 of
[And+03]. Used with kind permission of Nando de Freitas.

example, this might be the prior. We now construct a sequence of intermediate distributions than
move slowly from pn to p0 as follows:

fj(x) = f0(x)
βjfn(x)

1−βj (11.44)

where 1 = β0 > β1 > · · · > βn = 0, where βj is an inverse temperature. We will sample a set of
points from fn, and then from fn−1, and so on, until we eventually sample from f0.

To sample from each fj , suppose we can define a Markov chain Tj(x,x′) = pj(x
′|x), which leaves

p0 invariant (i.e.,
∫
pj(x

′|x)p0(x)dx = p0(x
′)). (See Chapter 12 for details on how to construct such

chains.) Given this, we can sample x from p0 as follows: sample vn ∼ pn; sample vn−1 ∼ Tn−1(vn, ·);
and continue in this way until we sample v0 ∼ T0(v1, ·); finally we set x = v0 and give it weight

w =
fn−1(vn−1)
fn(vn−1)

fn−2(vn−2)
fn−1(vn−2)

· · · f1(v1)
f2(v1)

f0(v0)

f1(v0)
(11.45)

This can be shown to be correct by viewing the algorithm as a form of importance sampling in an
extended state space v = (v0, . . . ,vn). Consider the following distribution on this state space:

p(v) ∝ φ(v) = f0(v0)T̃0(v0,v1)T̃2(v1,v2) · · · T̃n−1(vn−1,vn) (11.46)
∝ p(v0)p(v1|v0) · · · p(vn|vn−1) (11.47)

where T̃j is the reversal of Tj :

T̃j(v,v
′) = Tj(v

′,v)pj(v
′)/pj(v) = Tj(v

′,v)fj(v
′)/fj(v) (11.48)

It is clear that
∑
v1,...,vn

φ(v) = f0(v0), so by sampling from p(v), we can effectively sample from
p0(x).

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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We can sample on this extended state space using the above algorithm, which corresponds to the
following proposal:

q(v) ∝ g(v) = fn(vn)Tn−1(vn,vn−1) · · ·T2(v2,v1)T0(v1,v0) (11.49)
∝ p(vn)p(vn−1|vn) · · · p(v1|v0) (11.50)

One can show that the importance weights w = φ(v0,...,vn)
g(v0,...,vn)

are given by Equation (11.45). Since
marginals of the sampled sequences from this extended model are equivalent to samples from p0(x),
we see that we are using the correct weights.

11.5.4.1 Estimating normalizing constants using AIS

An important application of AIS is to evaluate a ratio of partition functions. Notice that Z0 =∫
f0(x)dx =

∫
φ(v)dv, and Zn =

∫
fn(x)dx =

∫
g(v)dv. Hence

Z0

Zn
=

∫
φ(v)dv∫
g(v)dv

=

∫ φ(v)
g(v) g(v)dv∫
g(v)dv

= Eg
[
φ(v)

g(v)

]
≈ 1

S

S∑

s=1

ws (11.51)

where ws = φ(vs)/g(vs). If f0 is a prior and fn is the posterior, we can estimate Zn = p(D) using
the above equation, provided the prior has a known normalization constant Z0. This is generally
considered the method of choice for evaluating difficult partition functions. See e.g., [GM98] for more
details.

11.6 Controlling Monte Carlo variance

As we mentioned in Section 11.2.2, the standard error in a Monte Carlo estimate is O(1/
√
S), where

S is the number of (independent) samples. Consequently it may take many samples to reduce the
variance to a sufficiently small value. In this section, we discuss some ways to reduce the variance of
sampling methods. For more details, see e.g., [KTB11].

11.6.1 Common random numbers

When performing Monte Carlo optimization, we often want to compare Ep(z) [f(θ, z)] to Ep(z) [f(θ′, z)]
for different values of the parameters θ and θ′. To reduce the variance of this comparison, we can
use the same random samples zs for evaluating both functions. In this way, differences in the
outcome can be ascribed to differences in the parameters θ, rather than to the noise terms. This
is called the common random numbers trick, and is widely used in ML (see e.g., [GBJ18;
NJ00]), since it can often convert a stochastic optimization problem into a deterministic one,
enabling the use of more powerful optimization methods. For more details on CRN, see e.g.,
https://en.wikipedia.org/wiki/Variance_reduction#Common_Random_Numbers_(CRN).

11.6.2 Rao-Blackwellization

In this section, we discuss a useful technique for reducing the variance of MC estimators known as
Rao-Blackwellization. To explain the method, suppose we have two rv’s, X and Y , and we want
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to estimate f = E [f(X,Y )]. The naive approach is to use an MC approximation

f̂MC =
1

S

S∑

s=1

f(Xs, Ys) (11.52)

where (Xs, Ys) ∼ p(X,Y ). This is an unbiased estimator of f . However, it may have high variance.
Now suppose we can analytically marginalize out Y , provided we know X, i.e., we can tractably

compute

fX(Xs) =

∫
dY p(Y |Xs)f(Xs, Y ) = E [f(X,Y )|X = Xs] (11.53)

Let us define the Rao-Blackwellized estimator

f̂RB =
1

S

S∑

s=1

fX(Xs) (11.54)

where Xs ∼ p(X). This is an unbiased estimator, since E
[
f̂RB

]
= E [E [f(X,Y )|X]] = f . However,

this estimate can have lower variance than the naive estimator. The intuitive reason is that we are
now sampling in a reduced dimensional space. Formally we can see this by using the law of iterated
variance to get

V [E [f(X,Y )|X]] = V [f(X,Y )]− E [V [f(X,Y )] |X] ≤ V [f(X,Y )] (11.55)

For some examples of this in practice, see Section 6.3.4.2, Section 13.4, and Section 12.3.8.

11.6.3 Control variates

Suppose we want to estimate µ = E [f(X)] using an unbiased estimator m(X ) = 1
S

∑S
s=1m(xs),

where xs ∼ p(X) and E [m(X)] = µ. (We abuse notation slightly and use m to refer to a function of
a single random variable as well as a set of samples.) Now consider the alternative estimator

m∗(X ) = m(X ) + c (b(X )− E [b(X )]) (11.56)

This is called a control variate, and b is called a baseline. (Once again we abuse notation and use
b(X ) = 1

S

∑S
s=1 b(xs) and m∗(X ) = 1

S

∑S
s=1m

∗(xs).)
It is easy to see that m∗(X ) is an unbiased estimator, since E [m∗(X)] = E [m(X)] = µ. However,

it can have lower variance, provided b is correlated with m. To see this, note that

V [m∗(X)] = V [m(X)] + c2V [b(X)] + 2cCov [m(X), b(X)] (11.57)

By taking the derivative of V [m∗(X)] wrt c and setting to 0, we find that the optimal value is

c∗ = −Cov [m(X), b(X)]

V [b(X)]
(11.58)

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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The corresponding variance of the new estimator is now

V [m∗(X)] = V [m(X)]− Cov [m(X), b(X)]
2

V [b(X)]
= (1− ρ2m,b)V [m(X)] ≤ V [m(X)] (11.59)

where ρ2m,b is the correlation of the basic estimator and the baseline function. If we can ensure
this correlation is high, we can reduce the variance. Intuitively, the CV estimator is exploiting
information about the errors in the estimate of a known quantity, namely E [b(X)], to reduce the
errors in estimating the unknown quantity, namely µ.

We give a simple worked example in Section 11.6.3.1. See Section 10.2.3 for an example of this
technique applied to blackbox variational inference.

11.6.3.1 Example

We now give a simple worked example of control variates.4 Consider estimating µ = E [f(X)] where
f(X) = 1/(1 +X) and X ∼ Unif(0, 1). The exact value is

µ =

∫ 1

0

1

1 + x
dx = ln 2 ≈ 0.693 (11.60)

The naive MC estimate, using S samples, is m(X ) = 1
S

∑S
s=1 f(xs). Using S = 1500, we find

E [m(X )] = 0.6935 with standard error se = 0.0037.
Now let us use b(X) = 1 +X as a baseline, so b(X ) = (1/S)

∑
s(1 + xs). This has expectation

E [b(X)] =
∫ 1

0
(1 + x)dx = 3

2 . The control variate estimator is given by

m∗(X ) = 1

S

S∑

s=1

f(xs) + c

(
1

S

S∑

s=1

b(xs)−
3

2

)
(11.61)

The optimal value can be estimated from the samples of m(xs) and b(xs), and plugging into
Equation (11.58) to get c∗ ≈ 0.4773. Using S = 1500, we find E [m∗(X )] = 0.6941 and se = 0.0007.

See also Section 11.6.4.1, where we analyze this example using antithetic sampling.

11.6.4 Antithetic sampling

In this section, we discuss antithetic sampling, which is a simple way to reduce variance.5 Suppose
we want to estimate θ = E [Y ]. Let Y1 and Y2 be two samples. An unbiased estimate of θ is given by
θ̂ = (Y1 + Y2)/2. The variance of this estimate is

V
[
θ̂
]
=

V [Y1] + V [Y2] + 2Cov [Y1, Y2]

4
(11.62)

so the variance is reduced if Cov [Y1, Y2] < 0. So whenever we sample Y1, we should set Y2 to be its
“opposite”, but with the same mean.

For example, suppose Y ∼ Unif(0, 1). If we let y1, . . . , yn be iid samples from Unif(0, 1), then we
can define y′i = 1− yi. The distribution of y′i is still Unif(0, 1), but Cov [yi, y

′
i] < 1.

4. The example is from https://en.wikipedia.org/wiki/Control_variates, with modified notation. See con-
trol_variates.ipynb for some code.
5. Our presentation is based on https://en.wikipedia.org/wiki/Antithetic_variates. See anti-
thetic_sampling.ipynb for the code.
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Figure 11.7: Illustration of Monte Carlo (MC), Quasi-MC (QMC) from a Sobol sequence, and randomized
QMC using a scrambling method. Adapted from Figure 1 of [OR20]. Used with kind permission of Art Owen.

11.6.4.1 Example

To see why this can be useful, consider the example from Section 11.6.3.1. Let µ̂mc be the classic MC
estimate using 2N samples from Unif(0, 1), and let µ̂anti be the MC estimate using the above antithetic
sampling scheme applied to N base samples from Unif(0, 1). The exact value is µ = ln 2 ≈ 0.6935.
For the classical method, with N = 750, we find E [µ̂mc] = 0.69365 with a standard error of 0.0037.
For the antithetic method, we find E [µ̂anti] = 0.6939 with a standard error of 0.0007, which matches
the control variate method of Section 11.6.3.1.

11.6.5 Quasi-Monte Carlo (QMC)

Quasi-Monte Carlo (see e.g., [Lem09; Owe13]) is an approach to numerical integration that
replaces random samples with low discrepancy sequences, such as the Halton sequence (see e.g.,
[Owe17]) or Sobol sequence. Intuitively, these are space filling sequences of points, constructed
to reduce the unwanted gaps and clusters that would arise among randomly chosen inputs. See
Figure 11.7 for an example.6

More precisely, consider the problem of evaluating the following D-dimensional integral:

f =

∫

[0,1]D
f(x)dx ≈ f̂N =

1

N

N∑

n=1

f(xn) (11.63)

Let ϵN = |f − f̂N | be the error. In standard Monte Carlo, if we draw N independent samples, then
we have ϵN ∼ O

(
1√
N

)
. In QMC, it can be shown that ϵN ∼ O

(
(logN)D

N

)
. For N > 2D, the latter

is smaller than the former.
One disadvantage of QMC is that it just provides a point estimate of f , and does not give an

uncertainty estimate. By contrast, in regular MC, we can estimate the MC standard error, discussed
in Section 11.2.2. Randomized QMC (see e.g., [L’E18]) provides a solution to this problem. The
basic idea is to repeat the QMC method R times, by perturbing the sequence of N points by a

6. More details on QMC can be found at http://roth.cs.kuleuven.be/wiki/Main_Page. For connections to Bayesian
quadrature, see e.g., [DKS13; HKO22].

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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random amount. In particular, define

yi,r = xi + ur (mod 1) (11.64)

where x1, . . . ,xN is a low-discrepancy sequence, and ur ∼ Unif(0, 1)D is a random perturbation.
The set {yj} is low discrepancy, and satisfies that each yj ∼ Unif(0, 1)D, for j = 1 : N × R. This
has much lower variance than standard MC. (Typically we take R to be a power of 2.) Recently,
[OR20] proved a strong law of large numbers for RQMC.

QMC and RQMC can be used inside of MCMC inference (see e.g., [OT05]) and variational inference
(see e.g., [BWM18]). It is also commonly used to select the initial set of query points for Bayesian
optimization (Section 6.6).

Another technique that can be used is orthogonal Monte Carlo, where the samples are
conditioned to be pairwise orthogonal, but with the marginal distributions matching the original
ones (see e.g., [Lin+20]).
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12 Markov chain Monte Carlo

12.1 Introduction

In Chapter 11, we considered non-iterative Monte Carlo methods, including rejection sampling and
importance sampling, which generate independent samples from some target distribution. The trouble
with these methods is that they often do not work well in high dimensional spaces. In this chapter,
we discuss a popular method for sampling from high-dimensional distributions known as Markov
chain Monte Carlo or MCMC. In a survey by SIAM News1, MCMC was placed in the top 10
most important algorithms of the 20th century.

The basic idea behind MCMC is to construct a Markov chain (Section 2.6) on the state space X
whose stationary distribution is the target density p∗(x) of interest. (In a Bayesian context, this
is usually a posterior, p∗(x) ∝ p(x|D), but MCMC can be applied to generate samples from any
kind of distribution.) That is, we perform a random walk on the state space, in such a way that the
fraction of time we spend in each state x is proportional to p∗(x). By drawing (correlated) samples
x0,x1,x2, . . . , from the chain, we can perform Monte Carlo integration wrt p∗.

Note that the initial samples from the chain do not come from the stationary distribution, and
should be discarded; the amount of time it takes to reach stationarity is called the mixing time or
burn-in time; reducing this is one of the most important factors in making the algorithm fast, as
we will see.

The MCMC algorithm has an interesting history. It was discovered by physicists working on the
atomic bomb at Los Alamos during World War II, and was first published in the open literature in
[Met+53] in a chemistry journal. An extension was published in the statistics literature in [Has70],
but was largely unnoticed. A special case (Gibbs sampling, Section 12.3) was independently invented
in [GG84] in the context of Ising models (Section 4.3.2.1). But it was not until [GS90] that the
algorithm became well-known to the wider statistical community. Since then it has become wildly
popular in Bayesian statistics, and is becoming increasingly popular in machine learning.

In the rest of this chapter, we give a brief introduction to MCMC methods. For more details on
the theory, see e.g., [GRS96; BZ20]. For more details on the implementation side, see e.g., [Lao+20].
And for an interactive visualization of many of these algorithsm in 2d, see http://chi-feng.github.
io/mcmc-demo/app.html.

1. Source: http://www.siam.org/pdf/news/637.pdf.

http://chi-feng.github.io/mcmc-demo/app.html
http://chi-feng.github.io/mcmc-demo/app.html
http://www.siam.org/pdf/news/637.pdf
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12.2 Metropolis-Hastings algorithm

In this section, we describe the simplest kinds of MCMC algorithm known as the Metropoli-Hastings
or MH algorithm.

12.2.1 Basic idea

The basic idea in MH is that at each step, we propose to move from the current state x to a new state
x′ with probability q(x′|x), where q is called the proposal distribution (also called the kernel).
The user is free to use any kind of proposal they want, subject to some conditions which we explain
below. This makes MH quite a flexible method.

Having proposed a move to x′, we then decide whether to accept this proposal, or to reject it,
according to some formula, which ensures that the long-term fraction of time spent in each state is
proportional to p∗(x). If the proposal is accepted, the new state is x′, otherwise the new state is the
same as the current state, x (i.e., we repeat the sample).

If the proposal is symmetric, so q(x′|x) = q(x|x′), the acceptance probability is given by the
following formula:

A = min

(
1,
p∗(x′)
p∗(x)

)
(12.1)

We see that if x′ is more probable than x, we definitely move there (since p∗(x′)
p∗(x) > 1), but if x′ is

less probable, we may still move there anyway, depending on the relative probabilities. So instead of
greedily moving to only more probable states, we occasionally allow “downhill” moves to less probable
states. In Section 12.2.2, we prove that this procedure ensures that the fraction of time we spend in
each state x is equal to p∗(x).

If the proposal is asymmetric, so q(x′|x) ̸= q(x|x′), we need the Hastings correction, given by
the following:

A = min(1, α) (12.2)

α =
p∗(x′)q(x|x′)
p∗(x)q(x′|x) =

p∗(x′)/q(x′|x)
p∗(x)/q(x|x′) (12.3)

This correction is needed to compensate for the fact that the proposal distribution itself (rather than
just the target distribution) might favor certain states.

An important reason why MH is a useful algorithm is that, when evaluating α, we only need to
know the target density up to a normalization constant. In particular, suppose p∗(x) = 1

Z p̃(x), where
p̃(x) is an unnormalized distribution and Z is the normalization constant. Then

α =
(p̃(x′)/Z) q(x|x′)
(p̃(x)/Z) q(x′|x) (12.4)

so the Z’s cancel. Hence we can sample from p∗ even if Z is unknown.
A proposal distribution q is valid or admissible if it “covers” the support of the target. Formally,

we can write this as

supp(p∗) ⊆ ∪xsupp(q(·|x)) (12.5)

With this, we can state the overall algorithm as in Algorithm 12.1.

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024
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Algorithm 12.1: Metropolis-Hastings algorithm
1 Initialize x0
2 for s = 0, 1, 2, . . . do
3 Define x = xs

4 Sample x′ ∼ q(x′|x)
5 Compute acceptance probability

α =
p̃(x′)q(x|x′)
p̃(x)q(x′|x)

6 Compute A = min(1, α)
7 Sample u ∼ U(0, 1)
8 Set new sample to

xs+1 =

{
x′ if u ≤ A (accept)
xs if u > A (reject)

12.2.2 Why MH works

To prove that the MH procedure generates samples from p∗, we need a bit of Markov chain theory,
as discussed in Section 2.6.4.

The MH algorithm defines a Markov chain with the following transition matrix:

p(x′|x) =
{
q(x′|x)A(x′|x) if x′ ̸= x
q(x|x) +∑x′ ̸=x q(x

′|x)(1−A(x′|x)) otherwise (12.6)

This follows from a case analysis: if you move to x′ from x, you must have proposed it (with
probability q(x′|x)) and it must have been accepted (with probability A(x′|x)); otherwise you stay in
state x, either because that is what you proposed (with probability q(x|x)), or because you proposed
something else (with probability q(x′|x)) but it was rejected (with probability 1−A(x′|x)).

Let us analyze this Markov chain. Recall that a chain satisfies detailed balance if

p(x′|x)p∗(x) = p(x|x′)p∗(x′) (12.7)

This means in the in-flow to state x′ from x is equal to the out-flow from state x′ back to x, and vice
versa. We also showed that if a chain satisfies detailed balance, then p∗ is its stationary distribution.
Our goal is to show that the MH algorithm defines a transition function that satisfies detailed balance
and hence that p∗ is its stationary distribution. (If Equation (12.7) holds, we say that p∗ is an
invariant distribution wrt the Markov transition kernel q.)

Theorem 12.2.1. If the transition matrix defined by the MH algorithm (given by Equation (12.6))
is ergodic and irreducible, then p∗ is its unique limiting distribution.

Proof. Consider two states x and x′. Either

p∗(x)q(x′|x) < p∗(x′)q(x|x′) (12.8)

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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or

p∗(x)q(x′|x) ≥ p∗(x′)q(x|x′) (12.9)

Without loss of generality, assume that p∗(x)q(x′|x) > p∗(x′)q(x|x′). Hence

α(x′|x) = p∗(x′)q(x|x′)
p∗(x)q(x′|x) < 1 (12.10)

Hence we have A(x′|x) = α(x′|x) and A(x|x′) = 1.
Now to move from x to x′ we must first propose x′ and then accept it. Hence

p(x′|x) = q(x′|x)A(x′|x) = q(x′|x)p
∗(x′)q(x|x′)
p∗(x)q(x′|x) =

p∗(x′)
p∗(x)

q(x|x′) (12.11)

Hence

p∗(x)p(x′|x) = p∗(x′)q(x|x′) (12.12)

The backwards probability is

p(x|x′) = q(x|x′)A(x|x′) = q(x|x′) (12.13)

since A(x|x′) = 1. Inserting this into Equation (12.12) we get

p∗(x)p(x′|x) = p∗(x′)p(x|x′) (12.14)

so detailed balance holds wrt p∗. Hence, from Theorem 2.6.3, p∗ is a stationary distribution.
Furthermore, from Theorem 2.6.2, this distribution is unique, since the chain is ergodic and irreducible.

12.2.3 Proposal distributions

In this section, we discuss some common proposal distributions. Note, however, that good proposal
design is often intimately dependent on the form of the target distribution (most often the posterior).

12.2.3.1 Independence sampler

If we use a proposal of the form q(x′|x) = q(x′), where the new state is independent of the old
state, we get a method known as the independence sampler, which is similar to importance
sampling (Section 11.5). The function q(x′) can be any suitable distribution, such as a Gaussian.
This has non-zero probability density on the entire state space, and hence is a valid proposal for any
unconstrained continuous state space.

12.2.3.2 Random walk Metropolis (RWM) algorithm

The random walk Metropolis algorithm corresponds to MH with the following proposal distribution:

q(x′|x) = N (x′|x, τ2I) (12.15)

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024
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Figure 12.1: An example of the Metropolis-Hastings algorithm for sampling from a mixture of two 1d
Gaussians (µ = (−20, 20), π = (0.3, 0.7), Σ = (100, 100)), using a Gaussian proposal with standard deviation
of τ ∈ {1, 8, 500}. (a) When τ = 1, the chain gets trapped near the starting state and fails to sample from
the mode at µ = −20. (b) When τ = 500, the chain is very “sticky”, so its effective sample size is low (as
reflected by the rough histogram approximation at the end). (c) Using a variance of τ = 8 is just right and
leads to a good approximation of the true distribution (shown in red). Compare to Figure 12.4. Generated by
mcmc_gmm_demo.ipynb.

Here τ is a scale factor chosen to facilitate rapid mixing. [RR01b] prove that, if the posterior is
Gaussian, the asymptotically optimal value is to use τ2 = 2.382/D, where D is the dimensionality of
x; this results in an acceptance rate of 0.234, which (in this case) is the optimal tradeoff between
exploring widely enough to cover the distribution without being rejected too often. (See [Béd08] for
a more recent account of optimal acceptance rates for random walk Metropolis methods.)

Figure 12.1 shows an example where we use RWM to sample from a mixture of two 1D Gaussians.
This is a somewhat tricky target distribution, since it consists of two somewhat separated modes.
It is very important to set the variance of the proposal τ2 correctly: if the variance is too low, the
chain will only explore one of the modes, as shown in Figure 12.1(a), but if the variance is too large,
most of the moves will be rejected, and the chain will be very sticky, i.e., it will stay in the same
state for a long time. This is evident from the long stretches of repeated values in Figure 12.1(b).
If we set the proposal’s variance just right, we get the trace in Figure 12.1(c), where the samples
clearly explore the support of the target distribution.

12.2.3.3 Composing proposals

If there are several proposals that might be useful, one can combine them using a mixture proposal,
which is a convex combination of base proposals:

q(x′|x) =
K∑

k=1

wkqk(x
′|x) (12.16)

where wk are the mixing weights that sum to one. As long as each qk is an individually valid proposal,
and each wk > 0, then the overall mixture proposal will also be valid. In particular, if each proposal
is reversible, so it satisfies detailed balance (Section 2.6.4.4), then so does the mixture.
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It is also possible to compose individual proposals by chaining them together to get

q(x′|x) =
∑

x1

· · ·
∑

xK−1

q1(x1|x)q2(x2|x1) · · · qK(x|xK−1) (12.17)

A common example is where each base proposal only updates a subset of the variables (see e.g.,
Section 12.3).

12.2.3.4 Data-driven MCMC

In the case where the target distribution is a posterior, p∗(x) = p(x|D), it is helpful to condition the
proposal not just on the previous hidden state, but also the visible data, i.e., to use q(x′|x,D). This
is called data-driven MCMC (see e.g., [TZ02; Jih+12]).

One way to create such a proposal is to train a recognition network to propose states using
q(x′|x,D) = f(x). If the state space is high-dimensional, it might be hard to predict all the hidden
components, so we can alternatively train individual “experts” to predict specific pieces of the hidden
state. For example, in the context of estimating the 3d pose of a person from an image, we might
combine a face detector with a limb detector. We can then use a mixture proposal of the form

q(x′|x,D) = π0q0(x
′|x) +

∑

k

πkqk(x
′
k|fk(D)) (12.18)

where q0 is a standard data-independent proposal (e.g., random walk), and qk updates the k’th
component of the state space.

The overall procedure is a form of generate and test: the discriminative proposals q(x′|x,D)
generate new hypotheses, which are then “tested” by computing the posterior ratio p(x′|D)

p(x|D) , to see if
the new hypothesis is better or worse. (See also Section 13.3, where we discuss learning proposal
distributions for particle filters.)

12.2.3.5 Adaptive MCMC

One can change the parameters of the proposal as the algorithm is running to increase efficiency.
This is called adaptive MCMC. This allows one to start with a broad covariance (say), allowing
large moves through the space until a mode is found, followed by a narrowing of the covariance to
ensure careful exploration of the region around the mode.

However, one must be careful not to violate the Markov property; thus the parameters of the
proposal should not depend on the entire history of the chain. It turns out that a sufficient condition
to ensure this is that the adaption is “faded out” gradually over time. See e.g., [AT08] for details.

12.2.4 Initialization

It is necessary to start MCMC in an initial state that has non-zero probability. A natural approach
is to first use an optimizer to find a local mode. However, at such points the gradients of the log
joint are zero, which can cause problems for some gradient-based MCMC methods, such as HMC
(Section 12.5), so it can be better to start “close” to a MAP estimate (see e.g., [HFM17, Sec 7.]).
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12.3 Gibbs sampling

The major problems with MH are the need to choose the proposal distribution, and the fact that the
acceptance rate may be low. In this section, we describe an MH method that exploits conditional
independence properties of a graphical model to automatically create a good proposal, with acceptance
probability 1. This method is known as Gibbs sampling.2 (In physics, this method is known as
Glauber dynamics or the heat bath method.) This is the MCMC analog of coordinate descent.3

12.3.1 Basic idea

The idea behind Gibbs sampling is to sample each variable in turn, conditioned on the values of all
the other variables in the distribution. For example, if we have D = 3 variables, we use

• xs+1
1 ∼ p(x1|xs2, xs3)

• xs+1
2 ∼ p(x2|xs+1

1 , xs3)

• xs+1
3 ∼ p(x3|xs+1

1 , xs+1
2 )

This readily generalizes to D variables. (Note that if xi is a known variable, we do not sample it, but
it may be used as input to th another conditional distribution.)

The expression p(xi|x−i) is called the full conditional for variable i. In general, xi may only
depend on some of the other variables. If we represent p(x) as a graphical model, we can infer
the dependencies by looking at i’s Markov blanket, which are its neighbors in the graph (see
Section 4.2.4.3), so we can write

xs+1
i ∼ p(xi|xs−i) = p(xi|xsmb(i)) (12.19)

(Compare to the equation for mean field variational inference in Equation (10.87).)
We can sample some of the nodes in parallel, without affecting correctness. In particular, suppose

we can create a coloring of the (moralized) undirected graph, such that no two neighboring nodes
have the same color. (In general, computing an optimal coloring is NP-complete, but we can use
efficient heuristics such as those in [Kub04].) Then we can sample all the nodes of the same color in
parallel, and cycle through the colors sequentially [Gon+11].

12.3.2 Gibbs sampling is a special case of MH

It turns out that Gibbs sampling is a special case of MH where we use a sequence of proposals of the
form

qi(x
′|x) = p(x′i|x−i)I

(
x′−i = x−i

)
(12.20)

That is, we move to a new state where xi is sampled from its full conditional, but x−i is left
unchanged.

2. Josiah Willard Gibbs, 1839–1903, was an American physicist.
3. Several software libraries exist for applying Gibbs sampling to general graphical models, including Nimble, which is
a C++ library with an R wrapper, and which replaces older programs such as BUGS and JAGS.
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Figure 12.2: Illustration of checkerboard pattern for a 2d MRF. This allows for parallel updates.

We now prove that the acceptance rate of each such proposal is 100%, so the overall algorithm
also has an acceptance rate of 100%. We have

α =
p(x′)qi(x|x′)
p(x)qi(x′|x)

=
p(x′i|x′−i)p(x′−i)p(xi|x′−i)
p(xi|x−i)p(x−i)p(x′i|x−i)

(12.21)

=
p(x′i|x−i)p(x−i)p(xi|x−i)
p(xi|x−i)p(x−i)p(x′i|x−i)

= 1 (12.22)

where we exploited the fact that x′−i = x−i.
The fact that the acceptance rate is 100% does not necessarily mean that Gibbs will converge

rapidly, since it only updates one coordinate at a time (see Section 12.3.7). However, if we can group
together correlated variables, then we can sample them as a group, which can significantly help
mixing.

12.3.3 Example: Gibbs sampling for Ising models

In Section 4.3.2.1, we discuss Ising models and Potts models, which are pairwise MRFs with a 2d
grid structure. The joint distribution has the form

p(x) =
1

Z

∏

i∼j
ψij(xi, xj |θ) (12.23)

where i ∼ j means i and j are neighbors in the graph.
To apply Gibbs sampling to such a model, we just need to iteratively sample from each full

conditional:

p(xi|x−i) ∝
∏

j∈nbr(i)
ψij(xi, xj) (12.24)

Note that although Gibbs sampling is a sequential algorithm, we can sometimes exploit conditional
independence properties to perform parallel updates [RS97a]. In the case of a 2d grid, we can color
code nodes using a checkerboard pattern shown in Figure 12.2. This has the property that the black
nodes are conditionally independent of each other given the white nodes, and vice versa. Hence we
can sample all the black nodes in parallel (as a single group), and then sample all the white nodes,
etc.
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To perform the sampling, we need to compute the full conditional in Equation (12.24). In the
case of an Ising model with edge potentials ψ(xi, xj) = exp(Jxixj), where xi ∈ {−1,+1}, the full
conditional becomes

p(xi = +1|x−i) =
∏
j∈nbr(i) ψij(xi = +1, xj)∏

j∈nbr(i) ψ(xi = +1, xj) +
∏
j∈nbr(i) ψ(xi = −1, xi)

(12.25)

=
exp[J

∑
j∈nbr(i) xj ]

exp[J
∑
j∈nbr(i) xj ] + exp[−J∑j∈nbr(i) xj ]

(12.26)

=
exp[Jηi]

exp[Jηi] + exp[−Jηi]
= σ(2Jηi) (12.27)

where J is the coupling strength, ηi ≜
∑
j∈nbr(i) xj , and σ(u) = 1/(1 + e−u) is the sigmoid function.

Some samples from this model are shown in Figure 4.17.
It is easy to see that ηi = xi(ai − di), where ai is the number of neighbors that agree with (have

the same sign as) node i, and dt is the number of neighbors who disagree. If this number is equal,
the “forces” on xi cancel out, so the full conditional is uniform. (Another way to see this is as follows:
if we use xi ∈ {0, 1}, this becomes p(xi = +1|x−i) = σ(J(ai − di)), so if ai = di, then we get 0.5
probability for each state.)

One application of Ising models is as a prior for binary image denoising problems. In particular,
suppose y is a noisy version of x, and we wish to compute the posterior p(x|y) ∝ p(x)p(y|x), where
p(x) is an Ising prior, and p(y|x) =

∏
i p(yi|xi) is a per-site likelihood term. Suppose this is a

Gaussian. Let ψi(xi) = N (yi|xi, σ2) be the corresponding “local evidence” term. The full conditional
becomes

p(xi = +1|x−i,y) =
exp[Jηi]ψi(+1)

exp[Jηi]ψi(+1) + exp[−Jηi]ψi(−1)
(12.28)

= σ

(
2Jηi + log

ψi(+1)

ψi(−1)

)
(12.29)

Now the probability of xi entering each state is determined both by compatibility with its neighbors
(the Ising prior) and compatibility with the data (the local likelihood term).

See Figure 12.3 for an example of this algorithm applied to a simple image denoising problem. The
results are similar to the mean field results in Figure 10.9.

12.3.4 Example: Gibbs sampling for Potts models

We can extend Section 12.3.3 to the Potts models as follows. Recall that the model has the following
form:

p(x) =
1

Z
exp(−E(x)) (12.30)

E(x) = −J
∑

i∼j
I (xi = xj) (12.31)

For a node i with neighbors nbr(i), the full conditional is thus given by

p(xi = k|x−i) =
exp(J

∑
n∈nbr(i) I (xn = k))

∑
k′ exp(J

∑
n∈nbr(i) I (xn = k′))

(12.32)

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



508 Chapter 12. Markov chain Monte Carlo

sample 1, Gibbs

 

 

−1

−0.5

0

0.5

1

(a)

sample 5, Gibbs

 

 

−1

−0.5

0

0.5

1

(b)

mean after 15 sweeps of Gibbs

 

 

−1

−0.5

0

0.5

1

(c)

Figure 12.3: Example of image denoising using Gibbs sampling. We use an Ising prior with J = 1 and a
Gaussian noise model with σ = 2. (a) Sample from the posterior after one sweep over the image. (b) Sample
after 5 sweeps. (c) Posterior mean, computed by averaging over 15 sweeps. Compare to Figure 10.9 which
shows the results of mean field inference. Generated by ising_image_denoise_demo.ipynb.

So if J > 0, a node i is more likely to enter a state k if most of its neighbors are already in state k,
corresponding to an attractive MRF. If J < 0, a node i is more likely to enter a different state from
its neighbors, corresponding to a repulsive MRF. See Figure 4.18 for some samples from this model
created using this method.

12.3.5 Example: Gibbs sampling for GMMs

In this section, we consider sampling from a Bayesian Gaussian mixture model of the form

p(z = k,x|θ) = πkN (x|µk,Σk) (12.33)

p(θ) = Dir(π|α)
K∏

k=1

N (µk|m0,V0)IW(Σk,S0, ν0) (12.34)

12.3.5.1 Known parameters

Suppose, initially, that the parameteters θ are known. We can easily draw independent samples from
p(x|θ) by using ancestral sampling: first sample z and then x. However, for illustrative purposes, we
will use Gibbs sampling to draw correlated samples. The full conditional for p(x|z = k,θ) is just
N (x|µk,Σk), and the full conditional for p(z = k|x) is given by Bayes’ rule:

p(z = k|x,θ) = πkN (x|µk,Σk)∑
k′ πk′N (x|µk′ ,Σk′)

(12.35)

An example of this procedure, applied to a mixture of two 1d Gaussians with means at −20 and
+20, is shown in Figure 12.4. We see that the samples are auto correlated, meaning that if we are
in state 1, we will likely stay in that state for a while, and generate values near µ1; then we will
stochastically jump to state 2, and stay near there for a while, etc. (See Section 12.6.3 for a way to
measure this.) By contrast, independent samples from the joint would not be correlated at all.

In Section 12.3.5.2, we modify this example to sample the parameters of the GMM from their
posterior, p(θ|D), instead of sampling from p(D|θ).
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Figure 12.4: (a) Some samples from a mixture of two 1d Gaussians generated using Gibbs sampling. Color
denotes the value of z, vertical location denotes the value of x. Horizontal axis represents time (sample
number). (b) Traceplot of x over time, and the resulting empirical distribution is shown in blue. The true
distribution is shown in red. Compare to Figure 12.1. Generated by mcmc_gmm_demo.ipynb.

12.3.5.2 Unknown parameters

Now suppose the parameters are unknown, so we want to fit the model to data. If we use a
conditionally conjugate factored prior, then the full joint distribution is given by

p(x, z,µ,Σ,π) = p(x|z,µ,Σ)p(z|π)p(π)
K∏

k=1

p(µk)p(Σk) (12.36)

=

(
N∏

i=1

K∏

k=1

(πkN (xi|µk,Σk))
I(zi=k)

)
× (12.37)

Dir(π|α)
K∏

k=1

N (µk|m0,V0)IW(Σk|S0, ν0) (12.38)

We use the same prior for each mixture component.
The full conditionals are as follows. For the discrete indicators, we have

p(zi = k|xi,µ,Σ,π) ∝ πkN (xi|µk,Σk) (12.39)

For the mixing weights, we have (using results from Section 3.4.2)

p(π|z) = Dir({αk +
N∑

i=1

I (zi = k)}Kk=1) (12.40)
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For the means, we have (using results from Section 3.4.4.1)

p(µk|Σk, z,x) = N (µk|mk,Vk) (12.41)

V−1k = V−10 +NkΣ
−1
k (12.42)

mk = Vk(Σ
−1
k Nkxk +V−10 m0) (12.43)

Nk ≜
N∑

i=1

I (zi = k) (12.44)

xk ≜

∑N
i=1 I (zi = k)xi

Nk
(12.45)

For the covariances, we have (using results from Section 3.4.4.2)

p(Σk|µk, z,x) = IW(Σk|Sk, νk) (12.46)

Sk = S0 +

N∑

i=1

I (zi = k) (xi − µk)(xi − µk)T (12.47)

νk = ν0 +Nk (12.48)

12.3.6 Metropolis within Gibbs

When implementing Gibbs sampling, we have to sample from the full conditionals. If the distributions
are conjugate, we can compute the full conditional in closed form, but in the general case, we will
need to devise special algorithms to sample from the full conditionals.

One approach is to use the MH algorithm; this is called Metropolis within Gibbs. In particular,
to sample from xs+1

i ∼ p(xi|xs+1
1:i−1,x

s
i+1:D), we proceed in 3 steps:

1. Propose x′i ∼ q(x′i|xsi )

2. Compute the acceptance probability Ai = min(1, αi) where

αi =
p(xs+1

1:i−1, x
′
i,x

s
i+1:D)/q(x

′
i|xsi )

p(xs+1
1:i−1, x

s
i ,x

s
i+1:D)/q(x

s
i |x′i)

(12.49)

3. Sample u ∼ U(0, 1) and set xs+1
i = x′i if u < Ai, and set xs+1

i = xsi otherwise.

12.3.7 Blocked Gibbs sampling

Gibbs sampling can be quite slow, since it only updates one variable at a time (so-called single
site updating). If the variables are highly correlated, the chain will move slowly through the state
space. This is illustrated in Figure 12.5, where we illustrate sampling from a 2d Gaussian. The ellipse
represents the covariance matrix. The size of the moves taken by Gibbs sampling is controlled by the
variance of the conditional distributions. If the variance is ℓ along some coordinate direction, but the
support of the distribution is L along this dimension, then we need O((L/ℓ)2) steps to obtain an
independent sample.
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Figure 12.5: Illustration of potentially slow sampling when using Gibbs sampling for a skewed 2d Gaussian.
Adapted from Figure 11.11 of [Bis06]. Generated by gibbs_gauss_demo.ipynb.

In some cases we can efficiently sample groups of variables at a time. This is called blocked
Gibbs sampling [JKK95; WY02], and can make much bigger moves through the state space.

As an example, suppose we want to perform Bayesian inference for a state-space model, such as an
HMM, i.e., we want to sample from

p(θ, z|x) ∝ p(θ)
T∏

t=1

p(xt|zt,θ)p(zt|zt−1,θ) (12.50)

We can use blocked Gibbs sampling, where we alternate between sampling from p(θ|z,x) and
p(z|x,θ). The former is easy to do (assuming conjugate priors), since all variables in the model are
observed (see Section 29.8.4.1). The latter can be done using forwards-filtering backwards-sampling
(Section 9.2.7).

12.3.8 Collapsed Gibbs sampling

We can sometimes gain even greater speedups by analytically integrating out some of the unknown
quantities. This is called a collapsed Gibbs sampler, and it tends to be more efficient, since
it is sampling in a lower dimensional space. This can result in lower variance, as discussed in
Section 11.6.2.

As an example, consider a GMM with a fully conjugate prior. This can be represented as a DPGM
as shown in Figure 12.6a. Since the prior is conjugate, we can analytically integrate out the model
parameters µk, Σk, and π, so the only remaining hidden variables are the discrete indicator variables
z. However, once we integrate out π, all the zi nodes become inter-dependent. Similarly, once we
integrate out θk = (µk,Σk), all the xi nodes become inter-dependent, as shown in Figure 12.6b.
Nevertheless, we can easily compute the full conditionals, and hence implement a Gibbs sampler, as
we explain below. In particular, the full conditional for the latent indicators is given by

p(zi = k|z−i,x,α,β) ∝ p(zi = k|z−i,α,��β)p(x|zi = k, z−i,�α,β) (12.51)
∝ p(zi = k|z−i,α)p(xi|x−i, zi = k, z−i,β)

p(x−i|���zi = k, z−i,β) (12.52)
∝ p(zi = k|z−i,α)p(xi|x−i, zi = k,z−i,β) (12.53)
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Figure 12.6: (a) A mixture model represented as an “unrolled” DPGM. (b) After integrating out the continuous
latent parameters.

where β = (m0,V0,S0, ν0) are the hyper-parameters for the class-conditional densities. We now
discuss how to compute these terms.

Suppose we use a symmetric prior of the form π ∼ Dir(α), where αk = α/K, for the mixing
weights. Then we can obtain the first term in Equation (12.53), from Equation (3.96), where

p(z1, . . . , zN |α) =
Γ(α)

Γ(N + α)

K∏

k=1

Γ(Nk + α/K)

Γ(α/K)
(12.54)

Hence

p(zi = k|z−i, α) =
p(z1:N |α)
p(z−i|α)

=

1
Γ(N+α)

1
Γ(N+α−1)

× Γ(Nk + α/K)

Γ(Nk,−i + α/K)
(12.55)

=
Γ(N + α− 1)

Γ(N + α)

Γ(Nk,−i + 1 + α/K)

Γ(Nk,−i + α/K)
=
Nk,−i + α

N + α− 1
(12.56)

where Nk,−i ≜
∑
n ̸=i I (zn = k) = Nk − 1, and where we exploited the fact that Γ(x+ 1) = xΓ(x).

To obtain the second term in Equation (12.53), which is the posterior predictive distribution for
xi given all the other data and all the assignments, we use the fact that

p(xi|x−i, z−i, zi = k,β) = p(xi|D−i,k,β) (12.57)

where D−i,k = {xj : zj = k, j ≠ i} is all the data assigned to cluster k except for xi. If we use a
conjugate prior for θk, we can compute p(xi|D−i,k,β) in closed form. Furthermore, we can efficiently
update these predictive likelihoods by caching the sufficient statistics for each cluster. To compute
the above expression, we remove xi’s statistics from its current cluster (namely zi), and then evaluate
xi under each cluster’s posterior predictive distribution. Once we have picked a new cluster, we add
xi’s statistics to this new cluster.
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Some pseudo-code for one step of the algorithm is shown in Algorithm 12.2, based on [Sud06, p94].
(We update the nodes in random order to improve the mixing time, as suggested in [RS97b].) We
can initialize the sample by sequentially sampling from p(zi|z1:i−1,x1:i). In the case of GMMs, both
the naive sampler and collapsed sampler take O(NKD) time per step.

Algorithm 12.2: Collapsed Gibbs sampler for a mixture model
1 for each i = 1 : N in random order do
2 Remove xi’s sufficient statistics from old cluster zi
3 for each k = 1 : K do
4 Compute pk(xi|β) = p(xi|{xj : zj = k, j ̸= i},β)
5 Compute p(zi = k|z−i, α) ∝ (Nk,−i + α/K)pk(xi)
6 Sample zi ∼ p(zi|·)
7 Add xi’s sufficient statistics to new cluster zi

The primary advantage of using the collapsed sampler is that it extends to the case where we
have an “infinite” number of mixture components, as in the Dirichlet process mixture model of
Supplementary Section 31.2.2.

12.4 Auxiliary variable MCMC

Sometimes we can dramatically improve the efficiency of sampling by introducing auxiliary variables,
in order to reduce correlation between the original variables. If the original variables are denoted by
x, and the auxiliary variables by v, then the augmented distribution becomes p(x,v). We assume it
is easier to sample from this than the marginal distribution p(x). If so, we can draw joint samples
(xs,vs) ∼ p(x,v), and then just “throw away” the vs, and the result will be samples from the desired
marginal, xs ∼∑v p(x,v). We give some examples of this below.

12.4.1 Slice sampling

Consider sampling from a univariate, but multimodal, distribution p(x) = p̃(x)/Zp, where p̃(x) is
unnormalized, and Zp =

∫
p̃(x)dx. We can sometimes improve the ability to make large moves by

adding a uniform auxiliary variable v. We define the joint distribution as follows:

p̂(x, v) =

{
1/Zp if 0 ≤ v ≤ p̃(x)
0 otherwise (12.58)

The marginal distribution over x is given by

∫
p̂(x, v)dv =

∫ p̃(x)

0

1

Zp
dv =

p̃(x)

Zp
= p(x) (12.59)

so we can sample from p(x) by sampling from p̂(x, v) and then ignoring v. To do this, we will use a
technique called slice sampling [Nea03].
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Figure 12.7: Slice sampling. (a) Illustration of one step of the algorithm in 1d. Given a previous sample xi, we
sample ui+1 uniformly on [0, f(xi)], where f = p̃ is the (unnormalized) target density. We then sample xi+1

along the slice where f(x) ≥ ui+1. From Figure 15 of [And+03]. Used with kind permission of Nando de Freitas.
(b) Output of slice sampling applied to a 1d distribution. Generated by slice_sampling_demo_1d.ipynb.
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Figure 12.8: Posterior for binomial regression for 1d data. Left: slice sampling approximation. Right: grid
approximation. Generated by slice_sampling_demo_2d.ipynb.

This works as follows. Given previous sample xi, we sample vi+1 from

p(v|xi) = U[0,p̃(xi)](v) (12.60)

This amounts to uniformly picking a point on the vertical line between 0 and p̃(xi), We use this to
construct a “slice” of the density at or above this height, by computing Ai+1 = {x : p̃(x) ≥ vi+1}.
We then sample xi+1 uniformly from ths set. See Figure 12.7(a) for an illustration.

To compute the level set A, we can use an iterative search procedure called stepping out, in which
we start with an interval xmin ≤ x ≤ xmax around the current point xi of some width, and then we
keep extending it until the endpoints fall outside the slice. We can then use rejection sampling to
sample from the interval. For the details, see [Nea03].

To apply the method to multivariate distributions, we sample one extra auxiliary variable for
each dimension. Thus we perfom 2D sampling operations to draw a single joint sample, where
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Figure 12.9: Illustration of the Swendsen-Wang algorithm on a 2d grid. Used with kind permission of Kevin
Tang.

D is the number of random variables. The advantage of this over Gibbs sampling applied to the
original (non-augmented) distribution is that it only needs access to the unnormalized joint, not the
full-conditionals.

Figure 12.7(b) illustrates the algorithm in action on a synthetic 1d problem. Figure 12.8 illustrates
its behavior on a slightly harder problem, namely binomial logistic regression. The model has the form
yi ∼ Bin(ni, logit(β1 + β2xi)). We use a vague Gaussian prior for the βj ’s. On the left we show the
slice sampling approximation to the posterior, and on the right we show a grid-based approximation,
as a simple deteterministic proxy for the true posterior. We see a close correspondence.

12.4.2 Swendsen-Wang

Consider an Ising model of the following form: p(x) = 1
Z

∏
eΨ(xe), where xe = (xi, xj) for edge

e = (i, j), xi ∈ {+1,−1}, and the edge potential is defined by
(
eJ e−J

e−J eJ

)
, where J is the edge

strength. In Section 12.3.3, we discussed how to apply Gibbs sampling to this model. However, this
can be slow when J is large in absolute value, because neighboring states can be highly correlated.
The Swendsen-Wang algorithm [SW87b] is an auxiliary variable MCMC sampler which mixes
much faster, at least for the case of attractive or ferromagnetic models, with J > 0.

Suppose we introduce auxiliary binary variables, one per edge.4 These are called bond variables,
and will be denoted by v. We then define an extended model p(x,v) of the form p(x,v) =

4. Our presentation of the method is based on notes by David MacKay, available from http://www.inference.phy.
cam.ac.uk/mackay/itila/swendsen.pdf.
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1
Z′
∏
eΨ(xe, ve), where ve ∈ {0, 1}, and we define the new edge potentials as follows:

Ψ(xe, ve = 0) =

(
e−J e−J

e−J e−J

)
, Ψ(xe, ve = 1) =

(
eJ − e−J 0

0 eJ − e−J
)

(12.61)

It is clear that
∑1
ve=0 Ψ(xe, ve) = Ψ(xe), and hence that

∑
v p(x,v) = p(x), as required.

Fortunately, it is easy to apply Gibbs sampling to this extended model. The full conditional p(v|x)
factorizes over the edges, since the bond variables are conditionally independent given the node
variables. Furthermore, the full conditional p(ve|xe) is simple to compute: if the nodes on either end
of the edge are in the same state (xi = xj), we set the bond ve to 1 with probability p = 1− e−2J ,
otherwise we set it to 0. In Figure 12.9 (top right), the bonds that could be turned on (because their
corresponding nodes are in the same state) are represented by dotted edges. In Figure 12.9 (bottom
right), the bonds that are randomly turned on are represented by solid edges.

To sample p(x|v), we proceed as follows. Find the connected components defined by the graph
induced by the bonds that are turned on. (Note that a connected component may consist of a
singleton node.) Pick one of these components uniformly at random. All the nodes in each such
component must have the same state. Pick a state ±1 uniformly at random, and set all the variables
in this component to adopt this new state. This is illustrated in Figure 12.9 (bottom right), where
the green square denotes the selected connected component; we set all the nodes within this square
to white, to get the bottom left configuration.

It should be intuitively clear that Swendsen-Wang makes much larger moves through the state space
than Gibbs sampling. The gains are exponentially large for certain settings of the edge parameter.
More precisely, let the edge strength be parameterized by J/T , where T > 0 is a computational
temperature. For large T , the nodes are roughly independent, so both methods work equally well.
However, as T approaches a critical temperature Tc, the typical states of the system have very
long correlation lengths, and Gibbs sampling takes a very long time to generate independent samples.
As the temperature continues to drop, the typical states are either all on or all off. The frequency
with which Gibbs sampling moves between these two modes is exponentially small. By contrast, SW
mixes rapidly at all temperatures.

Unfortunately, if any of the edge weights are negative, J < 0, the system is frustrated, and there
are exponentially many modes, even at low temperature. SW does not work very well in this setting,
since it tries to force many neighboring variables to have the same state. In fact, sampling from these
kinds of frustrated systems is provably computationally hard for any algorithm [JS93; JS96].

12.5 Hamiltonian Monte Carlo (HMC)

Many MCMC algorithms perform poorly in high dimensional spaces, because they rely on a form
of random search based on local perturbations. In this section, we discuss a method known as
Hamiltonian Monte Carlo or HMC, that leverages gradient information to guide the local moves.
This is an auxiliary variable method (Section 12.4) derived from physics [Dua+87; Nea93; Mac03;
Nea10; Bet17].5 In particular, the method builds on Hamiltonian mechanics, which we describe
below.

5. The method was originally called hybrid MC [Dua+87]. It was introduced to the statistics community in [Nea93],
and was renamed to Hamiltonian MC in [Mac03].
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12.5.1 Hamiltonian mechanics

Consider a particle rolling around an energy landscape. We can characterize the motion of the particle
in terms of its position θ ∈ RD (often denoted by q) and its momentum v ∈ RD (often denoted by
p). The set of possible values for (θ,v) is called the phase space. We define the Hamiltonian
function for each point in phase space as follows:

H(θ,v) ≜ E(θ) +K(v) (12.62)

where E(θ) is the potential energy, K(v) is the kinetic energy, and the Hamiltonian is the total
energy. In a physical setting, the potential energy is due to the pull of gravity, and the momentum is
due to the motion of the particle. In a statistical setting, we often take the potential energy to be

E(θ) = − log p̃(θ) (12.63)

where p̃(θ) is a possibly unnormalized distribution, such as p(θ,D), and the kinetic energy to be

K(v) = 1

2
vTΣ−1v (12.64)

where Σ is a positive definite matrix, known as the inverse mass matrix.
Stable orbits are defined by trajectories in phase space that have a constant energy. The trajectory

of a particle within an energy level set can be obtained by solving the following continuous time
differential equations, known as Hamilton’s equations:

dθ

dt
=
∂H
∂v

=
∂K
∂v

dv

dt
= −∂H

∂θ
= −∂E

∂θ

(12.65)

To see why energy is conserved, note that

dH
dt

=

D∑

i=1

[
∂H
∂θi

dθi
dt

+
∂H
∂vi

dvi
dt

]
=

D∑

i=1

[
∂H
∂θi

∂H
∂vi
− ∂H
∂θi

∂H
∂vi

]
= 0 (12.66)

Intuitively, we can understand this result as follows: a satellite in orbit around a planet will “want”
to continue in a straight line due to its momentum, but will get pulled in towards the planet due
to gravity, and if these forces cancel, the orbit is stable. If the satellite starts spiraling towards the
planet, its kinetic energy will increase but its potential energy will decrease.

Note that the mapping from (θ(t),v(t)) to (θ(t+s),v(t+s)) for some time increment s is invertible
for small enough time steps. Furthermore, this mapping is volume preserving, so has a Jacobian
determinant of 1. (See e.g., [BZ20, p287] for a proof.) These facts will be important later when we
turn this system into an MCMC algorithm.

12.5.2 Integrating Hamilton’s equations

In this section, we discuss how to simulate Hamilton’s equations in discrete time.
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12.5.2.1 Euler’s method

The simplest way to model the time evolution is to update the position and momentum simultaneously
by a small amount, known as the step size η:

vt+1 = vt + η
dv

dt
(θt,vt) = v(t)− η

∂E(θt)
∂θ

(12.67)

θt+1 = θt + η
dθ

dt
(θt,vt) = θt + η

∂K(vt)
∂v

(12.68)

If the kinetic energy has the form in Equation (12.64) then the second expression simplifies to

θt+1 = θt + ηΣ−1vt+1 (12.69)

This is known as Euler’s method.

12.5.2.2 Modified Euler’s method

The modified Euler’s method is slightly more accurate, and works as follows: First update the
momentum, and then update the position using the new momentum:

vt+1 = vt + η
dv

dt
(θt,vt) = vt − η

∂E(θt)
∂θ

(12.70)

θt+1 = θt + η
dθ

dt
(θt,vt+1) = θt + η

∂K(vt+1)

∂v
(12.71)

Unfortunately, the asymmetry of this method can cause some theoretical problems (see e.g., [BZ20,
p287]) which we resolve below.

12.5.2.3 Leapfrog integrator

In this section, we discuss the leapfrog integrator, which is a symmetrized version of the modified
Euler method. We first perform a “half” update of the momentum, then a full update of the position,
and then finally another “half” update of the momentum:

vt+1/2 = vt −
η

2

∂E(θt)
∂θ

(12.72)

θt+1 = θt + η
∂K(vt+1/2)

∂v
(12.73)

vt+1 = vt+1/2 −
η

2

∂E(θt+1)

∂θ
(12.74)

If we perform multiple leapfrog steps, it is equivalent to performing a half step update of v at the
beginning and end of the trajectory, and alternating between full step updates of θ and v in between.

12.5.2.4 Higher order integrators

It is possible to define higher order integrators that are more accurate, but take more steps. For
details, see [BRSS18].
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12.5.3 The HMC algorithm

We now describe how to use Hamiltonian dynamics to define an MCMC sampler in the expanded
state space (θ,v). The target distribution has the form

p(θ,v) =
1

Z
exp [−H(θ,v)] = 1

Z
exp

[
−E(θ)− 1

2
vTΣv

]
(12.75)

The marginal distribution over the latent variables of interest has the form

p(θ) =

∫
p(θ,v)dv =

1

Zq
e−E(θ)

∫
1

Zp
e−

1
2v

TΣvdv =
1

Zq
e−E(θ) (12.76)

Suppose the previous state of the Markov chain is (θt−1,vt−1). To sample the next state, we
proceed as follows. We set the initial position to θ′0 = θt−1, and sample a new random momentum,
v′0 ∼ N (0,Σ). We then initialize a random trajectory in the phase space, starting at (θ′0,v

′
0), and

followed for L leapfrog steps, until we get to the final proposed state (θ∗,v∗) = (θ′L,v
′
L). If we have

simulated Hamiltonian mechanics correctly, the energy should be the same at the start and end
of this process; if not, we say the HMC has diverged, and we reject the sample. If the energy is
constant, we compute the MH acceptance probability

α = min

(
1,

p(θ∗,v∗)
p(θt−1,vt−1)

)
= min (1, exp [−H(θ∗,v∗) +H(θt−1,vt−1)]) (12.77)

(The transition probabilities cancel since the proposal is reversible.) Finally, we accept the proposal
by setting (θt,vt) = (θ∗,v∗) with probability α, otherwise we set (θt,vt) = (θt−1,vt−1). (In practice
we don’t need to keep the momentum term, it is only used inside of the leapfrog algorithm.) See
Algorithm 12.3 for the pseudocode.6

Algorithm 12.3: Hamiltonian Monte Carlo
1 for t = 1 : T do
2 Generate random momentum vt−1 ∼ N (0,Σ)
3 Set (θ′0,v

′
0) = (θt−1,vt−1)

4 Half step for momentum: v′1
2

= v′0 − η
2∇E(θ′0)

5 for l = 1 : L− 1 do
6 θ′l = θ

′
l−1 + ηΣ−1v′l−1/2

7 v′l+1/2 = v′l−1/2 − η∇E(θ′l)
8 Full step for location: θ′L = θ′L−1 + ηΣ−1v′L−1/2
9 Half step for momentum: v′L = v′L−1/2 − η

2∇E(θ′L)
10 Compute proposal (θ∗,v∗) = (θ′L,v

′
L)

11 Compute α = min (1, exp[−H(θ∗,v∗) +H(θt−1,vt−1)])
12 Set θt = θ∗ with probability α, otherwise θt = θt−1.

6. There are many high-quality implementations of HMC. For example, BlackJAX in JAX.
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We need to sample a new momentum at each iteration to satisfy ergodicity. To see why, recall that
H(θ,v) stays approximately constant as we move through phase space. If H(θ,v) = E(θ) + 1

2v
TΣv,

then clearly E(θ) ≤ H(θ,v) = h for all locations θ along the trajectory. Thus the sampler cannot
reach states where E(θ) > h. To ensure the sampler explores the full space, we must pick a random
momentum at the start of each iteration.

12.5.4 Tuning HMC

We need to specify three hyperparameters for HMC: the number of leapfrog steps L, the step size η,
and the covariance Σ.

12.5.4.1 Choosing the number of steps using NUTS

We want to choose the number of leapfrog steps L to be large enough that the algorithm explores
the level set of constant energy, but without doubling back on itself, which would waste computation,
due to correlated samples. Fortunately, there is an algorithm, known as the no-U-turn sampler or
NUTS algorithm [HG14], which can adaptively choose L for us.

12.5.4.2 Choosing the step size

When Σ = I, the ideal step size η should be roughly equal to the width of E(θ) in the most constrained
direction of the local energy landscape. For a locally quadratic potential, this corresponds to the
square root of the smallest marginal standard deviation of the local covariance matrix. (If we think
of the energy surface as a valley, this corresponds to the direction with the steepest sides.) A step
size much larger than this will cause moves that are likely to be rejected because they move to places
which increase the potential energy too much. On the other hand, if the step size is too low, the
proposal distribution will not move much from the starting position, and the algorithm will be very
slow.

In [BZ20, Sec 9.5.4] they recommend the following heuristic for picking η: set Σ = I and L = 1,
and then vary η until the acceptance rates are in the range of 40%–80%. Of course, different step
sizes might be needed in different parts of the state space. In this case, we can use learning rate
schedules from the optimization literature, such as cyclical schedules [Zha+20d].

12.5.4.3 Choosing the covariance (inverse mass) matrix

To allow for larger step sizes, we can use a smarter choice for Σ, also called the inverse mass matrix.
One way to estimate a fixed Σ is to run HMC with Σ = I for a warm-up period, until the chain is
“burned in” (see Section 12.6); then we run for a few more steps, so we can compute the empirical
covariance matrix using Σ = E

[
(θ − θ)(θ − θ)T

]
. In [Hof+19] they propose a method called the

NeuTra HMC algorithm which “neutralizes” bad geometry by learning an inverse autoregressive
flow model (Section 23.2.4.3) in order to map the warped distribution to an isotropic Gaussian. This
is often an order of magnitude faster than vanilla HMC.
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12.5.5 Riemann manifold HMC

If we let the covariance matrix change as we move position, so Σ is a function of θ, the method is
known as Riemann manifold HMC or RM-HMC [GC11; Bet13], since the moves follow a curved
manifold, rather than the flat manifold induced by a constant Σ.

A natural choice for the covariance matrix is to use the Hessian at the current location, to capture
the local geometry:

Σ(θ) = ∇2E(θ) (12.78)

Since this is not always positive definite, an alternative, that can be used for some problems, is to
use the Fisher information matrix (Section 3.3.4), given by

Σ(θ) = −Ep(x|θ)
[
∇2 log p(x|θ)

]
(12.79)

Once we have computed Σ(θ), we can compute the kinetic energy as follows:

K(θ,v) = 1

2
log((2π)D|Σ(θ)|) + 1

2
vTΣ(θ)v (12.80)

Unfortunately the Hamiltonian updates of θ and v are no longer separable, which makes the RM-HMC
algorithm more complex to implement, so it is not widely used.

12.5.6 Langevin Monte Carlo (MALA)

A special case of HMC occurs when we take L = 1 leapfrog steps. This is known as Langevin
Monte Carlo (LMC), or the Metropolis adjusted Langevin algorithm (MALA) [RT96].
This gives rise to the simplified algorithm shown in Algorithm 12.4.

Algorithm 12.4: Langevin Monte Carlo
1 for t = 1 : T do
2 Generate random momentum vt−1 ∼ N (0,Σ)

3 θ∗ = θt−1 − η2

2 Σ−1∇E(θt−1) + ηΣ−1vt−1
4 v∗ = vt−1 − η

2∇E(θt−1)−
η
2∇E(θ∗)

5 Compute α = min (1, exp[−H(θ∗,v∗)]/ exp[−H(θt−1,vt−1)])
6 Set θt = θ∗ with probability α, otherwise θt = θt−1.

A further simplification is to eliminate the MH acceptance step. In this case, the update becomes

θt = θt−1 −
η2

2
Σ−1∇E(θt−1) + ηΣ−1vt−1 (12.81)

= θt−1 −
η2

2
Σ−1∇E(θt−1) + η

√
Σ−1ϵt−1 (12.82)

where vt−1 ∼ N (0,Σ) and ϵt−1 ∼ N (0, I). This is just like gradient descent with added noise. If we
set Σ to be the Fisher information matrix, this becomes natural gradient descent (Section 6.4) with
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added noise. If we approximate the gradient with a stochastic gradient, we get a method known as
SGLD, or stochastic gradient Langevin descent (see Section 12.7.1 for details).

Now suppose Σ = I, and we set η =
√
2. In continuous time, we get the following stochastic

differential equation (SDE), known as Langevin diffusion:

dθt = −∇E(θt)dt+
√
2dBt (12.83)

where Bt represents D-dimensional Brownian motion. If we use this to generate the samples, the
method is known as the unadjusted Langevin algorithm or ULA [Par81; RT96].

12.5.7 Connection between SGD and Langevin sampling

In this section, we discuss a deep connection between stochastic gradient descent (SGD) and Langevin
sampling, following the presentation of [BZ20, Sec 10.2.3].

Consider the minimization of the additive loss

L(θ) =
N∑

n=1

Ln(θ) (12.84)

For example, we may define Ln(θ) = − log p(yn|xn,θ.) We will use a minibatch approximation to
the gradients:

∇BL(θ) =
1

B

∑

n∈S
∇Ln(θ) (12.85)

where S = {i1, . . . , iB} is a randomly chosen set of indices of size B. For simplicity of analysis, we
assume the indices are chosen with replacement from {1, . . . , N}.

Let us define the (scaled) error (due to minibatching) in the estimated gradient by

vt ≜
√
η(∇L(θt)−∇BL(θt)) (12.86)

This is called the diffusion term. Then we can rewrite the SGD update as

θt+1 = θt − η∇BL(θt) = θt − η∇L(θt) +
√
ηvt (12.87)

The diffusion term vt has mean 0, since

E [∇BL(θ)] =
1

B

B∑

j=1

E
[
∇Lij (θ)

]
=

1

B

B∑

j=1

∇L(θ) = ∇L(θ) (12.88)

To compute the variance of the diffusion term, note that

V [∇BL(θ)] =
1

B2

B∑

j=1

V
[
∇Lij (θ)

]
(12.89)

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



12.5. Hamiltonian Monte Carlo (HMC) 523

α

π

z1 zi zN

x1 xi xN

θ1:K

β

(a)

α

π

x1 xi xN

θ1:K

β

(b)

Figure 12.10: (a) A mixture model. (b) After integrating out the discrete latent variables.

where

V
[
∇Lij (θ)

]
= E

[
∇Lij (θ)∇Lij (θ)T

]
− E

[
∇Lij (θ)

]
E
[
∇Lij (θ)T

]
(12.90)

=

(
1

N

N∑

n=1

∇Ln(θ)∇Ln(θ)T
)
−∇L(θ)∇L(θ)T ≜ D(θ) (12.91)

where D(θ) is called the diffusion matrix. Hence V [vt] =
η
BD(θt).

[LTW15] prove that the following continuous time stochastic differential equation is a first-order
approximation of minibatch SGD (assuming the loss function is Lipschitz continuous):

dθ(t) = −∇L(θ(t))dt+
√
η

B
D(θt)dB(t) (12.92)

where B(t) is Brownian motion. Thus the noise from minibatching causes SGD to act like a Langevin
sampler. (See [Hu+17] for more information.)

The scale factor for the noise, τ = η
B , plays the role of temperature. Thus we see that using

a smaller batch size is like using a larger temperature; the added noise ensures that SGD avoids
going into narrow ravines, and instead spends most of its time in flat minima which have better
generalization performance [Kes+17]. See Section 17.4.1 for more discussion of this point.

12.5.8 Applying HMC to constrained parameters

To apply HMC, we require that all the latent quantities be continuous (real-valued) and have
unconstrained support, i.e., θ ∈ RD, so discrete latent variables need to be marginalized out
(although some recent work, such as [NDL20; Zho20], relaxes this requirement).

As an example of how this can be done, consider a GMM. We can easily write the likelihood
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without discrete latents as follows:

p(xn|θ) =
K∑

k=1

πkN (xn|µk,Σk) (12.93)

The corresponding “collapsed” model is shown in Figure 12.10(b). (Note that this is the opposite of
Section 12.3.8, where we integrated out the continuous parameters in order to apply Gibbs sampling
to the discrete latents.) We can apply similar techniques to other discrete latent variable models. For
example, to apply HMC to HMMs, we can use the forwards algorithm (Section 9.2.2) to efficiently
compute p(xn|θ) =

∑
z1:T

p(xn, zn,1:T |θ).
In addition to marginalizing out any discrete latent variables, we need to ensure the remaining

continuous latent variables are unconstrained. This often requires performing a change of variables
using a bijector. For example, instead of sampling the discrete probability vector from the probability
simplex π ∈ SK , we should sample the logits η ∈ RK . After sampling, we can transform back, since
bijectors are invertible. (For a practical example, see change_of_variable_hmc.ipynb.)

12.5.9 Speeding up HMC

Although HMC uses gradient information to explore the typical set, sometimes the geometry of the
typical set can be difficult to sample from. See Section 12.5.4.3 for ways to estimate the mass matrix,
which can help with such difficult cases.

Another issue is the cost of evaluating the target distribution, E(θ) = − log p̃(θ). For many ML
applications, this has the form log p̃(θ) = log p0(θ) +

∑N
n=1 log p(θn|θ). This takes O(N) time to

compute. We can speed this up by using stochastic gradient methods; see Section 12.7 for details.

12.6 MCMC convergence

We start MCMC from an arbitrary initial state. As we explained in Section 2.6.4, the samples will be
coming from the chain’s stationary distribution only when the chain has “forgotten” where it started
from. The amount of time it takes to enter the stationary distribution is called the mixing time (see
Section 12.6.1 for details). Samples collected before the chain has reached its stationary distribution
do not come from p∗, and are usually thrown away. The initial period, whose samples will be ignored,
is called the burn-in phase.

For example, consider a uniform distribution on the integers {0, 1, . . . , 20}. Suppose we sample
from this using a symmetric random walk. In Figure 12.11, we show two runs of the algorithm. On
the left, we start in state 10; on the right, we start in state 17. Even in this small problem it takes
over 200 steps until the chain has “forgotten” where it started from. Proposal distributions that
make larger changes can converge faster. For example, [BD92; Man] prove that it takes about 7 riffle
shuffles to properly mix a deck of 52 cards (i.e., to ensure the distribution is uniform).

In Section 12.6.1 we discuss how to compute the mixing time theoretically. In practice, this can be
very hard [BBM10] (this is one of the fundamental weaknesses of MCMC), so in Section 12.6.2, we
discuss practical heurstics.
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Figure 12.11: Illustration of convergence to the uniform distribution over {0, 1, . . . , 20} using a symmetric
random walk starting from (left) state 10, and (right) state 17. Adapted from Figures 29.14 and 29.15 of
[Mac03]. Generated by random_walk_integers.ipynb.

12.6.1 Mixing rates of Markov chains

The amount of time it takes for a Markov chain to converge to the stationary distribution, and forget
its initial state, is called the mixing time. More formally, we say that the mixing time from state
x0 is the minimal time such that, for any constant ϵ > 0, we have that

τϵ(x0) ≜ min{t : ||δx0
(x)T t − p∗||1 ≤ ϵ} (12.94)

where δx0(x) is a distribution with all its mass in state x0, T is the transition matrix of the chain
(which depends on the target p∗ and the proposal q), and δx0

(x)T t is the distribution after t steps.
The mixing time of the chain is defined as

τϵ ≜ max
x0

τϵ(x0) (12.95)

This is the maximum amount of time it takes for the chain’s distribution to get ϵ close to p∗ from
any starting state.

The mixing time is determined by the eigengap γ = λ1 − λ2, which is the difference between
the first and second eigenvalues of the transition matrix. For a finie state chain, one cans show
τϵ = O( 1γ log

n
ϵ ), where n is the number of states.

We can also study the problem by examining the geometry of the state space. For example,
consider the chain in Figure 12.12. We see that the state space consists of two “islands”, each of
which is connected via a narrow “bottleneck”. (If they were completely disconnected, the chain
would not be ergodic, and there would no longer be a unique stationary distribution, as discussed
in Section 2.6.4.3.) We define the conductance ϕ of a chain as the minimum probability, over all
subsets S of states, of transitioning from that set to its complement:

ϕ ≜ min
S:0≤p∗(S)≤0.5

∑
x∈S,x′∈Sc T (x→ x′)

p∗(S)
, (12.96)
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Figure 12.12: A Markov chain with low conductance. The dotted arcs represent transitions with very low
probability. From Figure 12.6 of [KF09a]. Used with kind permission of Daphne Koller.

One can show that τϵ ≤ O
(

1
ϕ2 log

n
ϵ

)
. Hence chains with low conductance have high mixing time.

For example, distributions with well-separated modes usually have high mixing time. Simple MCMC
methods, such as MH and Gibbs, often do not work well in such cases, and more advanced algorithms,
such as parallel tempering, are necessary (see e.g., [ED05; Kat+06; BZ20]).

12.6.2 Practical convergence diagnostics

Computing the mixing time of a chain is in general quite difficult, since the transition matrix is
usually very hard to compute. Furthermore, diagnosing convergence is computationally intractable
in general [BBM10]. Nevertheless, various heuristics have been proposed — see e.g., [Gey92; CC96;
BR98; Veh+19]. We discuss some of the current recommended approaches below, following [Veh+19].

12.6.2.1 Trace plots

One of the simplest approaches to assessing if the method has converged is to run multiple chains
(typically 3 or 4) from very different overdispersed starting points, and to plot the samples of
some quantity of interest, such as the value of a certain component of the state vector, or some
event such as the value taking on an extreme value. This is called a trace plot. If the chain has
mixed, it should have “forgotten” where it started from, so the trace plots should converge to the
same distribution, and thus overlap with each other.

To illustrate this, we will consider a very simple, but enlightening, example from [McE20, Sec 9.5].
The model is a univariate Gaussian, yi ∼ N (α, σ), with just 2 observations, y1 = −1 and y2 = +1.
We first consider a very diffuse prior, α ∼ N (0, 1000) and σ ∼ Expon(0.0001), both of which allow
for very large values of α and σ. We fit the model using HMC using 3 chains and 500 samples. The
result is shown in Figure 12.13. On the right, we show the trace plots for α and σ for 3 different
chains. We see that they do not overlap much with each other. In addition, the numerous black
vertical lines at the bottom of the plot indicate that HMC had many divergences.

The problem is caused by the overly diffuse priors, which do not get overwhelmed by the likelihood
because we only have 2 datapoints. Thus the posterior is also diffuse. We can fix this by using
slightly stronger priors, that keep the parameters close to more sensible values. For example, suppose
we use α ∼ N (1, 10) and σ ∼ Expon(1). Now we get the results in Figure 12.14. On the right we see
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Figure 12.13: Marginals (left) and trace plot (right) for the univariate Gaussian using the diffuse prior.
Black vertical lines indicate HMC divergences. Adapted from Figures 9.9–9.10 of [McE20]. Generated by
mcmc_traceplots_unigauss.ipynb.
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Figure 12.14: Marginals (left) and trace plot (right) for the univariate Gaussian using the sensible prior.
Adapted from Figures 9.9–9.10 of [McE20]. Generated by mcmc_traceplots_unigauss.ipynb.

that the traceplots overlap. On the left, we see that the marginal distributions from each chain have
support over a reasonable interval, and have a peak at the “right” place (the MLE for α is 0, and for
σ is 1). And we don’t see any divergence warnings (vertical black markers in the plot).

Since trace plots of converging chains correspond to overlapping lines, it can be hard to distinguish
success from failure. An alternative plot, known as a trace rank plot, was recently proposed in
[Veh+19]. (In [McE20], this is called a trankplot, a term we borrow.) The idea is to compute
the rank of each sample based on all the samples from all the chains, after burnin. We then plot
a histogram of the ranks for each chain separately. If the chains have converged, the distribution
over ranks should be uniform, since there should be no preference for high or low scoring samples
amongst the chains.

The trankplot for the model with the diffuse prior is shown in Figure 12.15. (The x-axis is from 1
to the total number of samples, which in this example is 1500, since we use 3 chains and draw 500
samples from each.) We can see that the different chains are clearly not mixing. The trankplot for
the model with the sensible prior is shown in Figure 12.16; this looks much better.
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Figure 12.15: Trace rank plot for the univariate Gaussian using the diffuse prior. Adapted from Figures
9.9–9.10 of [McE20]. Generated by mcmc_traceplots_unigauss.ipynb.
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Figure 12.16: Trace rank plot for the univariate Gaussian using the sensible prior. Adapted from Figures
9.9–9.10 of [McE20]. Generated by mcmc_traceplots_unigauss.ipynb.

12.6.2.2 Estimated potential scale reduction (EPSR)

In this section, we discuss a way to assess convergence more quantitatively. The basic idea is this: if
one or more chains has not mixed well, then the variance of all the chains combined together will be
higher than the variance of the individual chains. So we will compare the variance of the quantity of
interest computed between and within chains.

More precisely, suppose we have M chains, and we draw N samples from each. Let xnm denote
the quantity of interest derived from the n’th sample from the m’th chain. We compute the between-
and within-sequence variances as follows:

B =
N

M − 1

M∑

m=1

(x·m − x··)2, where x·m =
1

N

N∑

n=1

xnm, x·· =
1

M

M∑

m=1

x·m (12.97)

W =
1

M

M∑

m=1

s2m, where s2m =
1

N − 1

N∑

n=1

(xnm − x·m)2 (12.98)

The formula for s2m is the usual unbiased estimate for the variance from a set of N samples; W is
just the average of this. The formula for B is similar, but scaled up by N since it is based on the
variance of x·m, which are averaged over N values.
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Next we compute the following average variance:

V̂ + ≜
N − 1

N
W +

1

N
B (12.99)

Finally, we compute the following quantity, known as the estimated potential scale reduction or
R-hat:

R̂ ≜

√
V̂ +

W
(12.100)

In [Veh+19], they recommend checking if R̂ < 1.01 before declaring convergence.
For example, consider the R̂ values for various samplers for our univariate GMM example. In

particular, consider the 3 MH samplers in Figure 12.1, and the Gibbs sampler in Figure 12.4. The R̂
values are 1.493, 1.039, 1.005, and 1.007. So this diagnostic has correctly identified that the first two
samplers are unreliable, which evident from the figure.

In practice, it is recommended to use a slightly different quantity, known as split-R̂. This can
be computed by splitting each chain into the first and second halves, thus doubling the number of
chains M (but halving the number of samples N from each), before computing R̂. This can detect
non-stationarity within a single chain.

12.6.3 Effective sample size

Although MCMC lets us draw samples from a target distribution (assuming it has converged), the
samples are not independent, so we may need to draw a lot of them to get a reliable estimate. In
this section, we discuss how to compute the effective sample size or ESS from a set of (possibly
correlated) samples.

To start, suppose we draw N independent samples from the target distribution, and let x̂ =
1
N

∑N
n=1 xn be our empirical estimate of the mean of the quantity of interest. The variance of this

estimate is given by

V [x̂] =
1

N2
V

[
N∑

n=1

xn

]
=

1

N2

N∑

n=1

V [xn] =
1

N
σ2 (12.101)

where σ2 = V [X]. If the samples are correlated, the variance of the estimate will be higher, as we
show below.

Recall that for N (not necessarily independent) random variables we have

V

[
N∑

n=1

xn

]
=

N∑

i=1

N∑

j=1

Cov [xi, xj ] =

N∑

i=1

V [xi] + 2
∑

1≤i<j≤N
Cov [xi, xj ] (12.102)

Let x = 1
N

∑N
n=1 xn be our estimate based on these correlated samples. The variance of this estimate

is given by

V [x] =
1

N2

N∑

i=1

N∑

j=1

Cov [xi, xj ] (12.103)

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



530 Chapter 12. Markov chain Monte Carlo

0 10 20 30 40

0.0

0.5

1.0

MH with N (0, 12) proposal

(a)

0 10 20 30 40

0.0

0.5

1.0

MH with N (0, 5002) proposal

(b)

0 10 20 30 40

0.0

0.5

1.0

MH with N (0, 82) proposal

(c)

0 10 20 30 40

0.0

0.5

1.0

gibbs sampling

(d)

Figure 12.17: Autocorrelation functions for various MCMC samplers for the mixture of two 1d Gaussians.
(a-c) These are the MH samplers in Figure 12.1. (d) This is the Gibbs sampler in Figure 12.4. Generated by
mcmc_gmm_demo.ipynb.

We now rewrite this in a more convenient form. First recall that the correlation of xi and xj is
given by

corr [xi, xj ] =
Cov [xi, xj ]√
V [xi]V [xj ]

(12.104)

Since we assume we are drawing samples from the target distribution, we have V [xi] = σ2, where σ2

is the true variance. Hence

V [x] =
σ2

N2

N∑

i=1

N∑

j=1

corr [xi, xj ] (12.105)

For a fixed i, we can think of corr [xi, xj ] as a function of j. This will usually decay as j gets further
from i. As N →∞ we can approximate the sum of correlations by

N∑

j=1

corr [xi, xj ]→
∞∑

ℓ=−∞
corr [xi, xi+ℓ] = 1 + 2

∞∑

ℓ=1

corr [xi, xi+ℓ] (12.106)

since corr [xi, xi] = 1 and corr [xi, xi−≪] = corr [xi, xi+ℓ] for lag ℓ > 0. Since we assume the samples
are coming from a stationary distribution, the index i does not matter. Thus we can define the
autocorrelation time as

ρ = 1 + 2

∞∑

ℓ=1

ρ(ℓ) (12.107)
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where ρ(ℓ) is the autocorrelation function (ACF), defined as

ρ(ℓ) ≜ corr [x0, xℓ] (12.108)

The ACF can be approximated efficiently by convolving the signal x with itself. In Figure 12.17,
we plot the ACF for our four samplers for the GMM. We see that the ACF of the Gibbs sampler
(bottom right) dies off to 0 much more rapidly than the MH samplers. Intuitively this indicates that
each Gibbs sample is “worth” more than each MH sample. We quantify this below.

From Equation (12.105), we can compute the variance of pur estimate in terms of the ACF as
follows: V [x] = σ2

N2

∑N
i=1 ρ = σ2

N ρ. By contrast, the variance of the estimate from independent
samples is V [x̂] = σ2

N . So we see that the variance is a factor ρ larger when there is correlation. We
therefore define the effective sample size of our set of samples to be

Neff ≜
N

ρ
=

N

1 + 2
∑∞
ℓ=1 ρ(ℓ)

(12.109)

In practice, we truncate the sum at lag L, which is the last integer at which ρ(L) is positive. Also, if
we run M chains, the numerator should be NM , so we get the following estimate:

N̂eff =
NM

1 + 2
∑L
ℓ=1 ρ̂(ℓ)

(12.110)

In [Veh+19], they propose various extensions of the above estimator, such as using rank statistics,
to make the estimate more robust.

12.6.4 Improving speed of convergence

There are many possible things you could try if the R̂ value is too large, and/or the effective sample
size is too low. Here is a brief list:

• Try using a non-centered parameterization (see Section 12.6.5).

• Try sampling variables in groups or blocks (see Section 12.3.7).

• Try using Rao-Blackwellization, i.e., analytically integrating out some of the variables (see
Section 12.3.8).

• Try adding auxiliary variables (see Section 12.4).

• Try using adaptive proposal distributions (see Section 12.2.3.5).

More details can be found in [Rob+18].

12.6.5 Non-centered parameterizations and Neal’s funnel

A common problem that arises when applying sampling to hierarchical Bayesian models is when a
set of parameters at one level of the model have a tight depenendence on parameters at the level
above. We show some practical examples of this in the hierarchical Gaussian 8-schools example in
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Figure 12.18: Neal’s funnel. (a) Joint density. (b) HMC samples from centered representation. (c) HMC
samples from non-centered representation. Generated by neals_funnel.ipynb.

Section 3.6.2.2 and the hierarchical radon regression example in Section 15.5.2.2. Here, we focus on
the following simple toy model that captures the essence of the problem:

ν ∼ N (0, 3) (12.111)
x ∼ N (0, exp(ν)) (12.112)

The corresponding joint density p(x, ν) is shown in Figure 12.18a. This is known Neal’s funnel,
named after [Nea03]. It is hard for a sampler to “descend” in the narrow “neck” of the distribution,
corresponding to areas where the variance ν is small [BG13].

Fortunately, we can represent this model in an equivalent way that makes it easier to sample from,
providing we use a non-centered parameterization [PR03]. This has the form

ν ∼ N (0, 3) (12.113)
z ∼ N (0, 1) (12.114)
x = z exp(ν) (12.115)

This is easier to sample from, since p(z, ν) is a product of 2 independent Gaussians, and we can
derive x deterministically from these Gaussian samples. The advantage of this reparameterization is
shown in Figure 12.18. A method to automatically derive such reparameterizations is discussed in
[GMH20].

12.7 Stochastic gradient MCMC

Consider an unnormalized target distribution of the following form:

π(θ) ∝ p(θ,D) = p0(θ)

N∏

n=1

p(xn|θ) (12.116)

where D = (x1, . . . ,xN ). Alternatively we can define the target distribution in terms of an energy
function (negative log joint) as follows:

p(θ,D) ∝ exp(−E(θ)) (12.117)
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The energy function can be decomposed over data samples:

E(θ) =
N∑

n=1

En(θ) (12.118)

En(θ) = − log p(xn|θ)−
1

N
log p0(θ) (12.119)

Evaluating the full energy (e.g., to compute an acceptance probability in the Metropolis-Hastings
algorithm, or to compute the gradient in HMC) takes O(N) time, which does not scale to large data.
In this section, we discuss some solutions to this problem.

12.7.1 Stochastic gradient Langevin dynamics (SGLD)

Recall from Equation (12.83) that the Langevin diffusion SDE has the following form

dθt = −∇E(θt)dt+
√
2dWt (12.120)

where dWt is a Wiener noise (also called Brownian noise) process. In discrete time, we can use the
following Euler approximation:

θt+1 ≈ θt − ηt∇E(θt) +
√
2ηtN (0, I) (12.121)

Computing the gradient g(θt) = ∇E(θt) at each step takes O(N) time. We can compute an
unbiased minibatch approximation to the gradient term in O(B) time using

ĝ(θt) =
N

B

∑

n∈Bt
∇En(θt) = −

N

B

(∑

n∈Bt
∇ log p(xn|θt) +

B

N
∇ log p0(θt)

)
(12.122)

where Bt is the minibatch at step t. This gives rise to the following approximate update:

θt+1 = θt − ηtĝ(θt) +
√
2ηtN (0, I) (12.123)

This is called stochastic gradient Langevin dynamics or SGLD [Wel11]. The resulting update
step is identical to SGD, except for the addition of a Gaussian noise term. (See [Neg+21] for some
recent analysis of this method; they also suggest setting ηt ∝ N−2/3.)

12.7.2 Preconditionining

As in SGD, we can get better results (especially for models such as neural networks) if we use
preconditioning to scale the gradient updates. In [PT13], they use the Fisher information matrix
(FIM) as the preconditioner; this method is known as stochastic gradient Riemannian Langevin
dynamics or SGRLD.

Unfortunately, computing the FIM is often hard. In [Li+16], they propose to use the same kind of
diagonal approximation as used by RMSprop; this is called preconditioned SGLD. An alternative
is to use an Adam-like preconditioner, as proposed in [KSL21]. This is called SGLD-Adam. For
more details, see [CSN21].
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12.7.3 Reducing the variance of the gradient estimate

The variance of the noise introduced by minibatching can be quite large, which can hurt the
performance of methods such as SGLD [BDM18]. In [Bak+17], they propose to reduce the variance
of this estimate by using a control variate estimator; this method is therefore called SGLD-CV.
Specifically they use the following gradient approximation:

∇̂cvE(θt) = ∇E(θ̂) +
N

B

∑

n∈St

(
∇En(θt)−∇En(θ̂)

)
(12.124)

Here θ̂ is any fixed value, but it is often taken to be an approximate MAP estimate (e.g., based on
one epoch of SGD). The reason Equation (12.124) is valid is because the terms we add and subtract
are equal in expectation, and hence we get an unbiased estimate:

E
[
∇̂cvE(θt)

]
= ∇E(θ̂) + E

[
N

B

∑

n∈St

(
∇En(θt)−∇En(θ̂

)]
(12.125)

= ∇E(θ̂) +∇E(θt)−∇E(θ̂) = ∇E(θt) (12.126)

Note that the first term, ∇E(θ̂) =∑N
n=1∇En(θ̂), requires a single pass over the entire dataset, but

only has to be computed once (e.g., while estimating θ̂).
One disadvantage of SGLD-CV is that the reference point θ̂ has to be precomputed, and is then

fixed. An alternative is to update the reference point online, by performing periodic full batch
estimates. This is called SVRG-LD [Dub+16; Cha+18], where SVRG stands for stochastic variance
reduced gradient, and LD stands for Langevin dynamics. If we use θ̃t to denote the most recent
snapshot (reference point), the corresponding gradient estimate is given by

∇̂svrgE(θt) = ∇E(θ̃t) +
N

B

∑

n∈St

(
∇En(θt)−∇En(θ̃t)

)
(12.127)

We recompute the snapshot every τ steps (known as the epoch length). See Algorithm 12.5 for the
pseudo-code.

Algorithm 12.5: SVRG Langevin descent
1 Initialize θ0
2 for t = 1 : T do
3 if t mod τ = 0 then
4 θ̃ = θt

5 g̃ =
∑N
n=1 En(θ̃)

6 Sample minibatch Bt ∈ {1, . . . , N}
7 gt = g̃ +

N
B

∑
n∈Bt

(
∇En(θt)−∇En(θ̃)

)

8 θt+1 = θt − ηtgt +
√
2ηtN (0, I)
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The disadvantage of SVRG is that it needs to perform a full pass over the data every τ steps. An
alternative approach, called SAGA-LD [Dub+16; Cha+18] (which stands for stochastic averaged
gradient acceleration), avoids this by storing all N gradient vectors, and then doing incremental
updates. Unfortunately the memory requirements of this algorithm usually make it impractical.

12.7.4 SG-HMC

We discussed Hamiltonian Monte Carlo (HMC) in Section 12.5, which uses auxiliary momentum
variables to improve performance over Langevin MC. In this section, we discuss a way to speed it up
by approximating the gradients using minibatches. This is called SG-HMC [CFG14; ZG21], where
SG stands for “stochastic gradient”.

Recall that the leapfrog updates have the following form:

vt+1/2 = vt −
η

2
∇E(θt) (12.128)

θt+1 = θt + ηvt+1/2 = θt + ηvt −
η

2
∇E(θt) (12.129)

vt+1 = vt+1/2 −
η

2
∇E(θt+1) = vt −

η

2
∇E(θt)−

η

2
∇E(θt+1) (12.130)

We can replace the full batch gradient with a stochastic approximation, to get

θt+1 = θt + ηvt −
η2

2
g(θt, ξt) (12.131)

vt+1 = vt −
η

2
g(θt, ξt)−

η

2
g(θt+1, ξt+1/2) (12.132)

where ξt and ξt+1/2 are independent sources of randomness (e.g., batch indices). In [ZG21], they
show that this algorithm (even without the MH rejection step) provides a good approximation to the
posterior (in the sense of having small Wasserstein-2 distance) for the case where the energy functon
is strongly convex. Furthermore, performance can be considerably improved if we use the variance
reduction methods discussed in Section 12.7.3.

12.7.5 Underdamped Langevin dynamics

The underdamped Langevin dynamics (ULD) has the form of the following SDE [CDC15;
LMS16; Che+18a; Che+18d]:

dθt = vtdt

dvt = −g(θt)dt− γvtdt+
√
2γdWt

(12.133)

where g(θt) = ∇E(θt) is the gradient or force acting on the particle, γ > 0 is the friction parameter,
and dWt is Wiener noise.

Equation (12.133) is like the Langevin dynamics of Equation (12.83) but with an added momentum
term vt. We can solve the dynamics using various integration methods. It can be shown (see e.g.,
[LMS16]) that these methods are accurate to second order, whereas solving standard (overdamped)
Langevin is only accurate to first order, and thus will require more sampling steps to achieve a given
accuracy.
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Figure 12.19: To compare a 1d model against a 2d model, we first have to map the 1d model to 2d space so
the two have a common measure. Note that we assume the ridge has finite support, so it is integrable. From
Figure 17 of [And+03]. Used with kind permission of Nando de Freitas.

12.8 Reversible jump (transdimensional) MCMC

Suppose we have a set of models with different numbers of parameters, e.g., mixture models in which
the number of mixture components is unknown. Let the model be denoted by m, and let its unknowns
(e.g., parameters) be denoted by xm ∈ Xm (e.g., Xm = Rnm , where nm is the dimensionality of
model m). Sampling in spaces of differing dimensionality is called trans-dimensional MCMC. We
could sample the model indicator m ∈ {1, . . . ,M} and sample all the parameters from the product
space

∏M
m=1 Xm, but this is very inefficient, and only works if M is finite. It is more parsimonious

to sample in the union space X = ∪Mm=1{m} × Xm, where we only worry about parameters for the
currently active model.

The difficulty with this approach arises when we move between models of different dimensionality.
The trouble is that when we compute the MH acceptance ratio, we are comparing densities defined
on spaces of different dimensionality, which is not well defined. For example, comparing densities on
two points of a sphere makes sense, but comparing a density on a sphere to a density on a circle
does not, as there is a dimensional mismatch in the two concepts. The solution, proposed by [Gre95]
and known as reversible jump MCMC or RJMCMC, is to augment the low dimensional space
with extra random variables so that the two spaces have a common measure. This is illustrated in
Figure 12.19.

We give a sketch of the algorithm below. For more details, see e.g., [Gre03; HG12].
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12.8.1 Basic idea

To explain the method in more detail, we follow the presentation of [And+03]. To ensure a common
measure, we need to define a way to extend each pair of subspaces Xm and Xn to Xm,n = Xm×Um,n
and Xn,m = Xn×Un,m. We also need to define a deterministic, differentiable and invertible mapping

(xm,um,n) = fn→m(xn,un,m) = (fxn→m(xn,un,m), fun→m(xn,un,m)) (12.134)

Invertibility means that

fm→n(fn→m(xn,un,m)) = (xn,un,m) (12.135)

Finally, we need to define proposals qn→m(un,m|n,xn) and qm→n(um,n|m,xm).
Suppose we are in state (n,xn). We move to (m,xm) by generating un,m ∼ qn→m(·|n,xn), and

then computing (xm,um,n) = fn→m(xn,un,m). We then accept the move with probability

An→m = min

{
1,
p(m,x∗m)

p(n,xn)
× q(n|m)

q(m|n) ×
qm→n(um,n|m,x∗m)

qn→m(un,m|n,xn)
× |detJfm→n

|
}

(12.136)

where x∗m = fxn→m(xn,un,m), Jfm→n
is the Jacobian of the transformation

Jfm→n
=
∂fn→m(xm,um,n)

∂(xm,um,n)
(12.137)

and |detJ| is the absolute value of the determinant of the Jacobian.

12.8.2 Example

Let us consider an example from [AFD01]. They consider an RBF network for nonlinear regression
of the form

f(x) =

k∑

j=1

ajK(||x− µj ||) + βTx+ β0 + ϵ (12.138)

where K() is some kernel function (e.g., a Gaussian), k is the number of such basis functions, and ϵ
is a Gaussian noise term. If k = 0, the model corresponds to linear regression.

They fit this model to the data in Figure 12.20(a). The predictions on the test set are shown
in Figure 12.20(b). Estimates of p(k|D), the (distribution over the) number of basis functions, are
shown in Figure 12.20(c) as a function of the iteration number; the posterior at the final iteration is
shown in Figure 12.20(d). There is clearly the most posterior support for k = 2, which makes sense
given the two “bumps” in the data.

To generate these results, they consider several kinds of proposal. One of them is to split a current
basis function µ into two new ones using

µ1 = µ− un,n+1β, µ2 = µ+ un,n+1β, (12.139)

where β is a parameter of the proposal, and un,m is sampled from some distribution (e.g., uniform).
To ensure reversibility, they define a corresponding merge move

µ =
µ1 + µ2

2
(12.140)
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Figure 12.20: Fitting an RBF network to some 1d data using RJMCMC. (a) Prediction on train set. (b)
Prediction on test set. (c) Plot of p(k|D) vs iteration. (d) Final posterior p(k|D). Adapted from Figure 4 of
[AFD01]. Generated by rjmcmc_rbf, written by Nando de Freitas.

where µ1 is chosen at random, and µ2 is its nearest neighbor. To ensure these moves are reversible,
we require ||µ1 − µ2|| < 2β.

The acceptance ratio for the split move is given by

Asplit = min

{
1,
p(k + 1, µk+1)

p(k, µk+1)
× 1/(k + 1)

1/k
× 1

p(un,m)
× |detJsplit|

}
(12.141)

where 1/k is the probability of choosing one of the k bases uniformly at random. The Jacobian is

Jsplit =
∂(µ1, µ2)

∂(µ, un,m)
= det

(
1 1
−β β

)
(12.142)

so |detJsplit| = 2β. The acceptance ratio for the merge move is given by

Amerge = min

{
1,
p(k − 1, µk−1)

p(k, µk)
× 1/(k − 1)

1/k
× |detJmerge|

}
(12.143)

where |detJmerge| = 1/(2β).
The overall pseudo-code for the algorithm, assuming the current model has index k, is given in

Algorithm 12.6. Here bk is the probability of a birth move, dk is the probability of a death move, sk
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12.9. Annealing methods 539

Algorithm 12.6: Generic reversible jump MCMC (single step)
1 Sample u ∼ U(0, 1)
2 If u ≤ bk
3 then birth move
4 else if u ≤ (bk + dk) then death move
5 else if u ≤ (bk + dk + sk) then split move
6 else if u ≤ (bk + dk + sk +mk) then merge move
7 else update parameters

is the probability of a split move, and mk is the probability of a merge move. If we don’t make a
dimension-changing move, we just update the parameters of the current model using random walk
MH.

12.8.3 Discussion

RJMCMC algorithms can be quite tricky to implement. If, however, the continuous parameters can
be integrated out (resulting in a method called collapsed RJMCMC), much of the difficulty goes
away, since we are just left with a discrete state space, where there is no need to worry about change
of measure. For example, if we fix the centers µj in Equation (12.138) (e.g., using samples from the
data, or using K-means clustering), we are left with a linear model, where we can integrate out the
parameters. All that is left to do is sample which of these fixed basis functions to include in the
model, which is a discrete variable selection problem. See e.g., [Den+02] for details.

In Chapter 31, we discuss Bayesian nonparametric models, which allow for an infinite number of
different models. Surprisingly, such models are often easier to deal with computationally (as well as
more realistic, statistically) than working with a finite set of different models.

12.9 Annealing methods

Many distributions are multimodal and hence hard to sample from. However, by analogy to the way
metals are heated up and then cooled down in order to make the molecules align, we can imagine
using a computational temperature parameter to “smooth out” a distribution, gradually cooling it to
recover the original “bumpy” distribution. We first explain this idea in more detail in the context of
an algorithm for MAP estimation. We then discuss extensions to the sampling case.

12.9.1 Simulated annealing

In this section, we discuss the simulated annealing algorithm [KJV83; LA87], which is a variant of
the Metropolis-Hastings algorithm which is designed to find the global optimum of blackbox function.
(Other approaches to blackbox optimization are discussed in Section 6.7.)

Annealing is a physical process of heating a solid until thermal stresses are released, then cooling it
very slowly until the crystals are perfectly arranged, acheiving a minimum energy state. Depending
on how fast or slow the temperature is cooled, the results will have better or worse quality. We can
apply this approach to probability distributions, to control the number of modes (low energy states)
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Figure 12.21: (a) A peaky distribution. (b) Corresponding energy function. Generated by simu-
lated_annealing_2d_demo.ipynb.

that they have, by defining

pT (x) = exp(−E(x)/T ) (12.144)

where T is the temperature, which is reduced over time. As an example, consider the peaks function:

p(x, y) ∝ |3(1− x)2e−x2−(y+1)2 − 10(
x

5
− x3 − y5)e−x2−y2 − 1

3
e−(x+1)2−y2 | (12.145)

This is plotted in Figure 12.21a. The corresponding energy is in Figure 12.21b. We plot annealed
versions of this distribution in Figure 12.22. At high temperatures, T ≫ 1, the surface is approximately
flat, and hence it is easy to move around (i.e., to avoid local optima). As the temperature cools,
the largest peaks become larger, and the smallest peaks disappear. By cooling slowly enough, it is
possible to “track” the largest peak, and thus find the global optimum (minimum energy state). This
is an example of a continuation method.

In more detail, at each step, we sample a new state according to some proposal distribution
x′ ∼ q(·|xt). For real-valued parameters, this is often simply a random walk proposal centered on
the current iterate, x′ = xt + ϵt+1, where ϵt+1 ∼ N (0,Σ). (The matrix Σ is often diagonal, and
may be updated over time using the method in [Cor+87].) Having proposed a new state, we compute
the acceptance probability

αt+1 = exp (−(E(x′)− E(xt))/Tt) (12.146)

where Tt is the temperature of the system. We then accept the new state (i.e., set xt+1 = x′) with
probability min(1, αt+1), otherwise we stay in the current state (i.e., set xt+1 = xt). This means that
if the new state has lower energy (is more probable), we will definitely accept it, but if it has higher
energy (is less probable), we might still accept, depending on the current temperature. Thus the
algorithm allows “downhill” moves in probability space (uphill in energy space), but less frequently
as the temperature drops.
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Figure 12.22: Annealed version of the distribution in Figure 12.21a at different temperatures. Generated by
simulated_annealing_2d_demo.ipynb.

The rate at which the temperature changes over time is called the cooling schedule. It has been
shown [Haj88] that if one cools according to a logarithmic schedule, Tt ∝ 1/ log(t + 1), then the
method is guaranteed to find the global optimum under certain assumptions. However, this schedule
is often too slow. In practice it is common to use an exponential cooling schedule of the form
Tt+1 = γTt, where γ ∈ (0, 1] is the cooling rate. Cooling too quickly means one can get stuck in a
local maximum, but cooling too slowly just wastes time. The best cooling schedule is difficult to
determine; this is one of the main drawbacks of simulated annealing.

In Figure 12.23a, we show a cooling schedule using γ = 0.9. If we combine this with a Gaussian
random walk proposal with σ = 10 to the peaky distribution in Figure 12.21a, we get the results
shown in Figure 12.23b. We see that the algorithm concentrates its samples near the global optimum
(the peak on the middle right).
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Figure 12.23: Simulated annealing applied to the distribution in Figure 12.21a. (a) Temperature vs iteration
and probability of each visited point vs iteration. (b) Visited samples, superimposed on the target distribution.
The big red dot is the highest probability point found. Generated by simulated_annealing_2d_demo.ipynb.

12.9.2 Parallel tempering

Another way to combine MCMC and annealing is to run multiple chains in parallel at different
temperatures, and allow one chain to sample from another chain at a neighboring temperature. In
this way, the high temperature chain can make long distance moves through the state space, and
have this influence lower temperature chains. This is known as parallel tempering. See e.g., [ED05;
Kat+06] for details.
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13 Sequential Monte Carlo

13.1 Introduction

In this chapter, we discuss sequential Monte Carlo or SMC algorithms, which can be used to
sample from a sequence of related probability distributions. SMC is most commonly used to solve
filtering in state-space models (SSM, Chapter 29), but it can also be applied to other problems, such
as sampling from a static (but possibly multi-modal) distribution, or for sampling rare events from
some process.

Our presentation is based on the excellent tutorial [NLS19], and differs from traditional presenta-
tions, such as [Aru+02], by emphasizing the fact that we are sampling sequences of related variables,
not just computing the filtering distribution of an SSM. This more general perspective will let us
tackle static estimation problems, as we will see. For another good introduction to SMC, see [DJ11].
For a more formal (measure theoretic) treatment of SMC, using the Feynman-Kac formalism, see
[CP20b].

13.1.1 Problem statement

In SMC, the goal is to sample from a sequence of related distributions of the form

πt(z1:t) =
1

Zt
γ̃t(z1:t) (13.1)

for t = 1 : T , where γ̃t is the unnormalized target distribution, πt is the normalized version,
and z1:t are the random variables of interest. In some applications (e.g., filtering in an SSM), we
care about each intermediate marginal distribution, πt(zt), for t = 1 : T ; this is called particle
filtering. (The word “particle” just means “sample”.) In other applications, we only care about the
final distribution, πT (zT ), and the intermediate steps are introduced just for computational reasons;
this is called an SMC sampler. We briefly review both of these below, and go into more detail in
later sections.

13.1.2 Particle filtering for state-space models

An important application of SMC is to sequential (online) inference (state estimation) in SSMs. As
an example, consider a Markovian state-space model with the following joint distribution:

πT (z1:T ) ∝ p(z1:T ,y1:T ) = p(z1)p(y1|z1)
T∏

t=1

p(zt|zt−1)p(yt|zt) (13.2)
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Figure 13.1: Illustration of particle filtering (using the dynamical prior as the proposal) applied to a 2d
nonlinear dynamical system. (a) True underlying state and observed data. (b) PF estimate of the posterior
mean. Generated by bootstrap_filter_spiral.ipynb.

A common choice is to define the unnormalized target distribution at step t to be

γ̃t(z1:t) = p(z1:t,y1:t) = p(z1)p(y1|z1)
t∏

s=1

p(zs|zs−1)p(ys|zs) (13.3)

Note that this a distribution over an (ever growing) sequence of latent variables. However, we often
only care about the most recent marginal of this distribution, in which case we just need to compute
γ̃t(zt), which avoids having to store the full history.

For example, consider the following 2d nonlinear tracking problem (the same one as in Sec-
tion 8.3.2.3):

p(zt|zt−1) = N (zt|f(zt−1), qI)
p(yt|zt) = N (yt|zt, rI)
f(z) = (z1 +∆sin(z2), z2 +∆cos(z1))

(13.4)

where ∆ is the step size of the underlying continuous system, q is the variance of the system
noise, and r is the variance of the observation noise. (We treat ∆, q, and r as fixed constants; see
Supplementary Section 13.1.3 for a discussion of joint state and parameter estimation.) The true
underlying state trajectory, and the corresponding noisy measurements, are shown in Figure 13.1a.
The posterior mean estimate of the state, computed using 2000 samples in a simple form of SMC
called the bootstrap filter (Section 13.2.3.1), is shown in Figure 13.1b.

Particle filtering can also be applied to non-Markovian models, where zt may depend on all the
past hidden states, z1:t−1, and yt depends on the current zt and possibly also all the past hidden
states, z1:t−1, and optionally the past observatiobns, y1:t−1. In this case, the unnormalized target
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distribution at step t is

γ̃t(z1:t) = p(z1)p(y1|z1)
t∏

s=1

p(zs|z1:s−1)p(ys|z1:s) (13.5)

For example, consider a 1d Gaussian sequence model where the dynamics are first-order Markov, but
the observations depend on the entire past sequence (this is example 1.2.1 from [NLS19]):

p(zt|z1:t−1) = N (zt|ϕzt−1, q)

p(yt|z1:t) = N (yt|
t∑

s=1

βt−szs, r)
(13.6)

If we set β = 0, we get p(yt|z1:t) = N (yt|zt, r) (where we define 00 = 1), so the model becomes a
linear-Gaussian SSM. As β gets larger, the dependence on the past increases, making the inference
problem harder. (We will revisit this example below.)

13.1.3 SMC samplers for static parameter estimation

Now consider the problem of parameter estimation from a fixed dataset, D = {yn : n = 1 :
N}. We suppose the observations are conditionally iid, so the posterior has the form p(z|D) ∝
p(z)

∏N
n=1 p(yn|z), where z is the unknown parameter. It is not immediately obvious how to

approximate p(z|D) using SMC, since we just have one distribution. However, we can convert
this into a sequential inference problem in several different ways. One approach, known as data
tempering, defines the (marginal) target distribution at step t as γ̃t(zt) = p(zt)p(y1:t|zt). In
this case, the number of time steps T is the same as the number of data samples, N . Another
approach, known as likelihood tempering, defines the (marginal) target distribution at step t as
γ̃t(zt) = p(zt)p(D|zt)τt , where 0 = τt < · · · < τT = 1 is a temperature parameter. In this case, the
number of steps T depends on how quickly we anneal the distibution from the initial prior p(z1) to
the final target p(zT )p(D|zT ).

Once we have defined the marginal target distributions γ̃t(zt), we need a way to expand this to a joint
target distribution over a sequence of variables, γ̃t(z1:t), so the distributions become connected to each
other. We explain how to do this in Section 13.6. We can then treat the model as an SSM and apply
particle filtering. At the end, we extract the final joint target distribution, γ̃T (z1:T ) = p(z1:T )p(D|zT ),
from which we can compute the marginal target distribution γ̃T (zT ) = p(zT ,D), from which we can
get the posterior p(z|D) by normalizing. We give the details in Section 13.6.

13.2 Particle filtering

In this section, we cover the basics of SMC for state space models, culiminating in a method known
as the particle filter.

13.2.1 Importance sampling

We start by reviewing the self-normalized importance sampling method (SNIS), which is the
foundation of the particle filter. (See also Section 11.5.)
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Suppose we are interested in estimating the expectation of some function φt with respect to a
target distribution πt, which we denote by

πt(φ) ≜ Eπt [φt(z1:t)] =
∫
γ̃t(z1:t)

Zt
φt(z1:t)dz1:t (13.7)

where Zt =
∫
γ̃t(z1:t)dz1:t. Suppose we use SNIS with proposal qt(z1:t). We then get the following

approximation:

πt(φ) ≈
1

Ẑt

1

Ns

Ns∑

i=1

w̃t(z
i
1:t)φt(z

i
1:t) (13.8)

where zi1:t
iid∼ qt are independent samples from the proposal, w̃it are the unnormalized weights

defined by

w̃it =
γ̃t(z

i
1:t)

qt(zi1:t)
(13.9)

and Ẑt is the approximate normalization constant defined by

Ẑt ≜
1

Ns

Ns∑

i=1

w̃it (13.10)

To simplify notation, let us define the normalized weights by

W i
t =

w̃it∑
j w̃

j
t

(13.11)

Then we can write

Eπt [φt(z1:t)] ≈
Ns∑

i=1

W i
tφt(z

i
1:t) (13.12)

Alternatively, instead of computing the expectation of a specific target function, we can just approxi-
mate the target distribution itself, using a sum of weighted samples:

πt(z1:t) ≈
Ns∑

i=1

W i
t δ(z1:t − zi1:t) ≜ π̂t(z1:t) (13.13)

The problem with importance sampling when applied in the context of sequential models is that
the dimensionality of the state space is very large, and increases with t. This makes it very hard to
define a good proposal that covers the high probability regions, resulting in most samples getting
negligible weight. In the sections below, we discuss solutions to this problem.
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13.2.2 Sequential importance sampling

In this section, we discuss sequential importance sampling or SIS, in which the proposal has the
following autoregressive structure:

qt(z1:t) = qt−1(z1:t−1)qt(zt|z1:t−1) (13.14)

We can obtain samples from qt−1(z1:t−1) by reusing the zi1:t−1 samples, which we then extend by
one step by sampling from the conditional qt(zt|zi1:t−1). We can think of this as “growing” the chain
(sequence of states). The unnormalized weights can be computed recursively as follows:

w̃t(z1:t) =
γ̃t(z1:t)

qt(z1:t)
=
γ̃t−1(z1:t−1)
γ̃t−1(z1:t−1)

γ̃t(z1:t)

qt(zt|z1:t−1)qt−1(z1:t−1)
(13.15)

=
γ̃t−1(z1:t−1)
qt−1(z1:t−1)

γ̃t(z1:t)

γ̃t−1(z1:t−1)qt(zt|z1:t−1)
(13.16)

= w̃t−1(z1:t−1)
γ̃t(z1:t)

γ̃t−1(z1:t−1)qt(zt|z1:t−1)
(13.17)

The ratio factors are sometimes called the incremental importance weights:

αt(z1:t) =
γ̃t(z1:t)

γ̃t−1(z1:t−1)qt(zt|z1:t−1)
(13.18)

See Algorithm 13.1 for pseudocode for the resulting SIS algorithm. (In practice we compute the
weights in log-space, and convert back using the log-sum-exp trick.)

Note that, in the special case of state space models, the weight computation can be further
simplified. In particular, suppose we have

γ̃t(z1:t) = p(z1:t,y1:t) = p(yt|z1:t)p(zt|z1:t−1)p(z1:t−1,y1:t−1) (13.19)
= p(yt|z1:t)p(zt|z1:t−1)γ̃t−1(z1:t−1) (13.20)

Then the incremental weight is given by

αt(z1:t) =
p(yt|z1:t)p(zt|z1:t−1)γ̃t−1(z1:t−1)

γ̃t−1(z1:t−1)qt(zt|z1:t−1)
=
p(yt|z1:t)p(zt|z1:t−1)

qt(zt|z1:t−1)
(13.21)

Unfortunately SIS suffers from a problem known as weight degeneracy or particle impov-
erishment, in which most of the weights become very small (near zero), so the posterior ends up
being approximated by a single particle. This is illustrated in Figure 13.2a, where we apply SIS to
the non-Markovian example in Equation (13.6) using Ns = 5 particles. The reason for degeneracy is
that each particle has to “explain” (generate) the entire sequence of observations. Each sequence of
guessed states becomes increasingly improbable over time, due to the product of likelihood terms,
and the differences between the weights of each hypothesis will grow exponentally. Of course, there
has to be a best sequence amongst the set of candidates, so when we normalize the weights, the best
one will get weight 1 and the rest will get weight 0. But this is a waste of most of the particles. We
discuss a solution to this in Section 13.2.3.
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Algorithm 13.1: Sequential importance sampling (SIS)

1 Initialization: zi1 ∼ q1(z1), w̃i1 =
γ̃1(z

i
1)

q1(zi1)
, W i

1 =
w̃i1∑
j w̃

j
1

, π̂1(z1) =
∑Ns
i=1W

i
1δ(z1 − zi1)

2 for t = 2 : T do
3 for i = 1 : Ns do
4 Sample zit ∼ qt(zt|zi1:t−1)
5 Compute incremental weight αit =

γ̃t(z
i
1:t)

γ̃t−1(zi1:t−1)qt(z
i
t|zi1:t−1)

6 Compute unnormalized weight w̃it = w̃it−1α
i
t

7 Compute normalized weights W i
t =

w̃it∑
j w̃

j
t

for i = 1 : Ns

8 Compute MC posterior π̂t(z1:t) =
∑Ns
i=1W

i
t δ(z1:t − zi1:t)
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P(zt-1 | y1:t-1)

proposal q(zt | zit-1)

P(yt | zt)
weighting

P(zt| y1:t)

prior

posterior

{zit-1 }

(b)

Figure 13.2: (a) Illustration of weight degeneracy for SIS applied to the model in Equation (13.6). with
parameters (ϕ, q, β, r) = (0.9, 10.0, 0.5, 1.0). We use T = 6 steps and Ns = 5 samples. We see that as t
increases, almost all the probability mass concentrates on particle 3. Generated by sis_vs_smc.ipynb. Adapted
from Figure 2 of [NLS19]. (b) Illustration of the bootstrap particle filtering algorithm.

13.2.3 Sequential importance sampling with resampling

In this section, we describe sequential importance sampling with resampling (SISR). The
basic idea is this: instead of “growing” all of the old particle sequences by one step, we first select the
Ns “fittest” particles, by sampling from the old posterior, and then we let these survivors grow by
one step.

In more detail, at step t, we sample from

qSISR
t (z1:t) = π̂t−1(z1:t−1)qt(zt|z1:t−1) (13.22)

where π̂t−1(z1:t−1) is the previous weighted posterior approximation. By contrast, in SIS, we sample
from

qSIS
t (z1:t) = qSIS

t−1(z1:t−1)qt(zt|z1:t−1) (13.23)
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Algorithm 13.2: Sequential importance sampling with resampling (SISR)

1 Initialization: zi1 ∼ q1(z1), w̃i1 =
γ̃1(z

i
1)

q1(zi1)
, W i

1 =
w̃i1∑
j w̃

j
1

, π̂1(z1) =
∑Ns
i=1W

i
1δ(z1 − zi1)

2 for t = 2 : T do
3 Compute ancestors a1:Ns

t−1 = resample(w̃1:Ns
t−1 )

4 Select z1:Nst−1 = permute(a1:Ns
t−1 , z

1:Ns
t−1 )

5 Reset unnormalized weights w̃1:Ns
t−1 = 1/Ns

6 for i = 1 : Ns do
7 Sample zit ∼ qt(zt|zi1:t−1)
8 Compute unnormalized weight w̃it = αit =

γ̃t(z
i
1:t)

γ̃t−1(zi1:t−1)qt(z
i
t|zi1:t−1)

9 Compute normalized weights W i
t =

w̃it∑
j w̃

j
t

for i = 1 : Ns

10 Compute MC posterior π̂t(z1:t) =
∑Ns
i=1W

i
t δ(z1:t − zi1:t)

We can sample from Equation (13.22) in two steps. First we resampleNs samples from π̂t−1(z1:t−1)
to get a uniformly weighted set of new samples zi1:t−1. (See Section 13.2.4 for details on how to do
this.) Then we extend each sample using zit ∼ qt(zt|zi1:t−1), and concatenate zit to zi1:t−1,

After making a proposal, we compute the unnormalized weights. We use the standard SNIS
method, except we “pretend” that the proposal is given by γ̃t−1(zi1:t−1)qt(z

i
t|zi1:t−1) even though

we used π̂t−1(zi1:t−1)qt(z
i
t|zi1:t−1). The intuitive reason why this is valid is because the previous

weighted approximation, π̂t−1(zi1:t−1), was an unbiased estimate of the previous target distribution,
γ̃t−1(z1:t−1). (See e.g., [CP20b] for more theoretical details.) We then compute the unnormalized
weights, which are the same as the incremental weights, since the resampling step sets w̃it−1 = 1. We
then normalize these weights and compute the new approximating to the target posterior π̂t(z1:t).
See Algorithm 13.2 for the pseudocode.

13.2.3.1 Bootstrap filter

We now consider a special case of SISR, in which the model is an SSM, and the proposal distribution
is equal to the dynamical prior:

qt(zt|z1:t−1) = p(zt|z1:t−1) (13.24)

In this case, the corresponding incremental weight in Equation (13.21) simplifies to

αt(z1:t) =
p(yt|z1:t)p(zt|z1:t−1)

q(zt|z1:t−1)
=
p(yt|zt)p(zt|zt−1)

p(zt|zt−1)
= p(yt|z1:t) (13.25)

This special case is called the bootstrap filter [Gor93] or the survival of the fittest algorithm
[KKR95]. (In the computer vision literature, this is called the condensation algorithm, which
stands for “conditional density propagation” [IB98].) See Figure 13.2b for an illustration of how this
algorithm works, and Figure 13.1b for some sample results on real data.
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Figure 13.3: (a) Illustration of diversity of samples in SMC applied to the model in Equation (13.6). (b)
Illustration of the path degeneracy problem. Generated by sis_vs_smc.ipynb. Adapted from Figure 3 of
[NLS19].

The bootstrap filter is useful for models where we can sample from the dynamics, but cannot
evaluate the transition model pointwise. This occurs in certain implicit dynamical models, such as
those defined using differential equatons (see e.g., [IBK06]); such models are often used in epidemiology.
However, in general it is much more efficient to use proposals that take the current evidence yt into
account. We discuss ways to approximate such “locally optimal” proposals in Section 13.3.

13.2.3.2 Path degeneracy problem

In Figure 13.3a we show how particle filtering can result in a much more diverse set of active particles,
with more balanced weights when applied to the non-Markovian example in Equation (13.6).

While particle filtering does not suffer from weight degeneracy, it does suffer from another problem
known as path degeneracy. This refers to the fact that the number of particles that “survive” (have
non-negligible weight) over many steps may drop rapidly over time, resulting in a loss of diversity
when we try to represent the distribution over the past. We illustrate this in Figure 13.3b, where
we only include arrows for samples that have been resampled at each step up until the final step.
We see that we have Ns = 5 identical copies of z11 in the final set of surviving sequences. (The
time at which all the paths meet at a common ancestor, when tracing backwards in time, is known
as the coalescence time.) We discuss some ways to ameliorate this issue in Section 13.2.4 and
Section 13.2.5.

13.2.3.3 Estimating the normalizing constant

We can use particle filtering to approximate the normalization constant ZT = p(y1:T ) =
∏T
t=1 p(yt|y1:t−1)

as follows:

ẐT =
T∏

t=1

Ẑt (13.26)

where, from Equation (13.10), we have

Ẑt =
1

Ns

Ns∑

i=1

w̃it = Ẑt−1
(

̂Zt/Zt−1
)

(13.27)
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where

̂Zt/Zt−1 =

∑Ns
i=1 w̃

i
t∑Ns

i=1 w̃
i
t−1

(13.28)

This estimate of the marginal likelihood is very useful for tasks such as parameter estimation.

13.2.4 Resampling methods

Importance sampling gives a weighted set of particles, {(W i
t , z

i
t) : i = 1 : N}, which we can use to

approximate posterior expectations using

E [f(zt)|y1:t] ≈
N∑

i=1

W i
t f(z

i
t) (13.29)

Suppose we sample a single index A ∈ {1, . . . , N} with probabilities (W 1
t , . . . ,W

N
t ). Then the

expected value evaluated at this index is

E
[
f(zAt )|y1:t

]
=

N∑

i=1

p(A = i)f(zit) =

N∑

i=1

W i
t f(z

i
t) (13.30)

If we sample N indices independently and compute their average, we get

E [f(zt)|y1:t, A1:N ] ≈ 1

N

N∑

i=1

f(zAit ) (13.31)

which is a standard unweighted Monte Carlo estimate, with weights W i
t = 1/N . Averaging over the

indices gives

EA1:N

[
1

N

N∑

i=1

f(zAit )

]
=

N∑

i=1

W i
t f(z

i
t) (13.32)

Thus using the output from the resampling procedure — which drops particles with low weight,
and duplicates particles with high weight — will give the same result in expectation as the original
weighted estimate. However, to reduce the variance of the method, we need to pick the resampling
method carefully, as we discuss below.

13.2.4.1 Inverse cdf

Most of the common resampling methods work as follows. First we form the cumulative distribution
from the weights W 1:N , as illustrated by the staircase in Figure 13.4. (We drop the t index for
brevity.) Then, given a set of N uniform random variables, U i ∼ Unif(0, 1), we check to see which
bin (interval) U i lands in; if it falls in bin a, we return index a, i.e., sample i gets mapped to index a
if

a−1∑

j=1

W j ≤ U i <
a∑

j=1

W j (13.33)
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Figure 13.4: Illustration of how to sample from the empirical cdf P (x) =
∑N

n=1W
nI (x ≥ n) shown in black.

The height of step n is Wn. If Um picks step n, then we set the ancestor of m to be n, i.e., Am = n. In this
example, A1:3 = (1, 2, 2). Adapted from Figure 9.3 of [CP20b].

It would seem that each index would take O(N) time to compute, for a total time of O(N2), but
if the U i are ordered from smallest to largest, we can implement it in O(N) time. We denote this
function A1:N = icdf(W1:N ,U1:N ). See Listing 13.1 for some JAX code.1

Listing 13.1: Sampling from an ordered inverse CDF
def icdf(weights , u):

n = weights.shape [0]
cumsum = jnp.cumsum(weights)
idx = jnp.searchsorted(cumsum , u)
return jnp.clip(idx , 0, n - 1)

13.2.4.2 Multinomial resampling

In multinomial resampling, we set U1:N to be an ordered set of N samples from the uniform
distribution. We then compute the ancestor indices using A1:N = icdf(W1:N ,U1:N ).

Although this is a simple method, it can introduce a lot of variance into the representation of the
distribution. For example, suppose all the weights are equal, Wn = 1/N . LetWn =

∑N
m=1 I (Am = n)

be the number of “offspring” for particle n (i.e., the number of times this particle is chosen in the
resampling step). We have Wn ∼ Bin(N, 1/N), so P (Wn = 0) = (1− 1/N)N ≈ e−1 ≈ 0.37. So there
is a 37% chance that any given particle will disappear even though they all had the same initial
weight. In the sections below, we discuss some low variance resampling methods.

13.2.4.3 Stratified resampling

A simple approach to improve on multinomial resampling is to use stratified resampling, in which
we divide the unit interval into Ns strata, (0, 1/Ns), (1/Ns, 2/Ns), up to (1 − 1/Ns, 1). We then
generate

U i ∼ Unif((i− 1)/Ns, i/Ns) (13.34)

and compute A1:N = icdf(W1:N ,U1:N ).2

1. Modified from https://github.com/blackjax-devs/blackjax/blob/main/blackjax/smc/resampling.py.
2. To compute the U1:N , we can use v = jr.uniform(rngkey, (n,)) and u = (jnp.arange(n) + v) / n.

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024

https://github.com/blackjax-devs/blackjax/blob/main/blackjax/smc/resampling.py


13.3. Proposal distributions 553

13.2.4.4 Systematic resampling

We can further reduce the variance by forcing all the samples to be deterministically generated from
a shared random source, u ∼ Unif(0, 1), by computing

U i =
i− 1

Ns
+

u

Ns
(13.35)

We then compute A1:N = icdf(W1:N ,U1:N ).3

13.2.4.5 Comparison

It can be proved that all of the above methods are unbiased. Empirically it seems that systematic
resampling is lower variance than other methods [HSG06], although stratified resampling, and the
more complex method of [GCW19], have better theoretical properties. Multinomial resampling is
not recommended, since it has provably higher variance than the other methods.

13.2.5 Adaptive resampling

The resampling step can result in loss of diversity, since each ancestor may generate multiple children,
and some may generate no children, since the ancestor indices Ant are sampled independently; this is
the path degeneracy problem mentioned above. On the other hand, if we never resample, we end up
with SIS, which suffers from weight degeneracy (particles with negligible weight). A compromise is
to use adaptive resampling, in which we resample whenever the effective sample size or ESS
drops below some minimum, such as N/2. A common way to define the ESS is as follows:4

ESS(W 1:N ) =
1

∑N
n=1(W

n)2
(13.36)

Alternatively we can compute the ESS using the unnormalized weights:

ESS(w̃1:N ) =

(∑N
n=1 w̃

n
)2

∑N
n=1(w̃

n)2
(13.37)

Note that if we have k weights with w̃n = 1 and N − k weights with w̃n = 0, then the ESS is k; thus
ESS is between 1 and N .

The pseudocode for SISR with adaptive resampling is given in Algorithm 13.3. (We use the
notation of [Law+22, App. B], in which we first sample new extensions of the sequences, and then
optionally resample the sequences at the end of each step.)

13.3 Proposal distributions

The efficiency of PF is crucially dependent on the quality of the proposal distribution. We discuss
some options below.

3. To compute the U1:N , we can use v = jr.uniform(rngkey, ()) and u = (jnp.arange(n) + v) / n.
4. Note that the ESS used in SMC is different than the ESS used in MCMC (Section 12.6.3); the latter takes into
account auto-correlation of the MCMC samples.
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Algorithm 13.3: SISR with adaptive resampling (generic SMC)

1 Initialization: w̃1:Ns
0 = 1, Ẑ0 = 1

2 for t = 1 : T do
3 for i = 1 : Ns do
4 Sample particle zit ∼ qt(zt|zi1:t−1)
5 Compute incremental weight αit =

γ̃t(z
i
1:t)

γ̃t−1(zi1:t−1)qt(z
i
t|zi1:t−1)

6 Compute unnormalized weight w̃it = w̃it−1α
i
t

7 Estimate normalization constant: ̂Zt/Zt−1 =
∑Ns
i=1 w̃

i
t∑Ns

i=1 w̃
i
t−1

, Ẑt = Ẑt−1( ̂Zt/Zt−1)

8 if ESS(w̃1:N
t−1) < ESSmin then

9 Compute ancestors a1:Ns
t = resample(w̃1:Ns

t )

10 Select z1:Nst = permute(a1:Ns
t , z1:Nst )

11 Reset unnormalized weights w̃1:Ns
t = 1/Ns

12 Compute normalized weights W i
t =

w̃it∑
j w̃

j
t

for i = 1 : Ns

13 Compute MC posterior π̂t(z1:t) =
∑Ns
i=1W

i
t δ(z1:t − zi1:t)

13.3.1 Locally optimal proposal

We define the (one-step) locally optimal proposal distribution q∗t (zt|z1:t−1) to be the one that
minimizes

DKL (πt−1(z1:t−1)qt(zt|z1:t−1) ∥ πt(z1:t)) (13.38)
= Eπt−1qt [log {πt−1(z1:t−1)qt(zt|z1:t−1)} − log πt(z1:t)] (13.39)
= Eπt−1qt [log qt(zt|z1:t−1)− log πt(zt|z1:t−1)] + const (13.40)
= Eπt−1qt [DKL (qt(zt|z1:t−1) ∥ πt(zt|z1:t−1))] + const (13.41)

The KL is minimized by choosing

q∗t (zt|z1:t−1) = πt(zt|z1:t−1) =
γ̃t(z1:t)

γ̃t(z1:t−1)
(13.42)

where γ̃t(z1:t−1) =
∫
γ̃t(z1:t)dzt is the probability of the past sequence under the current target

distribution.
Note that the subscript t specifies the t’th distribution, so in the context of SSMs, we have

πt(zt|z1:t−1) = p(zt|z1:t−1,y1:t). Thus we see that when proposing zt, we should condition on all
the data, including the most recent observation, yt; this is called a guided particle filter, and will
will be better than the bootstrap filter, which proposes from the prior.

In general, it is intractable to compute the locally optimal proposal, so we consider various
approximations below.
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13.3.2 Proposals based on the extended and unscented Kalman filter

One way to approximate the locally optimal proposal distribution is based on the extended Kalman
filter (Section 8.3.2) or the unscented Kalman filter (Section 13.3.2), which gives rise to the extended
particle filter [DGA00] and unscented particle filter [Mer+00] respectively. To explain these
methods, we follow the presentation of [NLS19, p36]. As usual, we assume the dynamical system
can be written as zt = f(zt−1) + qt and yt = h(zt) + rt, where qt is the system noise and rt is
the observation noise. The EKF and UKF approximations assume that the joint distribution over
neighboring time steps, given the i’th history, is Gaussian:

p(zt,yt|zi1:t−1) ≈ N
((
zt
yt

)
|µ̂i, Σ̂i

)
(13.43)

where

µ̂i =

(
µ̂iz
µ̂iy

)
, Σ̂i =

(
Σ̂i
zz Σ̂i

zy

Σ̂i
yz Σ̂i

yy

)
(13.44)

(See Section 8.5.1 for details.)
The EKF and UKF compute µ̂i and Σ̂i differently. In the EKF, we linearize f and h, and assume

the noise terms are Gaussian. We then compute p(zt,yt|zi1:t−1) exactly for this linearized model
(see Section 8.3.1). In the UKF, we propagate sigma points through f and h, and approximate the
resulting means and covariances using the unscented transform, which can be more accurate (see
Section 8.4). Once we have computed µ̂i and Σ̂i, we can use standard rules for Gaussian conditioning
to compute the approximate proposal as follows:

q(zt|zi1:t−1,yt) ≈ N (zt|µit,Σi
t) (13.45)

µit = µ̂
i
z + Σ̂i

zy(Σ̂
i
yy)
−1(yt − µ̂iy) (13.46)

Σi
t = Σ̂i

zz − Σ̂i
zy(Σ̂

i
yy)
−1Σ̂i

yz (13.47)

Note that the linearization (or sigma point) approximation needs to be performed for each particle
sepatately.

13.3.3 Proposals based on the Laplace approximation

To handle non-Gaussian likelihoods in an SSM, we can use the Laplace approximation (Section 7.4.3),
as suggested in [DGA00]. In particular, consider an SSM with linear-Gaussian latent dynamics and a
GLM likelihood. At each step, we compute the maximum z∗t = argmax log p(yt|zt) as step t (e.g.,
using Newton-Raphson), and then approximate the likelihood using

p(yt|zt) ≈ N (zt|z∗t ,−H∗t ) (13.48)

where H∗t is the Hessian of the log-likelihood at the mode. We now compute p(zt|zit−1,yt) using the
update step of the Kalman filter, using the same equations as in Section 13.3.2. This combination is
called the Laplace Gaussian filter [Koy+10]. We give an example in Section 13.3.3.1.
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Figure 13.5: Effective sample size at each step for the bootstrap particle filter and a guided particle fil-
ter for a Gaussian SSM with Poisson likelihood. Adapted from Figure 10.4 of [CP20b]. Generated by
pf_guided_neural_decoding.ipynb.

13.3.3.1 Example: neural decoding

In this section, we give an example where we apply the Laplace approximation to an SSM with
linear-Gaussian dynamics and a Poisson likelihood. The application arises from neuroscience. In
particular, assume we record the neural spike trains as a monkey moves its hand around in space.
Let zt ∈ R6 represent the 3d location and velocity of the hand. We model the dynamics of the hand
using a simple Brownian random walk model [CP20b, p157]:
(

zt(i)
zt(i+ 3)

)
|zt−1 ∼ N2

((
1 ∆
0 1

)(
zt−1(i)

zt−1(i+ 3)

)
, σ2Q

)
, i = 1 : 3 (13.49)

where the covariance of the noise is given by the following, assuming a discretization step of ∆:

Q =

(
∆3/3 ∆2/2
∆2/2 ∆

)
(13.50)

We assume the k’th observation at time t is the number of spikes for neuron k in this sensing
interval:

p(yt(k)|zt) = Poi(λk(zt)) (13.51)

log λk(zt) = αk + β
T
kzt (13.52)

Our goal is to compute p(zt|y1:t), which lets us infer the position of the hand from the neural code.
(Apart from its value for furthering basic science, this can be useful for applications such as helping
disabled people control their arms using “mind control”.)

To illustrate this, we sample a synthetic dataset from the model, to simulate a “monkey” moving
its arm for T = 25 time steps; this generates K = 50 neuronal counts per time step. We then apply
particle filtering to this dataset (using the true model), using either the bootstrap filter (i.e., proposal
is the random walk prior) or the guided filter (i.e., proposal is the Laplace approximation mentioned
above). In Figure 13.5, we see that the effective sample size of the guided filter is much higher than
for the bootstrap filter.
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13.3.4 Proposals based on SMC (nested SMC)

It is possible to use SMC as a subroutine to compute a proposal distribution for SMC: at each step t,
for each particle i, we run an SMC algorithm where the target distribution is the optimal proposal,
p(zt|zi1:t−1,y1:t). This is called nested SMC [NLS15; NLS19].

This method can approximate the locally optimal proposal arbitrarily well, since it does not make
any limiting parametric assumptions. However, the method can be slow, although the inner SMC
algorithm can be run in parallel for each outer sample [NLS15; NLS19].

13.4 Rao-Blackwellized particle filtering (RBPF)

In some models, we can partition the hidden variables into two kinds, mt and zt, such that we can
analytically integrate out zt provided we know the values of m1:t. This means we only have to sample
m1:t, and can represent p(zt|m1:t,y1:t) parametrically. These hybrid particles are sometimes called
distributional particles or collapsed particles [KF09a, Sec 12.4]. This combines techniques from
particle filtering (Section 13.2) with deterministic methods such as Kalman filtering (Section 8.2.2).

The advantage of this approach is that we reduce the dimensionality of the space in which we are
sampling, which reduces the variance of our estimate. This technique is known as Rao-Blackwellized
particle filtering or RBPF for short. (See Section 11.6.2 for more details on Rao-Blackwellization.)
In Section 13.4.1 we give an example of RBPF for inference in a switching linear dynamical systems.
In Section 13.4.3 we illustrate RBPF for inference in the SLAM model for a mobile robot.

13.4.1 Mixture of Kalman filters

In this section, we consider the application of RBPF to a switching linear dynamical system
(Section 29.9). This model has both continuous and discrete latent variables. This can be used
to track a system that switches between discrete modes or operating regimes, represented by the
discrete variable mt.

For notational simplicity, we ignore the control inputs ut. Thus the model is given by

p(zt|zt−1,mt = k) = N (zt|Fkzt−1,Qk) (13.53)
p(yt|zt,mt = k) = N (yt|Hkzt,Rk) (13.54)

p(mt = k|mt−1 = j) = Ajk (13.55)

We let θk = (Fk,Hk,Qk,Rk,A:,k) represent all the parameters for state k.
Exact inference is intractable, but if we sample the discrete variables, we can infer the continuous

variables conditoned on the discretes exactly, making this a good candidate for RBPF. In particular,
if we sample trajectories mn

1:t, we can apply a Kalman filter to each particle. This can be thought of
as a mixture of Kalman filters [CL00]. The resulting belief state is represented by

p(zt,mt|y1:t) ≈
N∑

n=1

Wn
t δ(mt −mn

t )N (zt|µnt ,Σn
t ) (13.56)

To derive the filtering algorithm, note that the full posterior at time t can be written as follows:

p(m1:t, z1:t|y1:t) = p(z1:t|m1:t,y1:t)p(m1:t|y1:t) (13.57)
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The second term is given by the following:

p(m1:t|y1:t) ∝ p(yt|m1:t,y1:t−1)p(m1:t|y1:t−1) (13.58)
= p(yt|m1:t,y1:t−1)p(mt|m1:t−1,y1:t−1)p(m1:t−1|y1:t−1) (13.59)
= p(yt|m1:t,y1:t−1)p(mt|mt−1)p(m1:t−1|y1:t−1) (13.60)

Note that, unlike the case of standard particle filtering, we cannot write p(yt|m1:t,y1:t−1) = p(yt|mt),
since mt does not d-separate the past observations from yt, as is evident from Figure 29.25a.

Suppose we use the following recursive proposal distribution:

q(m1:t|y1:t) = q(mt|m1:t−1,y1:t)q(m1:t−1|y1:t) (13.61)

Then we get the unnormalized importance weights

w̃nt ∝
p(yt|mn

t ,m
n
1:t−1,y1:t−1)p(m

n
t |mn

t−1)

q(mn
t |mn

1:t−1,y1:t)
w̃nt−1 (13.62)

As a special case, suppose we propose from the prior, q(mt|mn
t−1,y1:t) = p(mt|mn

t−1). If we sample
discrete state k, the weight update becomes

w̃nt ∝ w̃nt−1p(yt|mn
t = k,mn

1:t−1,y1:t−1) = w̃nt−1L
n
tk (13.63)

where

Lntk = p(yt|mt = k,mn
1:t−1,y1:t−1) =

∫
p(yt|mt = k,zt)p(zt|mt = k,y1:t−1,m

n
1:t−1)dzt (13.64)

The quantity Lntk is the predictive density for the new observation yt conditioned on mt = k and
the history of previous latents, mn

1:t−1. In the case of SLDS models, this can be computed using
the normalization constant of the Kalman filter, Equation (8.35). The resulting algorithm is shown
in Algorithm 13.4. The step marked “KFupdate” refers to the Kalman filter update equations in
Section 8.2.2, and is applied to each particle separately.

Algorithm 13.4: One step of RBPF for SLDS using prior as proposal
1 for n = 1 : N do
2 k ∼ p(mt|mn

t−1)
3 mn

t := k
4 (µnt ,Σ

n
t , L

n
tk) = KFupdate(µnt−1,Σ

n
t−1,yt,θk)

5 w̃nt = w̃nt−1L
n
tk

6 Compute ESS = ESS(w̃1:Ns
t )

7 if ESS < ESSmin then
8 a1:N

t = Resample(w̃1:N
t )

9 (m1:Ns
t ,µ1:Ns

t ,Σ1:Ns
t ) = permute(at,m1:Ns

t ,µ1:Ns
t ,Σ1:Ns

t )
10 w̃nt = 1/Ns
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13.4.1.1 Improvements

An improved version of the algorithm can be developed based on the fact that we are sampling a
discrete state space. At each step, we propagate each of the N old particles through all K possible
transition models. We then compute the weight for all NK new particles, and sample from this to
get the final set of N particles. This latter step can be done using the optimal resampling method
of [FC03], which will stochastically select the particles with the largest weight, while also ensuring
the result is an unbiased approximation. In addition, this approach ensures that we do not have
duplicate particles, which is wasteful and unnecessary when the state space is discrete.

13.4.2 Example: tracking a maneuvering object

In this section we give an example of RBPF for an SLDS from [DGK01]. Our goal is to track an
object that has the following motion model:

p(zt|zt−1,mt = k) = N (zt|Fzt−1 + bk,Q) (13.65)

where zt = (x1t, ẋ1t, x2t, ẋ2t) contains the 2d position and velocity. We define the observaton matrix
by H = I and the observation covariance by R = 10 diag(2, 1, 2, 1). We define the dynamics matrix
by

F =




1 ∆ 0 0
0 1 0 0
0 0 1 ∆
0 0 0 1


 (13.66)

where ∆ = 0.1,. We set the noise covariance to Q = 0.2I and the input bias vectors for each state
to b1 = (0, 0, 0, 0), b2 = (−1.225,−0.35, 1.225, 0.35) and b3 = (1.225, 0.35,−1.225,−0.35). Thus the
system will turn in different directions depending on the discrete state. The discrete state transition
matrix is given by

A =



0.8 0.1 0.1
0.1 0.8 0.1
0.1 0.1 0.8


 (13.67)

Figure 13.6a shows some observations, and the true state of the system, from a sample run, for
100 steps. The colors denote the discrete state, and the location of the symbol denotes the (x, y)
location. The small dots represent noisy observations. Figure 13.6b shows the estimate of the state
computed using RBPF with the optimal proposal with 1000 particles. In Figure 13.6c, we show the
analogous estimate using the boostrap filter, which does much worse.

In Figure 13.7a and Figure 13.7b, we show the posterior marginals of the (x, y) locations over time.
In Figure 13.7c we show the true discrete state, and in Figure 13.7d we show the posterior marginal
over discrete states. The overall state classification error rate is 29%, but it seems that occasionally
misclassifying isolated time steps does not significantly hurt estimation of the continuous states, as
we can see from Figure 13.6b.
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Figure 13.6: Illustration of state estimation for a switching linear model. (a) Black dots are observations,
hollow circles are the true location, colors represent the discrete state. (b) Estimate from RBPF. Generated
by rbpf_maneuver.ipynb. (c) Estimate from bootstrap filter. Generated by bootstrap_filter_maneuver.ipynb.

13.4.3 Example: FastSLAM

Consider a robot moving around an environment, such as a maze or indoor office environment. It
needs to learn a map of the environment, and keep track of its location (pose) within that map.
This problem is known as simultaneous localization and mapping, or SLAM for short. SLAM
is widely used in mobile robotics (see e.g., [SC86; CN01; TBF06] for details). It is also useful in
augmented reality, where the task is to recursively estimate the 3d pose of a handheld camera with
respect to a set of 2d visual landmarks (this is known as visual SLAM, [TUI17; SMT18; Cza+20;
DH22]).

Let us assume we can represent the map as the 2d locations of a set of K landmarks, denote them
by l1, . . . , lK (each is a vector in R2). (We can use data association to figure out which landmark
generated each observation, as discussed in Section 29.9.3.2.) Let rt represent the unknown location
of the robot at time t. Let zt = (rt, l

1:K
t ) be the combined state space. We can then perform online

inference so that the robot can update its estimate of its own location, and the landmark locations.
The state transition model is defined as

p(zt|zt−1,ut) = p(rt|rt−1, l1:Kt−1,ut)
K∏

k=1

p(lkt |lkt−1) (13.68)

where p(rt|rt−1, l1:Kt−1,ut) specifies how the robot moves given the control signal ut and the location
of the obstacles l1:Kt−1. (Note that in this section, we assume that a human is joysticking the robot
through the environment, so u1:t is given as input, i.e., we do not address the decision-theoretic issue
of choosing where to move.)

If the obstacles (landmarks) are static, we can define p(lkt |lkt−1) = δ(lkt − lkt−1), which is equivalent
to treating the map as an unknown parameter that is shared globally across all time steps. More
generally, we can let the landmark locations evolve over time [Mur00].

The observations yt measure the distance from rt to the set of closest landmarks. Figure 13.8
shows the corresponding graphical model for the case where K = 2, and where on the first step it
sees landmarks 1 and 2, then just landmark 2, then just landmark 1, etc.

If all the CPDs are linear-Gaussian, then we can use a Kalman filter to maintain our belief state
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Figure 13.7: Visualizing the posterior from the RBPF algorithm. Top row: Posterior marginals of the location
of the object over time, derived from the mixture of Gaussian representation for (a) x location (dimension
0), (b) y location (dimension 2). Bottom row: visualization of the true (c) and predicted (d) discrete states.
Generated by rbpf_maneuver.ipynb.

about the location of the robot and the location of the landmarks, p(zt|y1:t,u1:t). In the more
general case of a nonlinear model, we can use the EKF (Section 8.3.2) or UKF (Section 8.4.2).

Over time, the uncertainty in the robot’s location will increase, due to wheel slippage, etc., but when
the robot returns to a familiar location, its uncertainty will decrease again. This is called closing
the loop, and is illustrated in Figure 13.9(a), where we see the uncertainty ellipses, representing
Cov [zt|y1:t,u1:t], grow and then shrink.

In addition to visualizing the uncertainty of the robot’s location, we can visualize the uncertainty
about the map. To do this, consider the posterior precision matrix, Λt = Σ−1t . Zeros in the precision
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Figure 13.8: Graphical model representing the SLAM problem. lkt is the location of landmark k at time
t, rt is the location of the robot at time t, and yt is the observation vector. In the model on the left, the
landmarks are static (so they act like global shared parameters), on the right, their location can change over
time. The robot’s observations are based on the distance to the nearest landmarks from the current state,
denoted f(rt, lkt ). The number of observations per time step is variable, depending on how many landmarks
are within the range of the sensor. Adapted from Figure 15.A.3 of [KF09a].

Robot pose

(a) (b)

Figure 13.9: Illustration of the SLAM problem. (a) A robot starts at the top left and moves clockwise in
a circle back to where it started. We see how the posterior uncertainty about the robot’s location increases
and then decreases as it returns to a familar location, closing the loop. If we performed smoothing, this
new information would propagate backwards in time to disambiguate the entire trajectory. (b) We show the
precision matrix, representing sparse correlations between the landmarks, and between the landmarks and
the robot’s position (pose). The conditional independencies encoded by the sparse precision matrix can be
visualized as a Gaussian graphical model, as shown on the right. From Figure 15.A.3 of [KF09a]. Used with
kind permission of Daphne Koller.
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matrix correspond to absent edges in the corresponding undirected Gaussian graphical model (GGM,
see Section 4.3.5). Initially all the beliefs about landmark locations are uncorrelated (by assumption),
so the GGM is a disconnected graph, and Λt is diagonal. However, as the robot moves about, it will
induce correlation between nearby landmarks. Intuitively this is because the robot is estimating its
position based on distance to the landmarks, but the landmarks’ locations are being estimated based
on the robot’s position, so they all become interdependent. This can be seen more clearly from the
graphical model in Figure 13.8: it is clear that l1 and l2 are not d-separated by y1:t, because there is
a path between them via the unknown sequence of r1:t nodes. Consequently, the precision matrix
becomes denser over time. As a consequence of the precision matrix becoming denser, each inference
step takes O(K3) time. This prevents the method from being applied to large maps.

One way to speed this up is based on the following observation: conditional on knowing the robot’s
path, r1:t, the landmark locations are independent, i.e., p(lt|r1:t,y1:t) =

∏K
k=1 p(l

k
t |r1:t,y1:t). This

can be seen by looking at the DGM in Figure 13.8. We can therefore sample the trajectory using
some proposal, and apply (2d) Kalman filtering to each landmark independently. This is an example
of RBPF, and reduces the inference cost to O(NK), where N is the number of particles and K is
the number of landmarks.

The overall cost of this technique is O(NK) per step. Fortunately, the number of particles N
needed for good performance is quite small, so the algorithm is essentially linear in the number of
landmarks, making it quite scalable. This idea was first suggested in [Mur00], who applied it to
grid-structured occupancy grids (and used the HMM filter for each particle). It was subsequently
extended to landmark-based maps in [Thr+04], using the Kalman filter for each particle; they called
the technique FastSLAM.

13.5 Extensions of the particle filter

There are many extensions to the basic particle filtering algorithm, such as the following:

• We can increase particle diversity by applying one or more steps of MCMC sampling (Section 12.2)
at each PF step using πt(zt) as the target distribution. This is called the resample-move
algorithm [DJ11]. It is also possible to use SMC instead of MCMC to diversify the samples
[GM17].

• We can extend PF to the case of offline inference; this is called particle smoothing (see e.g.,
[Kla+06]).

• We can extend PF to inference in general graphical models (not just chains) by combining PF
with loopy belief propagation (Section 9.4); this is called non-parametric BP or particle BP
(see e.g., [Sud+03; Isa03; Sud+10; Pac+14]).

• We can extend PF to perform inference in static models (e.g., for parameter inference), as we
discuss in Section 13.6.

13.6 SMC samplers

In this section, we discuss SMC samplers (sequential Monte Carlo samplers), which are a way
to apply particle filters to sample from a generic target distribution, π(z) = γ̃(z)/Z, rather than
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requiring the model to be an SSM. Thus SMC is an alternative to MCMC.
The advantages of SMC samplers over MCMC are as follows: we can estimate the normalizing

constant Z; we can more easily develop adaptive versions that tune the transition kernel using the
current set of samples; and the method is easier to parallelize (see e.g., [CCS22; Gre+22]).

The method works by defining a sequence of intermediate distributions, πt(zt), which we expand
to a sequence of distributions over all the past variables, πt(z1:t). We then use the particle filtering
algorithm to sample from each of these intermediate distributions. By marginalizing all but the final
state, we recover samples from the target distribution, π(z) =

∑
z1:T−1

πT (z1:T ), as we explain below.
(For more details, see e.g., [Dai+20a; CP20b].)

13.6.1 Ingredients of an SMC sampler

To define an SMC sampler, we need to specify several ingredients:

• A sequence of distributions defined on the same state space, πt(zt) = γ̃t(zt)/Zt, for t = 0 : T ;

• A forwards kernelMt(zt|zt−1) (often written asMt(zt−1, zt)), which satisfies
∑
zt
Mt(zt|zt−1) =

1. This can be used to propose new samples from our current estimate when we apply particle
filtering.

• A backwards kernel Lt(zt|zt+1) (often written as L(zt, zt+1)), which satisfies
∑
zt
Lt(zt|zt+1) =

1. This allows us to create a sequence of variables by working backwards in time from the final
target value to the first time step. In particular, we create the following joint distribution:

πt(z1:t) = πt(zt)

t−1∏

s=1

Ls(zs|zs+1) (13.69)

This satisfies
∑
z1:t−1

πt(z1:t) = πt(zt), so if we apply particle filtering to this for t = 1 : T , then
samples from the “end” of such sequences will be from the target distribution πt.

With the above ingredients, we can compute the incremental weight at step t using

αt =
πt(z1:t)

πt−1(z1:t−1)Mt(zt|zt−1)
∝ γ̃t(zt)

γ̃t−1(zt−1)
Lt−1(zt−1|zt)
Mt(zt|zt−1)

(13.70)

This can be plugged into the generic SMC algorithm, Algorithm 13.3.
We still have to specify the forwards and backwards kernels. We will assume the forwards kernel

Mt is an MCMC kernel that leaves πt invariant. We can then define the backwards kernel to be the
time reversal of the forwards kernel. More precisely, suppose we define Lt−1 so it satisfies

πt(zt)Lt−1(zt−1|zt) = πt(zt−1)Mt(zt|zt−1) (13.71)

In this case, the incremental weight simplifies as follows:

αt =
Ztπt(zt)Lt−1(zt−1|zt)

Zt−1πt−1(zt−1)Mt(zt|zt−1)
(13.72)

=
Ztπt(zt−1)Mt(zt|zt−1)

Zt−1πt−1(zt−1)Mt(zt|zt−1)
(13.73)

=
γ̃t(zt−1)
γ̃t−1(zt−1)

(13.74)
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We can use any kind of MCMC kernel for Mt. For example, if the parameters are real valued and
unconstrained, we can use a Markov kernel that corresponds to K steps of a random walk Metropolis-
Hastings sampler. We can set the covariance of the proposal to δ2Σ̂t−1, where Σ̂t−1 is the empirical
covariance of the weighted samples from the previous step, (W 1:N

t−1 , z
1:N
t−1), and δ = 2.38D−3/2 (which

is the optimal scaling parameter for RWMH). In high dimensional problems, we can use gradient
based Markov kernels, such as HMC [BCJ20] and NUTS [Dev+21]. For binary state spaces, we can
use the method of [SC13].

13.6.2 Likelihood tempering (geometric path)

There are many ways to specify the intermediate target distributions. In the geometric path
method, we specify the intermediate distributions to be

γ̃t(z) = γ̃0(z)
1−λt γ̃(z)λt (13.75)

where 0 = λ0 < λ1 < · · · < λT = 1 are inverse temperature parameters, and γ̃0 is the initial
proposal. If we apply particle filtering to this model, but “turn off” the resampling step, the method
becomes equivalent to annealed importance sampling (Section 11.5.4).

In the context of Bayesian parameter inference, we often denote the latent variable z by θ, we
define γ̃0(θ) ∝ π0(θ) as the prior, and γ̃(z) = π0(θ)p(D|θ) as the posterior. We can then define the
intermediate distributions to be

γ̃t(θ) = π0(θ)
1−λtπ0(θ)

λtp(D|θ)λt = π0(θ)
1−λt exp[−λtE(θ)] (13.76)

where E(θ) = − log p(D,θ) is the energy (potential) function. The incremental weights are given by

αt(θ) =
π0(θ)

1−λt exp[−λtE(θ)]
π0(θ)1−λt exp[−λt−1E(θ)]

= exp[−δtE(θ)] (13.77)

where λt = λt−1 + δt.
For this method to work well, it is important to choose the λt so that the successive distributions

are “equidistant”; this is called adaptive tempering. In the case of a Gaussian prior and Gaussian
energy, one can show [CP20b] that this can be achieved by picking λt = (1 + γ)t+1 − 1, where γ > 0
is some constant. Thus we should increase λ slowly at first, and then make bigger and bigger steps.

In practice we can estimate λt by setting λt = λt−1 + δt , where

δt = argmin
δ∈[0,1−λt−1]

(ESSLW({−δ E(θnt )})− ESSmin) (13.78)

where ESSLW({ln}) = ESS({eln}) computes the ESS (Equation (13.37)) from the log weights,
ln = log w̃n. This ensures the change in the ESS across steps is close to the desired minimum ESS,
typically 0.5N . (If there is no solution for δ in the interval, we set δt = 1−λt−1.) See Algorithm 13.5
for the overall algorithm.

13.6.2.1 Example: sampling from a 1d bimodal distribution

Consider the simple distribution

p(θ) ∝ N (θ|0, I) exp(−E(θ)) (13.79)
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Algorithm 13.5: SMC with adaptive tempering
1 λ−1 = 0, t = −1, Wn

−1 = 1
2 while λt < 1 do
3 t = t+ 1
4 if t = 0 then
5 θn0 ∼ π0(θ)
6 else
7 A1:N

t = Resample(W 1:N
t−1 )

8 θnt ∼Mλt−1
(θ
Ant
t−1, ·)

9 Compute δt using Equation (13.78)
10 λt = λt−1 + δt
11 w̃nt = exp[−δE(θnt )]
12 Wn

t = w̃nt /(
∑N
m=1 w̃

m
t )
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Figure 13.10: (a) Illustration of a bimodal target distribution. (b) Tempered versions of the target at different
inverse temperatures, from λT = 1 down to λ1 = 0. Generated by smc_tempered_1d_bimodal.ipynb.

where E(θ) = c(||θ||2 − 1)2. We plot this in 1d in Figure 13.10a for c = 5; we see that it has a
bimodal shape, since the low energy states correspond to parameter vectors whose norm is close to 1.

SMC is particularly useful for sampling from multimodal distributions, which can be provably
hard to efficiently sample from using other methods, including HMC [MPS18], since gradients only
provide local information about the curvature. As an example, in Figure 13.11a and Figure 13.11b
we show the result of applying HMC (Section 12.5) and NUTS (Section 12.5.4.1) to this problem.
We see that both algorithms get stuck near the initial state of θ0 = 1.

In Figure 13.10b, we show tempered versions of the target distribution at 5 different temperatures,
chosen uniformly in the interval [0, 1]. We see that at λ1 = 0, the tempered target is equal to the
Gaussian prior (blue line), which is easy to sample from. Each subsequent distribution is close to the
previous one, so SMC can track the change until it ends up at the target distribution with λT = 1,
as shown in Figure 13.11c.

These SMC results were obtained using the adaptive tempering scheme described above. In
Figure 13.11d we see that initially the temperature is small, and then it increases exponentially. The
algorithm takes 8 steps until λT ≥ 1.
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Figure 13.11: Sampling from the bimodal distribution in Figure 13.10a. (a) HMC. (b) NUTS. (c) Tem-
pered SMC with HMC kernel (single step). (d) Adaptive inverse temperature schedule. Generated by
smc_tempered_1d_bimodal.ipynb.

13.6.3 Data tempering

If we have a set of iid observations, we can define the t’th target to be

γ̃t(θ) = p(θ)p(y1:t|θ) (13.80)

We can now apply SMC to this model. From Equation (13.74), the incremental weight becomes

αt(θ) =
γ̃t(zt−1)
γ̃t−1(zt−1)

=
p(θ)p(y1:t|θ)
p(θ)p(y1:t−1|θ)

= p(yt|y1:t−1,θ) (13.81)

This can be plugged into the generic SMC algorithm in Algorithm 13.3.
Unfortunately, to sample from the MCMC kernel will typically take O(t) time, since the MH

accept/reject step requires computing p(θ′)
∏t
i=1 p(y1i|θ′) for any proposed θ′. Hence the total

cost is O(T 2) if there are T observations. To reduce this, we can only sample parameters at times
t when the ESS drops below a certain level; in the remaining steps, we just grow the sequence
deterministically by repeating the previously sampled value. This technique was proposed in [Cho02],
who called it the iterated batch importance sampling or IBIS algorithm.

13.6.3.1 Example: IBIS for a 1d Gaussian

In this section, we give a simple example of IBIS applied to data from a 1d Gaussian, yt ∼ N (µ =
3.14, σ = 1) for t = 1 : 30. The unknowns are θ = (µ, σ). The prior is p(θ) = N (µ|0, 1)Ga(σ|a =
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Figure 13.12: Illustration of IBIS applied to 30 samples from N (µ = 3.14, σ = 1). (a) Posterior approximation
after t = 1 and t = 29 observations. (b) Effective sample size over time. The sudden jumps up occur whenever
resampling is triggered, which happens when the ESS drops below 500. Generated by smc_ibis_1d.ipynb.

1, b = 1). We use IBIS with an adaptive RWMH kernel. We use N = 20 particles, each updated for
K = 50 MCMC steps, so we collect 1000 samples per time step.

Figure 13.12a shows the approximate posterior after t = 1 and t = 29 time steps. We see that the
posterior concentrates on the true values of µ = 3.14 and σ = 1.

Figure 13.12b plots the ESS vs time. The number of particles is 1000, and resampling (and MCMC
moves) is triggered whenever this drops below 500. We see that we only need to invoke MCMC
updates 3 times.

13.6.4 Sampling rare events and extrema

Suppose we want to sample values from π0(θ) conditioned on the event that S(θ) > λ∗, where S
is some score or “fitness” function. If λ∗ is in the tail of the score distribution, this corresponds to
sampling a rare event, which can be hard.

One approach is to use SMC to sample from a sequence of distributions with gradually increasing
thresholds:

πt(θ) =
1

Zt
I (S(θ) ≥ λt)π0(θ) (13.82)

with λ0 < · · · < λT = λ∗. We can then use likelihood tempering, where the “likelihood” is the
function

Gt(θt) = I (S(θt) ≥ λt) (13.83)

We can use SMC to generate samples from the final distribution πT . We may also be interested in
estimating

ZT = p(S(θ) ≥ λT ) (13.84)

where the probability is taken wrt π0(θ).
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We can adaptively set the thresholds λt as follows: at each step, sort the samples by their score,
and set λt to the α’th highest quantile. For example, if we set α = 0.5, we keep the top 50% fittest
particles. This ensures the ESS equals the minimum threshold at each step. For details, see [Cér+12].

Note that this method is very similar to the cross-entropy method (Section 6.7.5). The difference
is that CEM fits a parametric distribution (e.g., a Gaussian) to the particles at each step and samples
from that, rather than using a Markov kernel.

13.6.5 SMC-ABC and likelihood-free inference

The term likelihood-free inference refers to estimating the parameters θ of a blackbox from which
we can sample data, y ∼ p(·|θ), but where we cannot evaluate p(y|θ) pointwise. Such models are
called simulators, so this approach to inference is also called simulation-based inference (see e.g.,
[Nea+08; CBL20; Gou+96]). These models are also called implicit models (see Section 26.1).

If we want to approximate the posterior of a model with no known likelihood, we can use
approximate Bayesian computation or ABC (see e.g., [Bea19; SFB18; Gut+14; Pes+21]).
In this setting, we sample both parameters θ and synthetic data y such that the synthetic data
(generated from θ) is sufficiently close to the observed data y∗, as judged by some distance score,
d(y,y∗) < ϵ. (For high dimensional problems, we typically require d(s(y), s(y∗)) < ϵ, where s(y) is
a low-dimensionary summary statistic of the data.)

In SMC-ABC, we gradually decrease the discrepancy ϵ to get a series of distributions as follows:

πt(θ,y) =
1

Zt
π0(θ)p(y|θ)I (d(y,y∗) < ϵt) (13.85)

where ϵ0 > ϵ1 > · · · . This is similar to the rare event SMC samplers in Section 13.6.4, except that we
can’t directly evaluate the quality of a candidate, θ. Instead we must first convert it to data space
and make the comparison there. For details, see [DMDJ12].

Although SMC-ABC is popular in some fields, such as genetics and epidemiology, this method
is quite slow and does not scale to high dimensional problems. In such settings, a more efficient
approach is to train a generative model to emulate the simulator; if this model is parametric with a
tractable likelihood (e.g., a flow model), we can use the usual methods for posterior inference of its
parameters (including gradient based methods like HMC). See e.g., [Bre+20a] for details.

13.6.6 SMC2

We have seen how SMC can be a useful alternative to MCMC. However it requires that we can
efficiently evaluate the likelihood ratio terms γt(θt)

γt−1(θt)
. In cases where this is not possible (e.g., for

latent variable models), we can use SMC (specifically the estimate Ẑt in Equation (13.10)) as a
subroutine to approximate these likelihoods. This is called SMC2. For details, see [CP20b, Ch. 18].

13.6.7 Variational filtering SMC

One way to improve SMC is to learn a proposal distribution (e.g., using a neural network) such that
the approximate posterior, π̂T (z1:T ;ϕ,θ), is close to the target posterior, πT (z1:T ;θ), where θ are
the model parameters, and ϕ are the proposal parameters (which may depend on θ). One can show
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[Nae+18] that the KL divergence between these distributions can be bounded as follows:

0 ≤ DKL (E [π̂T (z1:T )] ∥ πT (z1:T )) ≤ −E
[
log

ẐT
ZT

]
(13.86)

where

ZT (θ) = pθ(y1:T ) =

∫
pθ(z1:T ,y1:T )dz1:T (13.87)

Hence

E
[
log ẐT (θ,ϕ)

]
≤ E [logZT (θ)] = logZT (θ) (13.88)

Thus we can use SMC sampling to compute an unbiased approximation to E
[
log ẐT (θ,ϕ)

]
, which is

a lower bound on the evidence (log marginal likelihood).
We can now maximize this lower bound wrt θ and ϕ using SGD, as a way to learn both proposals

and the model. Unfortunately, computing the gradient of the bound is tricky, since the resampling
step is non-differentiable. However, in practice one can ignore the dependence of the resampling
operator on the parameters, or one can use differentiable approximations (see e.g., [Ros+22]). This
overall approach was independently proposed in several papers: the FIVO (filtering variational
objective) paper [Mad+17], the variational SMC paper [Nae+18] and the auto-encoding SMC
paper [Le+18].

13.6.8 Variational smoothing SMC

The methods in Section 13.6.7 use SMC in which the target distributions are defined to be the
filtered distributions, πt(z1:t) = pθ(z1:t|y1:t); this is called filtering SMC. Unfortunately, this can
work poorly when fitting models to offline sequence data, since at time t, all future observations are
ignored in the objective, no matter how good the proposal. This can create situations where future
observations are unlikely given the current set of sampled trajectories, which can result in particle
impoverishment and high variance in the estimate of the lower bound.

Recently, a new method called SIXO (smoothing inference with twisted objectives) was proposed
in [Law+22] that uses the smoothing distributions as targets, πt(z1:t) = pθ(z1:t|y1:T ), to create a
much lower variance variational lower bound. Of course it is impossible to directly compute this
posterior, but we can approximate it using twisted particle filters [WL14a; AL+16]. In this
approach, we approximate the (unnormalized) posterior using

pθ(z1:t,y1:T ) = pθ(z1:t,y1:t)pθ(yt+1:T |z1:t,y1:t) (13.89)
= pθ(z1:t,y1:t)pθ(yt+1:T |zt) (13.90)
≈ pθ(z1:t,y1:t)rψ(yt+1:T , zt) (13.91)

where rψ(yt+1:T , zt) ≈ pθ(yt+1:T |zt) is the twisting function, which acts as a “lookahead func-
tion”.

One way to approximate the twisting function is to note that

pθ(yt+1:T |zt) =
pθ(zt|yt+1:T )pθ(yt+1:T )

pθ(zt)
∝ pθ(zt|yt+1:T )

pθ(zt)
(13.92)
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where we drop terms that are independent of zt since such terms will cancel out when we normalize
the sampling weights. We can approximate the density ratio using the binary classifier method of
Section 2.7.5. To do this, we define one distribution to be p1 = pθ(zt,yt+1:T ) and the other to be
p2 = pθ(zt)pθ(yt+1:T ), so that p1/p2 = pθ(zt|yt+1:T )

pθ(zt)
. We can easily draw a sample (z1:T ,y1:T ) ∼ pθ

using ancestral sampling, from which we can compute (zt,yt+1:T ) ∼ p1 by marginalization. We can
also sample a fresh sequence from (z̃1:T , ỹ1:T ) ∼ pθ from which we can compute (z̃t, ỹt+1:T ) ∼ p2
by marginalization. We then use (zt,yt+1:T ) as a positive example and (z̃t, ỹt+1:T ) as a negative
example when training the binary classifier, rψ(yt+1:T , zt).

Once we have updated the twisting parameters ψ, we can rerun SMC to get a tighter lower bound
on the log marginal likelihood, which we can then optimize wrt the model parameters θ and proposal
parameters ϕ. Thus the overall method is a stochastic variational EM-like method for optimziing
the bound

LSIXO(θ,ϕ,ψ,y1:T ) ≜ E
[
log ẐSIXO(θ,ϕ,ψ,y1:T )

]
(13.93)

≤ logE
[
ẐSIXO(θ,ϕ,ψ,y1:T )

]
= log pθ(y1:T ) (13.94)

In [Law+22] they prove the following: suppose the true model p∗ is an SSM in which the optimal
proposal function for the model satisfies p∗(zt|z1:t−1,y1:T ) ∈ Q, and the optimal lookahead function
for the model satisfies p∗(yt+1:T |zt) ∈ R. Furthermore, assume the SIXO objective has a unique
maximizer. Then, at the optimum, we have that the learned proposal qϕ∗(zt|z1:t−1,y1:T ) ∈ Q is
equal to the optimal proposal, the learned twisting function rψ∗(yt+1:T , zt) ∈ R is equal to the
optimal lookahead, and the lower bound is tight (i.e., LSIXO(θ

∗,ϕ∗,ψ∗) = p∗(y1:T )) for any number
of samples Ns ≥ 1 and for any kind of SSM p∗. (This is in contrast to the FIVO bound, whiere the
bound does not usually become tight.)
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Prediction





14 Predictive models: an overview

14.1 Introduction

The vast majority of machine learning is concerned with tackling a single problem, namely learning
to predict outputs y from inputs x using some function f that is estimated from a labeled training
set D = {(xn,yn) : n = 1 : N}, for xn ∈ X ⊆ RD and yn ∈ Y ⊆ RC . We can model our uncertainty
about the correct output for a given input using a conditional probability model of the form p(y|f(x)).
When Y is a discrete set of labels, this is called (in the ML literature) a discriminative model,
since it lets us discriminate (distinguish) between the different possible values of y. If the output
is real-valued, Y = R, this is called a regression model. (In the statistics literature, the term
“regression model” is used in both cases, even if Y is a discrete set.) We will use the more generic
term “predictive model” to refer to such models.

A predictive model can be considered as a special case of a conditional generative model (discussed
in Chapter 20). In a predictive model, the output is usually low dimensional, and there is a single
best answer that we want to predict. However, in most generative models, the output is usually high
dimensional, such as images or sentences, and there may be many correct outputs for any given input.
We will discuss a variety of types of predictive model in Section 14.1.1, but we defer the details to
subsequent chapters. The rest of this chapter then discusses issues that are relevant to all types of
predictive model, regardless of the specific form, such as evaluation.

14.1.1 Types of model

There are many different kinds of predictive model p(y|x). The biggest distinction is between
parametric models, that have a fixed number of parameters independent of the size of the training
set, and non-parametric models that have a variable number of parameters that grows with the
size of the training set. Non-parametric models are usually more flexible, but can be slower to use
for prediction. Parametric models are usually less flexible, but are faster to use for prediction.

Most non-parametric models are based on comparing a test input x to some or all of the stored
training examples {xn, n = 1 : N}, using some form of similarity, sn = K(x,xn) ≥ 0, and then
predicting the output using some weighted combination of the training labels, such as ŷ =

∑N
n=1 snyn.

A typical example is a Gaussian process, which we discuss in Chapter 18. Other examples, such as
K-nearest neighbor models, are discussed in the prequel to this book, [Mur22].

Most parametric models have the form p(y|x) = p(y|f(x;θ)), where f is some kind of function
that predicts the parameters (e.g., the mean, or logits) of the output distribution (e.g., Gaussian
or categorical). There are many kinds of function we can use. If f is a linear function of θ (i.e.,
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f(x;θ) = θTϕ(x) for some fixed feature transformation ϕ), then the model is called a generalized
linear model or GLM, which we discuss in Chapter 15. If f is a non-linear, but differentiable, function
of θ (e.g., f(x;θ) = θT2ϕ(x;θ1) for some learnable function ϕ(x;θ1)), then it is common to represent
f using a neural network (Chapter 16). Other types of predictive model, such as decision trees and
random forests, are discussed in the prequel to this book, [Mur22].

14.1.2 Model fitting using ERM, MLE, and MAP

In this section, we briefly discuss some methods used for fitting (parametric) models. The most
common approach is to use maximum likelihood estimation or MLE, which amounts to solving
the following optimization problem:

θ̂ = argmax
θ∈Θ

p(D|θ) = argmax
θ∈Θ

log p(D|θ) (14.1)

If the dataset is N iid data samples, the likelihood decomposes into a product of terms, p(D|θ) =∏N
n=1 p(yn|xn,θ). Thus we can instead minimize the following (scaled) negative log likelihood:

θ̂ = argmin
θ∈Θ

1

N

N∑

n=1

[− log p(yn|xn,θ)] (14.2)

We can generalize this by replacing the log loss ℓn(θ) = − log p(yn|xn,θ) with a more general
loss function to get

θ̂ = argmin
θ∈Θ

r(θ) (14.3)

where r(θ) is the empirical risk

r(θ) =
1

N

N∑

n=1

ℓn(θ) (14.4)

This approach is called empirical risk minimization or ERM.
ERM can easily result in overfitting, so it is common to add a penalty or regularizer term to get

θ̂ = argmin
θ∈Θ

r(θ) + λC(θ) (14.5)

where λ ≥ 0 controls the degree of regularization, and C(θ) is some complexity measure. If we use
log loss, and we define C(θ) = − log π0(θ), where π0(θ) is some prior distribution, and we use λ = 1,
we recover the MAP estimate

θ̂ = argmax
θ∈Θ

log p(D|θ) + log π0(θ) (14.6)

This can be solved using standard optimization methods (see Chapter 6).
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14.1.3 Model fitting using Bayes, VI, and generalized Bayes

Another way to prevent overfitting is to estimate a probability distribution over parameters, q(θ),
instead of a point estimate. That is, we can try to estimate the ERM in expectation:

q̂ = argmin
q∈P(Θ)

Eq(θ) [r(θ)] (14.7)

If P(Θ) is the space of all probability distributions over parameters, then the solution will converge
to a delta function that puts all its probability on the MLE. Thus this approach, on its own, will
not prevent overfitting. However, we can regularize the problem by preventing the distribution from
moving too far from the prior. If we measure the divergence between q and the prior using KL
divergence, we get

q̂ = argmin
q∈P(Θ)

Eq(θ) [r(θ)] +
1

λ
DKL (q ∥ π0) (14.8)

The solution to this problem is known as the Gibbs posterior, and is given by the following:

q̂(θ) =
e−λr(θ)π0(θ)∫
e−λr(θ′)π0(θ′)dθ′

(14.9)

This is widely used in the PAC-Bayes community (see e.g., [Alq21].
Now suppose we use log loss, and set λ = N , to get

q̂(θ) =
e
∑N
n=1 log p(yn|xn,θ)π0(θ)∫

e
∑N
n=1 log p(yn|xn,θ′)π0(θ′)dθ′

(14.10)

Then the resulting distribution is equivalent to the Bayes posterior:

q̂(θ) =
p(D|θ)π0(θ)∫
p(D|θ′)π0(θ′)dθ′

(14.11)

Often computing the Bayes posterior is intractable. We can simplify the problem by restricting
attention to a limited family of distributions, Q(Θ) ⊂ P(Θ). This gives rise to the following objective:

q̂ = argmin
q∈Q(Θ)

Eq(θ) [− log p(D|θ)] +DKL (q ∥ π0) (14.12)

This is known as variational inference; see Chapter 10 for details.
We can generalize this by replacing the negative log likelihood with a general risk, r(θ). Furthermore,

we can replace the KL with a general divergence, D(q||π0), which we can weight using a general λ.
This gives rise to the following objective:

q̂ = argmin
q∈Q(Θ)

Eq(θ) [r(θ)] + λD(q||π0) (14.13)

This is called generalized Bayesian inference [BHW16; KJD19; KJD21].
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14.2 Evaluating predictive models

In this section we discuss how to evaluate the quality of a trained discriminative model.

14.2.1 Proper scoring rules

It is common to measure performance of a predictive model using a proper scoring rule [GR07],
which is defined as follows. Let S(pθ, (y,x)) be the score for predictive distribution pθ(y|x) when
given an event y|x ∼ p∗(y|x), where p∗ is the true conditional distribution. (If we want to evaluate
a Bayesian model, where we marginalize out θ rather than condition on it, we just replace pθ(y|x)
with p(y|x) =

∫
pθ(y|x)p(θ|D)dθ.) The expected score is defined by

S(pθ, p
∗) =

∫
p∗(x)p∗(y|x)S(pθ, (y,x))dydx (14.14)

A proper scoring rule is one where S(pθ, p∗) ≤ S(p∗, p∗), with equality iff pθ(y|x) = p∗(y|x). Thus
maximizing such a proper scoring rule will force the model to match the true probabilities.

The log-likelihood, S(pθ, (y,x)) = log pθ(y|x), is a proper scoring rule. This follows from Gibbs
inequality:

S(pθ, p
∗) = Ep∗(x)p∗(y|x) [log pθ(y|x)] ≤ Ep∗(x)p∗(y|x) [log p∗(y|x)] (14.15)

Therefore minimizing the NLL (aka log loss) should result in well-calibrated probabilities. However,
in practice, log-loss can over-emphasize tail probabilities [QC+06].

A common alternative is to use the Brier score [Bri50], which is defined as follows:

S(pθ, (y,x)) ≜
−1
C

C∑

c=1

(pθ(y = c|x)− I (y = c))2 (14.16)

This is prortional to the squared error of the predictive distribution p = p(1 : C|x) compared to the
one-hot label distribution y. (We add a negative sign to the original definition so that larger values
(less negative) are better, to be consistent with the conventions above.) Since it based on squared
error, the Brier score is less sensitive to extremely rare or extremely common classes. The Brier score
is also a proper scoring rule.

14.2.2 Calibration

A model whose predicted probabilities match the empirical frequencies is said to be calibrated
[Daw82; NMC05; Guo+17]. For example, if a classifier predicts p(y = c|x) = 0.9, then we expect this
to be the true label about 90% of the time. A well-calibrated model is useful to avoid making the
wrong decision when the outcome is too uncertain. In the sections below, we discuss some ways to
measure and improve calibration.

14.2.2.1 Expected calibration error

To assess calibration, we divide the predicted probabilities into a finite set of bins or buckets, and then
assess the discrepancy between the empirical probability and the predicted probability by counting.
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Figure 14.1: Reliability diagrams for the ResNet CNN image classifier [He+16b] applied to CIFAR-100
dataset. ECE is the expected calibration error, and measures the size of the red gap. Methods from left to
right: original probabilities; after temperature scaling; after histogram binning; after isotonic regression. From
Figure 4 of [Guo+17]. Used with kind permission of Chuan Guo.

More precisely, suppose we have B bins. Let Bb be the set of indices of samples whose prediction
confidence falls into the interval Ib = ( b−1B , bB ]. Here we use uniform bin widths, but we could also
define the bins so that we can get an equal number of samples in each one.

Let f(x)c = p(y = c|x), ŷn = argmaxc∈{1,...,C} f(xn)c, and p̂n = maxc∈{1,...,C} f(xn)c. The
accuracy within bin b is defined as

acc(Bb) =
1

|Bb|
∑

n∈Bb
I (ŷn = yn) (14.17)

The average confidence within this bin is defined as

conf(Bb) =
1

|Bb|
∑

n∈Bb
p̂n (14.18)

If we plot accuracy vs confidence, we get a reliability diagram, as shown in Figure 14.1. The
gap between the accuracy and confidence is shown in the red bars. We can measure this using the
expected calibration error (ECE) [NCH15]:

ECE(f) =

B∑

b=1

|Bb|
B
|acc(Bb)− conf(Bb)| (14.19)

In the multiclass case, the ECE only looks at the error of the MAP (top label) prediction. We
can extend the metric to look at all the classes using the marginal calibration error, proposed in
[KLM19]:

MCE =

C∑

c=1

wcE
[
(p(Y = c|f(x)c)− f(x)c)2

]
(14.20)

=

C∑

c=1

wc

B∑

b=1

|Bb,c|
B

(acc(Bb,c)− conf(Bb,c))2 (14.21)
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where Bb,c is the b’th bin for class c, and wc ∈ [0, 1] denotes the importance of class c. (We can set
wc = 1/C if all classes are equally important.) In [Nix+19], they call this metric static calibration
error; they show that certain methods that have good ECE may have poor MCE. Other multi-class
calibration metrics are discussed in [WLZ19].

14.2.2.2 Improving calibration

In principle, training a classifier so it optimizes a proper scoring rule (such as NLL) should auto-
matically result in a well-calibrated classifier. In practice, however, unbalanced datasets can result
in poorly calibrated predictions. Below we discuss various ways for improving the calibration of
probabilistic classifiers, following [Guo+17].

14.2.2.3 Platt scaling

Let z be the log-odds, or logit, and p = σ(z), produced by a probabilistic binary classifier. We wish
to convert this to a more calibrated value q. The simplest way to do this is known as Platt scaling,
and was proposed in [Pla00]. The idea is to compute q = σ(az + b), where a and b are estimated via
maximum likelihood on a validation set.

In the multiclass case, we can extend Platt scaling by using matrix scaling: q = softmax(Wz + b),
where we estimate W and b via maximum likelihood on a validation set. Since W has K × K
parameters, where K is the number of classes, this method can easily overfit, so in practice we restrict
W to be diagonal.

14.2.2.4 Nonparametric (histogram) methods

Platt scaling makes a strong assumption about how the shape of the calibration curve. A more flexible,
nonparametric, method is to partion the predicted probabilities into bins, pm, and to estimate an
empirical probability qm for each such bin; we then replace pm with qm; this is known as histogram
binning [ZE01a]. We can regularize this method by requiring that q = f(p) be a piecewise constant,
monotonically non-decreasing function; this is known as isotonic regression [ZE01a]. An alternative
approach, known as the scaling-binning calibrator, is to apply a scaling method (such as Platt
scaling), and then to apply histogram binning to that. This has the advantage of using the average
of the scaled probabilities in each bin instead of the average of the observed binary labels (see
Figure 14.2). In [KLM19], they prove that this results in better calibration, due to the lower variance
of the estimator.

In the multiclass case, z is the vector of logits, and p = softmax(z) is the vector of probabilities.
We wish to convert this to a better calibrated version, q. [ZE01b] propose to extend histogram
binning and isotonic regression to this case by applying the above binary method to each of the K
one-vs-rest problems, where K is the number of classes. However, this requires K separate calibration
models, and results in an unnormalized probability distribution.

14.2.2.5 Temperature scaling

In [Guo+17], they noticed empirically that the diagonal version of Platt scaling, when applied to
a variety of DNNs, often ended learning a vector of the form w = (c, c, . . . , c), for some constant c.
This suggests a simpler form of scaling, which they call temperature scaling: q = softmax(z/T ),
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Figure 14.2: Visualization of 3 different approaches to calibrating a binary probabilistic classifier. Black crosses
are the observed binary labels, red lines are the calibrated outputs. (a) Platt scaling. (b) Histogram binning
with 3 bins. The output in each bin is the average of the binary labels in each bin. (c) The scaling-binning
calibrator. This first applies Platt scaling, and then computes the average of the scaled points (gray circles) in
each bin. From Figure 1 of [KLM19]. Used with kind permission of Ananya Kumar.
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Figure 14.3: Softmax distribution softmax(a/T ), where a = (3, 0, 1), at temperatures of T = 100, T = 2
and T = 1. When the temperature is high (left), the distribution is uniform, whereas when the temperature
is low (right), the distribution is “spiky”, with most of its mass on the largest element. Generated by
softmax_plot.ipynb.

where T > 0 is a temperature parameter, which can be estimated by maximum likelihood on the
validation set. The effect of this temperature parameter is to make the distribution less peaky, as
shown in Figure 14.3. [Guo+17] show empirically that this method produces the lowest ECE on a
variety of DNN classification problems (see Figure 14.1 for a visualization). Furthermore, it is much
simpler and faster than the other methods.

Note that Platt scaling and temperature scaling do not affect the identity of the most probable
class label, so these methods have no impact on classification accuracy. However, they do improve
calibration performance. A more recent multi-class calibration method is discussed in [Kul+19].

14.2.2.6 Label smoothing

When training classifiers, we usually represent the true target label as a one-hot vector, say y = (0, 1, 0)
to represent class 2 out of 3. We can improve results if we “spread” some of the probability mass
across all the bins. For example we may use y = (0.1, 0.8, 0.1). This is called label smoothing and
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often results in better-calibrated models [MKH19].

14.2.2.7 Bayesian methods

Bayesian approaches to fitting classifiers often result in more calibrated predictions, since they
represent uncertainty in the parameters. See Section 17.3.8 for an example. However, [Ova+19]
shows that well-calibrated models (even Bayesian ones) often become mis-calibrated when applied to
inputs that come from a different distribution (see Section 19.2 for details).

14.2.3 Beyond evaluating marginal probabilities

Calibration (Section 14.2.2) focuses on assessing properties of the marginal predictive distribution
p(y|x). But this can sometimes be insufficient to distinguish between a good and bad model, especially
in the context of online learning and sequential decision making, as pointed out in [Lu+22; Osb+21;
WSG21; KKG22]. For example, consider two learning agents who observe a sequence of coin tosses.
Let the outcome at time t be Yt ∼ Ber(θ), where θ is the unknown parameter. Agent 1 believes
θ = 2/3, whereas agent 2 believes either θ = 0 or θ = 1, but is not sure which, and puts probabilities
1/3 and 2/3 on these events. Thus both agents, despite having different models, make identical
predictions for the next outcome: p(Y i1 = 0) = 1/3 for agents i = 1, 2. However, the predictions of
the two agents about a sequence of τ future outcomes is very different: In particular, agent 1 predicts
each individual coin toss is a random Bernoulli event, where the probability is due to irreducible
noise or aleatoric uncertainty:

p(Y 1
1 = 0, . . . , Y 1

τ = 0) =
1

3τ
(14.22)

By contrast, agent 2 predicts that the sequence will either be all heads or all tails, where the
probability is induced by epistemic uncertainty about the true parameters:

p(Y 2
1 = y1, . . . , Y

2
τ = yτ ) =





1/3 if y1 = · · · = yτ = 0

2/3 if y1 = · · · = yτ = 1

0 otherwise
(14.23)

The difference in beliefs between these agents will impact their behavior. For example, in a casino,
agent 1 incurs little risk on repeatedly betting on heads in the long run, but for agent 2, this would
be a very unwise strategy, and some initial information gathering (exploration) would be worthwhile.

Based on the above, we see that it is useful to evaluate joint predictive distributions when assessing
predictive models. In [Lu+22; Osb+21] they propose to evaluate the posterior predictive distributions
over τ outcomes y = YT+1:T+τ , given a set of τ inputs x = XT :T+τ−1, and the past T data samples,
DT = {(Xt, Yt+1) : t = 0, 1, . . . , T − 1}. The Bayes optimal predictive distribution is

PBT = p(y|x,DT ) (14.24)

This is usually intractable to compute. Instead the agent will use an approximate distribution, known
as a belief state, which we denote by

QT = p(y|x,DT ) (14.25)
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The natural performance metric is the KL between these distributions. Since this depend on the
inputs x and DT = (X0:T−1, Y1:T ), we will averaged the KL over these values, which are drawn iid
from the true data generating distribution, which we denote by

P (X,Y, E) = P (X|E)P (Y |X, E)P (E) (14.26)

where E is the true but unknown environment. Thus we define our metric as

dKLB,Q = EP (x,DT )
[
DKL

(
PB(y|x,DT ) ∥ Q(y|x,DT )

)]
(14.27)

where

P (x,DT , E) = P (E)
[
T−1∏

t=0

P (Xt|E)P (Yt+1|Xt, E)
]

︸ ︷︷ ︸
P (DT |E)

[
T+τ−1∏

t=T

P (xt|E)
]

︸ ︷︷ ︸
P (x|E)

(14.28)

and P (x,DT ) marginalizes this over environments.
Unfortunately, it is usually intractable to compute the exact Bayes posterior, PBT , so we cannot

evaluate dKLB,Q. However, in Section 14.2.3.1, we show that

dKLB,Q = dKLE,Q − I(E ;y|DT ,x) (14.29)

where the second term is a constant wrt the agent, and the first term is given by

dKLE,Q = EP (x,DT ,E) [DKL (P (y|x, E) ∥ Q(y|x,DT ))] (14.30)

= EP (y|x,E)P (x,DT ,E)

[
log

P (y|x, E)
Q(y|x,DT )

]
(14.31)

Hence if we rank agents in terms of dKLE,Q, it will give the same results as ranking them by dKLB,Q.
To compute dKLE,Q in practice, we can use a Monte Carlo approximation: we just have to sample

J environments, Ej ∼ P (E), sample a training set DT from each environment, DjT ∼ P (DT |Ej),
and then sample N data vectors of length τ , (xjn,yjn) ∼ P (XT :T+τ−1, YT+1:T+τ |Ej). We can then
compute

d̂KLE,Q =
1

JN

J∑

j=1

N∑

n=1

[
logP (yjn|xjn, Ej)− logQ(yjn|xjn,DjT )

]
(14.32)

where

pjn = P (yjn|xjn, Ej) =
T+τ−1∏

t=T

P (Y jn,t+1|Xj
n,t, Ej) (14.33)

qjn = Q(yjn|xjn,DjT ) =
∫
Q(yjn|xjn,θ)Q(θ|DjT )dθ (14.34)

≈ 1

M

M∑

m=1

T+τ−1∏

t=T

Q(Y jn,t+1|Xj
n,t,θ

j
m) (14.35)
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where θjm ∼ Q(θ|DjT ) is a sample from the agent’s posterior over the environment.
The above assumes that P (Y |X) is known; this will be the case if we use a synthetic data generator,

as in the “neural testbed” in [Osb+21]. If we just have an J empirical distributions for P j(X,Y ), we
can replace the KL with the cross entropy, which only differs by an additive constant:

dKLE,Q = EP (x,DT ,E) [DKL (P (y|x, E) ∥ Q(y|x,DT ))] (14.36)

= EP (x,y,E) [logP (y|x, E)]︸ ︷︷ ︸
const

−EP (x,y,DT |E)P (E) [logQ(y|x,DT )]︸ ︷︷ ︸
dCEE,Q

(14.37)

where the latter term is just the empirical negative log likelihood (NLL) of the agent on samples
from the environment. Hence if we rank agents in terms of their NLL or cross entropy dCEE,Q we will
get the same results as ranking them by dKLE,Q, which will in turn give the same results as ranking
them by dKLB,Q.

In practice we can approximate the cross entropy as follows:

d̂CEE,Q = − 1

JN

J∑

j=1

N∑

n=1

logQ(yjn|xjn,DjT ) (14.38)

where DjT ∼ P j , and (xjn,y
j
n) ∼ P j .

An alternative to estimating the KL or NLL is to evaluate the joint predictive accuracy by using it
in a downstream task. In [Osb+21], they show that good predictive accuracy (for τ > 1) correlates
with good performance on a bandit problem (see Section 34.4). In [WSG21] they show that good
predictive accuracy (for τ > 1) results in good performance on a transductive active learning task.

14.2.3.1 Proof of claim

We now prove Equation (14.29), based on [Lu+21a]. First note that

dKLE,Q = EP (x,DT ,E)P (y|x,E)

[
log

P (y|x, E)
Q(y|x,DT )

]
(14.39)

= E
[
log

P (y|x,DT )
Q(y|x,DT )

]
+ E

[
log

P (y|x, E)
P (y|x,DT )

]
(14.40)

For the first term in Equation (14.40) we have

E
[
log

P (y|x,DT )
Q(y|x,DT )

]
=
∑

P (x,y,DT ) log
P (y|x,DT )
Q(y|x,DT )

(14.41)

=
∑

P (x,DT )
∑

P (y|x,DT ) log
P (y|x,DT )
Q(y|x,DT )

(14.42)

= EP (x,DT ) [DKL (P (y|x,DT ) ∥ Q(y|x,DT ))] = dKLB,Q (14.43)

We now show that the second term in Equation (14.40) reduces to the mutual information. We
exploit the fact that

P (y|x, E) = P (y|DT ,x, E) =
P (E ,y|DT ,x)
P (E|DT ,x)

(14.44)
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Figure 14.4: Prediction set examples on Imagenet. We show three progressively more difficult examples of the
class fox squirrel and the prediction sets generated by conformal prediction. (Compare to Figure 17.9.) From
Figure 1 of [AB21]. Used with kind permission of Anastasios Angelopoulos.

since DT has no new information in beyond E . From this we get

E
[
log

P (y|x, E)
P (y|x,DT )

]
= E

[
log

P (E ,y|DT ,x)/P (E|DT ,x)
P (y|D,DT )

]
(14.45)

=
∑

P (DT ,x)
∑

P (E ,y|DT ,x) log
P (E ,y|DT ,x)

P (y|DT ,x)P (E|DT ,x)
(14.46)

= I(E ;y|DT ,x) (14.47)

Hence

dKLE,Q = dKLB,Q + I(E ;y|DT ,x) (14.48)

as claimed.

14.3 Conformal prediction

In this section, we briefly discuss conformal prediction [VGS05; SV08; ZFV20; AB21; KSB21;
Man22b]. This is a simple but effective way to create prediction intervals or sets with guaranteed
frequentist coverage probability from any predictive method p(y|x). This can be seen as a form
of distribution free uncertainty quantification, since it works without making assumptions
(beyond exchangeability of the data) about the true data generating process or the form of the
model.1 Our presentation is based on the excellent tutorial of [AB21].2

In conformal prediction, we start with some heuristic notion of uncertainty — such as the softmax
score for a classification problem, or the variance for a regression problem — and we use it to define
a conformal score s(x, y) ∈ R, which measures how badly the output y “conforms” to x. (Large

1. The exchangeability assumption rules out time series data, which is serially correlated. However, extensions to
conformal prediction have been developed for the time series case, see e.g., [Zaf+22; Bha+23]. The exchangeability
assumption also rules out distribution shift, although extensions to this case have also been developed [Tib+19].
2. See also the easy-to-use MAPIE Python library at https://mapie.readthedocs.io/en/latest/index.html, and
the list of papers at [Man22a].
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values of the score are less likely, so it is better to think of it as a non-conformity score.) Next we
apply this score to a calibration set of n labeled examples, that was not used to train f , to get
S = {si = s(xi, yi) : i = 1 : n}.3 The user specifies a desired confidence threshold α, say 0.1, and we
then compute the (1 − α) quantile q̂ of S. (In fact, we should replace 1 − α with ⌈(n+1)(1−α)⌉

n , to
account for the finite size of S.) Finally, given a new test input, xn+1, we compute the prediction set
to be

T (xn+1) = {y : s(xn+1, y) ≤ q̂} (14.49)

Intuitively, we include all the outputs y that are plausible given the input. See Figure 14.4 for an
illustration.

Remarkably, one can show the following general result

1− α ≤ P ∗(yn+1 ∈ T (xn+1)) ≤ 1− α+
1

n+ 1
(14.50)

where the probability is wrt the true distribution P ∗(x1, y1, . . . ,xn+1, yn+1). We say that the
prediction set has a coverage level of 1− α. This holds for any value of n ≥ 1 and α ∈ [0, 1]. The
only assumption is that the values (xi, yi) are exchangeable, and hence the calibration scores si are
also exchangeable.

To see why this is true, let us sort the scores so s1 < · · · sn, so q̂ = si, where i = ⌈(n+1)(1−α)⌉
n . (We

assume the scores are distinct, for simplicity.) The score sn+1 is equally likely to fall in anywhere
between the calibration points s1, . . . , sn, since the points are exchangeable. Hence

P ∗(sn+1 ≤ sk) =
k

n+ 1
(14.51)

for any k ∈ {1, . . . , n+ 1}. The event {yn+1 ∈ T (xn+1)} is equivalent to {sn+1 ≤ q̂}. Hence

P ∗(yn+1 ∈ T (xn+1)) = P ∗(sn+1 ≤ q̂) =
⌈(n+ 1)(1− α)⌉

n+ 1
≥ 1− α (14.52)

For the proof of the upper bound, see [Lei+18].
Although this result may seem like a “free lunch”, it is worth noting that we can always achieve

a desired coverage level by defining the prediction set to be all possible labels. In this case, the
prediction set will be independent of the input, but it will cover the true label 1− α of the time. To
rule out such degenerate cases, we seek prediction sets that are as small as possible (although we
allow for the set to be larger for harder examples), while meeting the coverage requirement. Achieving
this goal requires that we define suitable conformal scores. Below we give some examples of how
to compute conformal scores s(x, y) for different kinds of problem.4 It is also important to note
that the coverage guarantees are frequentist in nature, and refer to average behavior, rather than
representing per-instance uncertainty, as in the Bayesian approach.

3. Using a calibration set is called split conformal prediction. If we don’t have enough data to adopt this
splitting approach, we can use full conformal prediction [VGS05], which requires fitting the model n times using a
leave-one-out type procedure.
4. It is also possible to learn conformal scores in an end-to-end way, jointly with the predictive model, as discussed in
[Stu+22].
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(a) (b) (c)

Figure 14.5: (a) Illusration of adaptive prediction set. From Figure 5 of [AB21]. Used with kind permission
of Anastasios Angelopoulos. (b) Illustrate of conformalized quantile regression. From Figure 6 of [AB21].
Used with kind permission of Anastasios Angelopoulos. (c) Illustration of pinball loss function.

14.3.1 Conformalizing classification

The simplest way to apply conformal prediction to multiclass classification is to derive the conformal
score from the softmax score assigned to the label using s(x, y) = 1 − f(x)y, so large values are
considered less likely than small values. We compute the threshold q̂ as described above, and then we
define the prediction set to be T (x) = {y : f(x)y ≥ 1− q̂}, which matches Equation (14.49). That is,
we take the set of all class labels above the specified threshold, as illustrated in Figure 14.4.

Although the above approach produces prediction sets with the smallest average size (as proved in
[SLW19]), the size of the set tends to be too large for easy examples and too small for hard examples.
We now present an improved method, known as adaptive prediction sets, due to [RSC20], which
solves this problem. The idea is simple: we sort all the softmax scores, f(x)c for c = 1 : C, to get
permutation π1:C , and then we define s(x, y) to be the cumulative sum of the scores up until we
reach label y: s(x, y) =

∑k
c=1 f(x)πc , where k = πy. We now compute q̂ as before, and define the

prediction set T (x) to be the set of all labels, sorted in order of decreasing probability, until we
cover q̂ of the probability mass. See Figure 14.5a for an illustration. This uses all the softmax scores
output by the model, rather than just the top score, which accounts for its improved performance.

14.3.2 Conformalizing regression

In this section, we consider conformalized regression problems. Since now y ∈ R, computing the
prediction set in Equation (14.49) is expensive, so instead we will compute a prediction interval,
specified by a lower and upper bound.

14.3.2.1 Conformalizing quantile regression

In this section, we use quantile regression to compute the lower and upper bounds. We first fit a
function of the form tγ(x), which predicts the γ quantile of the cdf PY (Y ) = p(Y |x). For example, if
we set γ = 0.5, we get the median. If we use γ = 0.05 and γ = 0.95, we can get an approximate 90%
prediction interval using [t0.05(x), t0.95(x)], as illustrated by the gray lines in Figure 14.5b.

To fit the quantile regression model, we just replace squared loss with the quantile loss, also
called the pinball loss, which is defined as

ℓγ(y, t̂) = (γ − I
(
y < t̂

)
)(y − t̂) = (y − t̂)γI

(
y > t̂

)
+ (t̂− y)(1− γ)I

(
y < t̂

)
(14.53)

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



588 Chapter 14. Predictive models: an overview

where y is the true output and t̂ is the predicted value at quantile γ. See Figure 14.5c for an
illustration. They key property of this loss function is that its minimizer is the γ-quantile of the
distribution PY , i.e.,

argmin
t̂

EpY (y)

[
ℓγ(y, t̂)

]
= P−1Y (γ)

However, the regression quantiles are usually only approximately a 90% interval because the model
may be mismatched to the true distribution. Fortunately we can use conformal prediction to fix this.
In particular, let us define the conformal score to be

s(x, y) = max
(
t̂α/2(x)− y, y − t̂α/2(x)

)
(14.54)

In other words, s(x, y) is a positive measure of how far the value y is outside the prediction interval,
or is a negative measure if y is inside the prediction interval. We compute q̂ as before, and define the
conformal prediction interval to be

T (x) = [t̂α/2(x)− q̂, t̂α/2(x) + q̂] (14.55)

This makes the quantile regression interval wider if q̂ is positive (if the base method was overconfident),
and narrower if q̂ is negative (if the base method was underconfident). See Figure 14.5b for an
illustration. This approach is called conformalized quantile regression or CQR [RPC19].

14.3.2.2 Conformalizing predicted variances

There are many ways to define uncertainty scores u(x), such as the predicted standard deviation,
from which we can derive a prediction interval using

T (x) = [f(x)− u(x)q̂, f(x) + u(x)q̂] (14.56)

Here q̂ is derived from the quantiles of the following conformal scores

s(x, y) =
|y − f(x)|
u(x)

(14.57)

The interval produced by this method tends to be wider than the one computed by CQR, since it
extends an equal amount above and below the predicted value f(x). In addition, the uncertainty
measure u(x) may not scale properly with α. Nevertheless, this is a simple post-hoc method that
can be applied to many regression methods without needing to retrain them.
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15 Generalized linear models

15.1 Introduction

A generalized linear model or GLM [MN89] is a conditional version of an exponential family
distribution (Section 2.4). More precisely, the model has the following form:

p(yn|xn,w, σ2) = exp

[
ynηn −A(ηn)

σ2
+ log h(yn, σ

2)

]
(15.1)

where ηn = wTxn is the natural parameter for the distribution, A(ηn) is the log normalizer, T (y) = y
is the sufficient statistic, and σ2 is the dispersion term. Based on the results in Section 2.4.3, we can
show that the mean and variance of the response variable are as follows:

µn ≜ E
[
yn|xn,w, σ2

]
= A′(ηn) ≜ ℓ−1(ηn) (15.2)

V
[
yn|xn,w, σ2

]
= A′′(ηn) σ

2 (15.3)

We will denote the mapping from the linear inputs to the mean of the output using µn = ℓ−1(ηn),
where the function ℓ is known as the link function, and ℓ−1 is known as the mean function. This
relationship is usually written as follows:

ℓ(µn) = ηn = wTxn (15.4)

GLMs are quite limited in their predictive power, due to the assumption of linearity (although
we can always use basis function expansion on xn to improve the flexibility). However, the main
use of GLMs in the statistics literature is not for prediction, but for hypothesis testing, as we
explain in Section 3.10.3. This relies on the ability to compute the posterior, p(w|D), which we
discuss in Section 15.1.4. We can use this to draw conclusions about whether any of the inputs (e.g.,
representing different groups) have a significant effect on the output.

15.1.1 Some popular GLMs

In this section, we give some examples of widely used GLMs.

15.1.1.1 Linear regression

Recall that linear regression has the form

p(yn|xn,w, σ2) =
1√
2πσ2

exp(− 1

2σ2
(yn −wTxn)

2) (15.5)



590 Chapter 15. Generalized linear models

Hence

log p(yn|xn,w, σ2) = − 1

2σ2
(yn − ηn)2 −

1

2
log(2πσ2) (15.6)

where ηn = wTxn. We can write this in GLM form as follows:

log p(yn|xn,w, σ2) =
ynηn − η2n

2

σ2
− 1

2

(
y2n
σ2

+ log(2πσ2)

)
(15.7)

We see that A(ηn) = η2n/2 and hence

E [yn] = ηn = wTxn (15.8)

V [yn] = σ2 (15.9)

See Section 15.2 for details on linear regression.

15.1.1.2 Binomial regression

If the response variable is the number of successes in Nn trials, yn ∈ {0, . . . , Nn}, we can use
binomial regression, which is defined by

p(yn|xn, Nn,w) = Bin(yn|σ(wTxn), Nn) (15.10)

We see that binary logistic regression is the special case when Nn = 1.
The log pdf is given by

log p(yn|xn, Nn,w) = yn logµn + (Nn − yn) log(1− µn) + log

(
Nn
yn

)
(15.11)

= yn log(
µn

1− µn
) +Nn log(1− µn) + log

(
Nn
yn

)
(15.12)

where µn = σ(ηn). To rewrite this in GLM form, let us define

ηn ≜ log

[
µn

(1− µn)

]
= log

[
1

1 + e−wTxn

1 + e−w
Txn

e−wTxn

]
= log

1

e−wTxn
= wTxn (15.13)

Hence we can write binomial regression in GLM form as follows

log p(yn|xn, Nn,w) = ynηn −A(ηn) + h(yn) (15.14)

where h(yn) = log

(
Nn
yn

)
and

A(ηn) = −Nn log(1− µn) = Nn log(1 + eηn) (15.15)

Hence

E [yn] =
dA

dηn
=

Nne
ηn

1 + eηn
=

Nn
1 + e−ηn

= Nnµn (15.16)
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and

V [yn] =
d2A

dη2n
= Nnµn(1− µn) (15.17)

See Section 15.3.9 for an example of binomial regression.

15.1.1.3 Poisson regression

If the response variable is an integer count, yn ∈ {0, 1, . . .}, we can use Poisson regression, which
is defined by

p(yn|xn,w) = Poi(yn| exp(wTxn)) (15.18)

where

Poi(y|µ) = e−µ
µy

y!
(15.19)

is the Poisson distribution. Poisson regression is widely used in bio-statistical applications, where
yn might represent the number of diseases of a given person or place, or the number of reads at a
genomic location in a high-throughput sequencing context (see e.g., [Kua+09]).

The log pdf is given by

log p(yn|xn,w) = yn logµn − µn − log(yn!) (15.20)

where µn = exp(wTxn). Hence in GLM form we have

log p(yn|xn,w) = ynηn −A(ηn) + h(yn) (15.21)

where ηn = log(µn) = w
Txn, A(ηn) = µn = eηn , and h(yn) = − log(yn!). Hence

E [yn] =
dA

dηn
= eηn = µn (15.22)

and

V [yn] =
d2A

dη2n
= eηn = µn (15.23)

15.1.1.4 Zero-inflated Poisson regression

In many forms of count data, the number of observed 0s is larger than what a model might expect,
even after taking into account the predictors. Intuitively, this is because there may be many ways
to produce no outcome. For example, consider predicting sales data for a product. If the sales are
0, does it mean the product is unpopular (so the demand is very low), or was it simply sold out
(implying the demand is high, but supply is zero)? Similar problems arise in genomics, epidemiology,
etc.
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592 Chapter 15. Generalized linear models

To handle such situations, it is common to use a zero-inflated Poisson or ZIP model. The
likelihood for this model is a mixture of two distributions: a spike at 0, and a standard Poisson.
Formally, we define

ZIP(y|ρ, λ) =
{
ρ+ (1− ρ) exp(−λ) if y = 0

(1− ρ)λ
y exp(−λ)

y! if y > 0
(15.24)

Here ρ is the prior probability of picking the spike, and λ is the rate of the Poisson. We see that
there are two “mechanisms” for generating a 0: either (with probability ρ) we choose the spike, or
(with probability 1− ρ) we simply generate a zero count just because the rate of the Poisson is so
low. (This latter event has probability λ0e−λ/0! = e−λ.)

15.1.2 GLMs with noncanonical link functions

We have seen how the mean parameters of the output distribution are given by µ = ℓ−1(η), where
the function ℓ is the link function. There are several choices for this function, as we now discuss.

The canonical link function ℓ satisfies the property that θ = ℓ(µ), where θ are the canonical
(natural) parameters. Hence

θ = ℓ(µ) = ℓ(ℓ−1(η)) = η (15.25)

This is what we have assumed so far. For example, for the Bernoulli distribution, the canonical
parameter is the log-odds η = log(µ/(1− µ)), which is given by the logit transform

η = ℓ(µ) = logit(µ) = log

(
µ

1− µ

)
(15.26)

The inverse of this is the sigmoid or logistic funciton

µ = ℓ−1(η) = σ(η) = 1/(1 + e−η) (15.27)

However, we are free to use other kinds of link function. For example, in Section 15.4 we use

η = ℓ(µ) = Φ−1(µ) (15.28)

µ = ℓ−1(η) = Φ(η) (15.29)

This is known as the probit link function.
Another link function that is sometimes used for binary responses is the complementary log-log

function

η = ℓ(µ) = log(− log(1− µ)) (15.30)

This is used in applications where we either observe 0 events (denoted by y = 0) or one or more
(denoted by y = 1), where events are assumed to be governed by a Poisson distribution with rate λ.
Let E be the number of events. The Poisson assumption means p(E = 0) = exp(−λ) and hence

p(y = 0) = (1− µ) = p(E = 0) = exp(−λ) (15.31)

Thus λ = − log(1− µ). When λ is a function of covariates, we need to ensure it is positive, so we use
λ = eη, and hence

η = log(λ) = log(− log(1− µ)) (15.32)
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15.1.3 Maximum likelihood estimation

GLMs can be fit using similar methods to those that we used to fit logistic regression. In particular,
the negative log-likelihood has the following form (ignoring constant terms):

NLL(w) = − log p(D|w) = − 1

σ2

N∑

n=1

ℓn (15.33)

where

ℓn ≜ ηnyn −A(ηn) (15.34)

where ηn = wTxn. For notational simplicity, we will assume σ2 = 1.
We can compute the gradient for a single term as follows:

gn ≜
∂ℓn
∂w

=
∂ℓn
∂ηn

∂ηn
∂w

= (yn −A′(ηn))xn = (yn − µn)xn (15.35)

where µn = f(wTxn), and f is the inverse link function that maps from canonical parameters to
mean parameters. (For example, in the case of logistic regression, we have µn = σ(wTx).)

The Hessian is given by

H =
∂2

∂w∂wT
NLL(w) = −

N∑

n=1

∂gn
∂wT

(15.36)

where

∂gn
∂wT

=
∂gn
∂µn

∂µn
∂wT

= −xnf ′(wTxn)x
T
n (15.37)

Hence

H =

N∑

n=1

f ′(ηn)xnx
T
n (15.38)

For example, in the case of logistic regression, f(ηn) = σ(ηn) = µn, and f ′(ηn) = µn(1 − µn). In
general, we see that the Hessian is positive definite, since f ′(ηn) > 0; hence the negative log likelihood
is convex, so the MLE for a GLM is unique (assuming f(ηn) > 0 for all n).

For small datasets, we can use the iteratively reweighted least squares or IRLS algorithm,
which is a form of Newton’s method, to compute the MLE (see e.g., [Mur22, Sec 10.2.6]). For
large datsets, we can use SGD. (In practice it is often useful to combine SGD with methods that
automatically tune the step size, such as [Loi+21].)

15.1.4 Bayesian inference

Maximum likelihood estimation provides a point estimate of the parameters, but does not convey
any notion of uncertainty, which is important for hypothesis testing, as we explain in Section 3.10.3,

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



594 Chapter 15. Generalized linear models

as well as for avoiding overfitting. To compute the uncertainty, we will perform Bayesian inference of
the parameters. To do this, we we first need to specify a prior. Choosing a suitable prior depends on
the form of link function. For example, a “flat” or “uninformative” prior on the offset term α ∈ R will
not translate to an uninformative prior on the probability scale if we pass α through a sigmoid, as
we discuss in Section 15.3.4.

Once we have chosen the prior, we can compute the posterior using a variety of approximate
inference methods. For small datasets, HMC (Section 12.5) is the easiest to use, since you just need
to write down the log likelihood and log prior; we can then use autograd to compute derivatives
which can be passed to the HMC engine (see e.g., [BG13] for details).

There are many standard software packages for HMC analysis of (hierarchical) GLMs, such as
Bambi (https://github.com/bambinos/bambi), which is a Python wrapper on top of PyMC/Black-
JAX, RStanARM (https://cran.r-project.org/web/packages/rstanarm/index.html), which
is an R wrapper on top of Stan, and BRMS (https://cran.r-project.org/web/packages/brms/
index.html), which is another R wrapper on top of Stan. These libraries support a convenient
formula syntax, initially created in the R language, for compactly specifying the form of the model,
including possible interaction terms between the inputs.

For large datasets, HMC can be slow, since it is a full batch algorithm. In such settings, variational
Bayes (see e.g., [HOW11; TN13]), expectation propagation (see e.g., [KW18]), or more specialized
algorithms (e.g., [HAB17]) are the best choice.

15.2 Linear regression

Linear regression is the simplest case of a GLM, and refers to the following model:

p(y|x,θ) = N (y|w0 +w
Tx, σ2) (15.39)

where θ = (w0,w, σ
2) are all the parameters of the model. (In statistics, the parameters w0 and w

are usually denoted by β0 and β.) We gave a detailed introduction to this model in the prequel to
this book, [Mur22]. In this section, we briefly discuss maximum likelihood estimation, and then focus
on a Bayesian analysis.

15.2.1 Ordinary least squares

From Equation (15.39), we can derive the negative log likelihood of the data as follows:

NLL(w, σ2) = −
N∑

n=1

log

[(
1

2πσ2

) 1
2

exp

(
− 1

2σ2
(yn −wTxn)

2

)]
(15.40)

=
1

2σ2

N∑

n=1

(yn − ŷn)2 +
N

2
log(2πσ2) (15.41)

where we have defined the predicted response ŷn ≜ wTxn. In [Mur22, Sec 11.2.2] we show that the
MLE is given by

ŵmle = (XTX)−1XTy (15.42)
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This is called the ordinary least squares (OLS) solution.
The MLE for the observation noise is given by

σ̂2
mle = argmin

σ2

NLL(ŵ, σ2) =
1

N

N∑

n=1

(yn − xTnŵ)2 (15.43)

This is just the mean squared error of the residuals, which is an intuitive result.

15.2.2 Conjugate priors

In this section, we derive the posterior for the parameters using a conjugate prior. We first consider
the case where just w is unknown (so the observation noise variance parameter σ2 is fixed), and then
we consder the general case, where both σ2 and w are unknown.

15.2.2.1 Noise variance is known

The conjugate prior for linear regression has the following form:

p(w) = N (w| ⌣w, ⌣Σ) (15.44)

We often use ⌣w= 0 as the prior mean and
⌣
Σ= τ2ID as the prior covariance. (We assume the bias

term is included in the weight vector, but often use a much weaker prior for it, since we typically do
not want to regularize the overall mean level of the output.)

To derive the posterior, let us first rewrite the likelihood in terms of an MVN as follows:

ℓ(w) = p(D|w, σ2) =

N∏

n=1

p(yn|wTx, σ2) = N (y|Xw, σ2IN ) (15.45)

where IN is the N ×N identity matrix. We can then use Bayes’ rule for Gaussians (Equation (2.121))
to derive the posterior, which is as follows:

p(w|X,y, σ2) ∝ N (w| ⌣w, ⌣Σ)N (y|Xw, σ2IN ) = N (w| ⌢w, ⌢Σ) (15.46)

⌢w ≜
⌢
Σ (

⌣
Σ
−1 ⌣w +

1

σ2
XTy) (15.47)

⌢
Σ ≜ (

⌣
Σ
−1

+
1

σ2
XTX)−1 (15.48)

where ⌢w is the posterior mean, and
⌢
Σ is the posterior covariance.

Now suppose ⌣w= 0 and
⌣
Σ= τ2I. In this case, the posterior mean becomes

⌢w=
1

σ2

⌢
Σ XTy = (

σ2

τ2
I+XTX)−1XTy (15.49)

If we define λ = σ2

τ2 , we see this is equivalent to ridge regression, which optimizes

L(w) = RSS(w) + λ||w||2 (15.50)

where RSS is the residual sum of squares:

RSS(w) =
1

2

N∑

n=1

(yn −wTxn)
2 =

1

2
||Xw − y||22 =

1

2
(Xw − y)T(Xw − y) (15.51)
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15.2.2.2 Noise variance is unknown

In this section, we assume w and σ2 are both unknown. The likelihood is given by

ℓ(w, σ2) = p(D|w, σ2) ∝ (σ2)−N/2 exp

(
− 1

2σ2

N∑

n=1

(yn −wTxn)
2

)
(15.52)

Since the regression weights now depend on σ2 in the likelihood, the conjugate prior for w has the
form

p(w|σ2) = N (w| ⌣w, σ2 ⌣
Σ) (15.53)

For the noise variance σ2, the conjugate prior is based on the inverse gamma distrbution, which has
the form

IG(σ2| ⌣a,⌣b) =
⌣
b
⌣a

Γ(⌣a)
(σ2)−(

⌣a+1) exp(−
⌣
b

σ2
) (15.54)

(See Section 2.2.3.4 for more details.) Putting these two together, we find that the joint conjugate
prior is the normal inverse gamma distribution:

NIG(w, σ2| ⌣w, ⌣Σ,⌣a,⌣b) ≜ N (w| ⌣w, σ2 ⌣
Σ)IG(σ2| ⌣a,⌣b) (15.55)

=

⌣
b
⌣a

(2π)D/2| ⌣Σ | 12Γ(⌣a)
(σ2)−(

⌣a+(D/2)+1)

× exp

[
− (w− ⌣w)T

⌣
Σ
−1

(w− ⌣w) + 2
⌣
b

2σ2

]
(15.56)

This results in the following posterior:

p(w, σ2|D) = NIG(w, σ2| ⌢w, ⌢Σ,⌢a,⌢b) (15.57)
⌢w =

⌢
Σ (

⌣
Σ
−1 ⌣w +XTy) (15.58)

⌢
Σ = (

⌣
Σ
−1

+XTX)−1 (15.59)
⌢a =⌣a +N/2 (15.60)
⌢
b =

⌣
b +

1

2

(
⌣wT⌣

Σ
−1 ⌣w +yTy− ⌢wT⌢

Σ
−1 ⌢w

)
(15.61)

The expressions for ⌢w and
⌢
Σ are similar to the case where σ2 is known. The expression for ⌢a is also

intuitive, since it just updates the counts. The expression for ⌢
b can be interpreted as follows: it is

the prior sum of squares, ⌣
b , plus the empirical sum of squares, yTy, plus a term due to the error in

the prior on w.
The posterior marginals are as follows. For the variance, we have

p(σ2|D) =
∫
p(w|σ2,D)p(σ2|D)dw = IG(σ2| ⌢a,⌢b) (15.62)

For the regression weights, it can be shown that

p(w|D) =
∫
p(w|σ2,D)p(σ2|D)dσ2 = T (w| ⌢w,

⌢
b
⌢a

⌢
Σ, 2 ⌢a) (15.63)
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15.2.2.3 Posterior predictive distribution

In machine learning we usually care more about uncertainty (and accuracy) of our predictions, not
our parameter estimates. Fortunately, one can derive the posterior predictive distribution in closed
form. In particular, one can show that, given N ′ new test inputs X̃, we have

p(ỹ|X̃,D) =
∫ ∫

p(ỹ|X̃,w, σ2)p(w, σ2|D)dwdσ2 (15.64)

=

∫ ∫
N (ỹ|X̃w, σ2IN ′)NIG(w, σ2| ⌢w, ⌢Σ,⌢a,⌢b)dwdσ2 (15.65)

= T (ỹ|X̃ ⌢w,

⌢
b
⌢a
(IN ′ + X̃

⌢
Σ X̃T), 2 ⌢a) (15.66)

The posterior predictive mean is equivalent to “normal” linear regression, but where we plug in
ŵ = E [w|D] instead of the MLE. The posterior predictive variance has two components:

⌢
b/⌢aIN ′

due to the measurement noise, and
⌢
b/⌢aX̃

⌢
Σ X̃T due to the uncertainty in w. This latter term varies

depending on how close the test inputs are to the training data. If we plug in a point estimate for σ2,
and just integrate out w, we get the simpler expression p(ỹ|X̃,D) = N (ỹ|X̃ ⌢w, σ̂2IN ′ + X̃

⌢
Σ X̃T).

This has narrower variance than the Student distribution.

15.2.3 Uninformative priors

A common criticism of Bayesian inference is the need to use a prior. This is sometimes thought to
“pollute” the inferences one makes from the data. We can minimize the effect of the prior by using an
uninformative prior, as we discussed in Section 3.5. Below we discuss various uninformative priors
for linear regression.

15.2.3.1 Jeffreys prior

From Section 3.5.3.1, we know that the Jeffreys prior for the location parameter has the form
p(w) ∝ 1, and from Section 3.5.3.2, we know that the Jeffreys prior for the scale factor has the
form p(σ) ∝ σ−1. We can emulate these priors using an improper NIG prior with ⌣w= 0,

⌣
Σ=∞I,

⌣a= −D/2 and ⌣
b= 0. The corresponding posterior is given by

p(w, σ2|D) = NIG(w, σ2| ⌢w, ⌢Σ,⌢a,⌢b) (15.67)
⌢w = ŵmle = (XTX)−1XTy (15.68)
⌢
Σ = (XTX)−1 ≜ C (15.69)
⌢a =

ν

2
(15.70)

⌢
b =

s2ν

2
(15.71)

s2 ≜
||y − ŷ||2

ν
(15.72)

ν = N −D (15.73)
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Hence the posterior distribution of the weights is given by

p(w|D) = T (w|ŵ, s2C, ν) (15.74)

where ŵ is the MLE. The marginals for each weight therefore have the form

p(wd|D) = T (wd|ŵd, s2Cdd, ν) (15.75)

15.2.3.2 Connection to frequentist statistics

Interestingly, the posterior when using Jeffreys prior is formally equivalent to the frequentist
sampling distribution of the MLE, which has the form

p(ŵd|D∗) = T (ŵd|wd, s2Cdd, ν) (15.76)

where D∗ = (X,y∗) is hypothetical data generated from the true model given the fixed inputs X. In
books on frequentist statistics, this is more commonly written in the following equivalent way (see
e.g., [Ric95, p542]):

ŵd − wd
s
√
Cdd

∼ tN−D (15.77)

The sampling distribution is numerically the same as the posterior distribution in Equation (15.75)
because T (w|µ, σ2, ν) = T (µ|w, σ2, ν). However, it is semantically quite different, since the sampling
distribution does not condition on the observed data, but instead is based on hypothetical data
drawn from the model. See [BT73, p117] for more discussion of the equivalences between Bayesian
and frequentist analysis of simple linear models when using uninformative priors.

15.2.3.3 Zellner’s g-prior

It is often reasonable to assume an uninformative prior on σ2, since that is just a scalar that does not
have much influence on the results, but using an uninformative prior for w can be dangerous, since
the strength of the prior controls how well regularized the model is, as we know from ridge regression.

A common compromise is to use an NIG prior with ⌣a= −D/2, ⌣
b= 0 (to ensure p(σ2) ∝ 1) and

⌣w= 0 and
⌣
Σ= g(XTX)−1, where g > 0 plays a role analogous to 1/λ in ridge regression. This is

called Zellner’s g-prior [Zel86].1 We see that the prior covariance is proportional to (XTX)−1 rather
than I; this ensures that the posterior is invariant to scaling of the inputs, e.g., due to a change in
the units of measurement [Min00a].

1. Note this prior is conditioned on the inputs X, but not the outputs y; this is totally valid in a conditional
(discriminative) model, where all calculations are conditioned on X, which is treated like a fixed constant input.
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Figure 15.1: Linear regression for predicting height given weight, y ∼ N (α+ βx, σ2). (a) Prior predictive
samples using a Gaussian prior for β. (b) Prior predictive samples using a log-Gaussian prior for β. (c)
Posterior predictive samples using the log-Gaussian prior. The inner shaded band is the 95% credible
interval for µ, representing epistemic uncertainty. The outer shaded band is the 95% credible interval for the
observations y, which also adds data uncertainty due to σ. Adapted from Figures 4.5 and 4.10 of [McE20].
Generated by linreg_height_weight.ipynb.

With this prior, the posterior becomes

p(w, σ2|g,D) = NIG(w, σ2|wN ,VN , aN , bN ) (15.78)

VN =
g

g + 1
(XTX)−1 (15.79)

wN =
g

g + 1
ŵmle (15.80)

aN = N/2 (15.81)

bN =
s2

2
+

1

2(g + 1)
ŵT
mleX

TXŵmle (15.82)

Various approaches have been proposed for setting g, including cross validation, empirical Bayes
[Min00a; GF00], hierarchical Bayes [Lia+08], etc.

15.2.4 Informative priors

In many problems, it is possible to use domain knowledge to come up with plausible priors. As an
example, we consider the problem of predicting the height of a person given their weight. We will
use a dataset collected from Kalahari foragers by the anthropologist Nancy Howell (this example is
from [McE20, p93]).

Let xi be the weight (in kg) and yi be height (in cm) of the i’th person, and let x be the mean of
the inputs. The observation model is given by

yi ∼ N (µi, σ) (15.83)
µi = α+ β(xi − x) (15.84)

We see that the intercept α is the predicted output if xi = x, and the slope β is the predicted change
in height per unit change in weight above or below the average weight.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 15.2: Linear regression for predicting height given weight for the full dataset (including children) using
polynomial regression. (a) Posterior fit for linear model with log-Gaussian prior for β1. (b) Posterior fit for
quadratic model with log-Gaussian prior for β2. (c) Posterior fit for quadratic model with Gaussian prior for
β2. Adapted from Figure 4.11 of [McE20]. Generated by linreg_height_weight.ipynb.

The question is: what priors should we use? To be truly Bayesian, we should set these before
looking at the data. A sensible prior for α is the height of a “typical person”, with some spread. We
use α ∼ N (178, 20), since the author of the book from which this example is taken is 178cm. By
using a standard deviation of 20, the prior puts 95% probability on the broad range of 178± 40.

What about the prior for β? It is tempting to use a vague prior, or weak prior, such as
β ∼ N (0, 10), which is similar to a flat (uniform) prior, but more concentrated at 0 (a form of mild
regularization). To see if this is reasonable, we can compute samples from the prior predictive
distribution, i.e., we sample (αs, βs) ∼ p(α)p(β), and then plot αsx+ βs for a range of x values, for
different samples s = 1 : S. The results are shown in Figure 15.1a. We see that this is not a very
sensible prior. For example, we see that it suggests that it is just as likely for the height to decrease
with weight as increase with weight, which is not plausible. In addition, it predicts heights which
are larger than the world’s tallest person (272 cm) and smaller than the world’s shortest person (an
embryo, of size 0).

We can encode the monotonically increasing relationship between weight and height by restricting
β to be positive. An easy way to do this is to use a log-normal or log-Gaussian prior. (If β̃ = log(β)

is Gaussian, then eβ̃ must be positive.) Specifically, we will assume β ∼ LN (0, 1). Samples from this
prior are shown in Figure 15.1b. This is much more reasonable.

Finally we must choose a prior over σ. In [McE20] they use σ ∼ Unif(0, 50). This ensures that σ
is positive, and that the prior predictive distribution for the output is within 100cm of the average
height. However, it is usually easier to specify the expected value for σ than an upper bound. To
do this, we can use σ ∼ Expon(λ), where λ is the rate. We then set E [σ] = 1/λ to the value of the
standard deviation that we expect. For example, we can use the empirical standard deviation of the
data.

Since these priors are no longer conjugate, we cannot compute the posterior in closed form. However,
we can use a variety of approximate inference methods. In this simple example, it suffices to use a
quadratic (Laplace) approximation (see Section 7.4.3). The results are shown in Figure 15.1c, and
look sensible.

So far, we have only considered a subset of the data, corresponding to adults over the age of 18. If
we include children, we find that the mapping from weight to height is nonlinear. This is illustrated
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in Figure 15.2a. We can fix this problem by using polynomial regression. For example, consider a
quadratic expansion of the standardized features xi:

µi = α+ β1xi + β2x
2
i (15.85)

If we use a log-Gaussian prior for β2, we find that the model is too constrained, and it underfits.
This is illustrated in Figure 15.2b. The reason is that we need to use an inverted quadratic with
a negative coefficient, but since this is disallowed by the prior, the model ends up not using this
degree of freedom (we find E [β2|D] ≈ 0.08). If we use a Gaussian prior on β2, we avoid this problem,
illustrated in Figure 15.2c.

This example shows that it can be useful to think about the functional form of the mapping from
inputs to outputs in order to specify sensible priors.

15.2.5 Spike and slab prior

It is often useful to be able to select a subset of the input features when performing prediction, either
to reduce overfitting, or to improve interpretability of the model. This can be achieved if we ensure
that the weight vector w is sparse (i.e., has many zero elements), since if wd = 0, then xd plays no
role in the inner product wTx.

The canonical way to achieve sparsity when using Bayesian inference is to use a spike-and-slab
(SS) prior [MB88], which has the form of a 2 component mixture model, with one component being
a “spike” at 0, and the other being a uniform “slab” between −a and a:

p(w) =

D∏

d=1

(1− π)δ(wd) + πUnif(wd| − a, a) (15.86)

where π is the prior probability that each coefficient is non-zero. The corresponding log prior on the
coefficients is thus

log p(w) = ||w||0 log(1− π) + (D − ||w||0) log π = −λ||w||0 + const (15.87)

where λ = log π
1−π controls the sparsity of the model, and ||w||0 =

∑D
d=1 I (wd ̸= 0) is the ℓ0 norm

of the weights. Thus MAP estimation with a spike and slab prior is equivalent ℓ0 regularization;
this penalizes the number of non-zero coefficients. Interestingly, posterior samples will also be sparse.

By contrast, consider using a Laplace prior. The lasso estimator uses MAP estimation, which
results in a sparse estimate. However, posterior samples are not sparse. Interestingly, [EY09] show
theoretically (and [SPZ09] confirm experimentally) that using the posterior mean with a spike-and-
slab prior also results in better prediction accuracy than using the posterior mode with a Laplace
prior.

In practice, we often approximate the uniform slab with a broad Gaussian distribution,

p(w) =
∏

d

(1− π)δ(wd) + πN (wd|0, σ2
w) (15.88)

As σ2
w →∞, the second term approaches a uniform distribution over [−∞,+∞]. We can implement

the mixture model by associating a binary random variable, sd ∼ Ber(π), with each coefficient, to
indicate if the coefficient is “on” or “off”.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 15.3: (a) Representing lasso using a Gaussian scale mixture prior. (b) Graphical model for group lasso
with 2 groups, the first has size G1 = 2, the second has size G2 = 3.

Unfortunately, MAP estimation (not to mention full Bayesian inference) with such discrete mixture
priors is computationally difficult. Various approximate inference methods have been proposed,
including greedy search (see e.g., [SPZ09]) or MCMC (see e.g., [HS09]).

15.2.6 Laplace prior (Bayesian lasso)

A computationally cheap way to achieve sparsity is to perform MAP estimation with a Laplace prior
by minimizing the penalized negative log likelihood:

PNLL(w) = − log p(D|w)− log p(w|λ) = ||Xw − y||22 + λ||w||1 (15.89)

where ||w||1 ≜
∑D
d=1 |wd| is the ℓ1 norm of w. This method is called lasso, which stands for “least

absolute shrinkage and selection operator” [Tib96]. See Section 11.4 of the prequel to this book,
[Mur22], for details.

In this section, we discuss posterior inference with this prior; this is known as the Bayesian lasso
[PC08]. In particular, we assume the following prior:

p(w|σ2) =
∏

j

λ

2
√
σ2
e−λ|wj |/

√
σ2 (15.90)

(Note that conditioning the prior on σ2 is important to ensure that the full posterior is unimodal.)
To simplify inference, we will represent the Laplace prior as a Gaussian scale mixture, which we

discussed in Section 28.2.3.2. In particular, one can show that the Laplace distribution is an infinite
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weighted sum of Gaussians, where the precision comes from a gamma distribution:

Laplace(w|0, λ) =
∫
N (w|0, τ2)Ga(τ2|1, λ

2

2
)dτ2 (15.91)

We can therefore represent the Bayesian lasso model as a hierarchical latent variable model, as shown
in Figure 15.3a. The corresponding joint distribution has the following form:

p(y,w, τ , σ2|X) = N (y|Xw, σ2IN )


∏

j

N (wj |0, σ2τ2j )Ga(τ2j |1, λ2/2)


 p(σ2) (15.92)

We can also create a GSM to match the group lasso prior, which sets multiple coefficients to zero
at the same time:

wg|σ2, τ2g ∼ N (0, σ2τ2g Idg ) (15.93)

τ2g ∼ Ga(
dg + 1

2
,
λ2

2
) (15.94)

where dg is the size of group g. So we see that there is one variance term per group, each of which
comes from a gamma prior, whose shape parameter depends on the group size, and whose rate
parameter is controlled by γ.

Figure 15.3b gives an example, where we have 2 groups, one of size 2 and one of size 3. This picture
makes it clearer why there should be a grouping effect. For example, suppose w1,1 is small; then τ21
will be estimated to be small, which will force w1,2 to be small, due to shrinkage (cf. Section 3.6).
Conversely, suppose w1,1 is large; then τ21 will be estimated to be large, which will allow w1,2 to be
become large as well.

Given these hierachical models, we can easily derive a Gibbs sampling algorithm (Section 12.3) to
sample from the posterior (see e.g., [PC08]). Unfortunately, these posterior samples are not sparse,
even though the MAP estimate is sparse. This is because the prior puts infinitessimal probability on
the event that each coefficient is zero.

15.2.7 Horseshoe prior

The Laplace prior is not suitable for sparse Bayesian models, because posterior samples are not
sparse. The spike and slab prior does not have this problem but is often too slow to use (although see
[BRG20]). Fortunately, it is possible to devise continuous priors (without discrete latent variables)
that are both sparse and computationally efficient. One popular prior of this type is the horseshoe
prior [CPS10], so-named because of the shape of its density function.

In the horseshoe prior, instead of using a Laplace prior for each weight, we use the following
Gaussian scale mixture:

wj ∼ N (0, λ2jτ
2) (15.95)

λj ∼ C+(0, 1) (15.96)

τ2 ∼ C+(0, 1) (15.97)
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where C+(0, 1) is the half-Cauchy distribution (Section 2.2.2.4), λj is a local shrinkage factor, and τ2
is a global shrinkage factor. The Cauchy distribution has very fat tails, so λj is likely to be either
0 or very far from 0, which emulates the spike and slab prior, but in a continuous way. For more
details, see e.g., [Bha+19].

15.2.8 Automatic relevancy determination

An alternative to using posterior inference with a sparsity promoting prior is to use posterior inference
with a Gaussian prior, wj ∼ N (0, 1/αj), but where we use empirical Bayes to optimize the precisions
αj . That is, we first compute α̂ = argmaxα p(y|X,α), and then compute ŵ = argmaxwN (w|0, α̂−1).
Perhaps surprisingly, we will see that this results in a sparse estimate, for reasons we explain in
Section 15.2.8.2.

This technique is known as sparse Bayesian learning [Tip01] or automatic relevancy de-
termination (ARD) [Mac95; Nea96]. It has also been called NUV estimation, which stands for
“normal prior with unknown variance” [Loe+16]. It was originally developed for neural networks
(where sparsity is applied to the first layer weights), but here we apply it to linear models.

15.2.8.1 ARD for linear models

In this section, we explain ARD in more detail, by applying it to linear regression. The likelihood
is p(y|x,w, β) = N (y|wTx, 1/β), where β = 1/σ2. The prior is p(w) = N (w|0,A−1), where
A = diag(α). The marginal likelihood can be computed analytically (using Equation (2.129)) as
follows:

p(y|X,α, β) =
∫
N (y|Xw, (1/β)IN )N (w|0,A−1)dw (15.98)

= N (y|0, β−1IN +XA−1XT) (15.99)
= N (y|0,Cα) (15.100)

where Cα ≜ β−1IN +XA−1XT. This is very similar to the marginal likelihood under the spike-and-
slab prior (Section 15.2.5), which is given by

p(y|X, s, σ2
w, σ

2
y) =

∫
N (y|Xsws, σ2

yI)N (ws|0s, σ2
wI)dws = N (y|0,Cs) (15.101)

where Cs = σ2
yIN +σ2

wXsX
T
s. (Here Xs refers to the design matrix where we select only the columns

of X where sd = 1.) The difference is that we have replaced the binary sj ∈ {0, 1} variables with
continuous αj ∈ R+, which makes the optimization problem easier.

The objective is the log marginal likelihood, given by

ℓ(α, β) = −2 log p(y|X,α, β) = log |Cα|+ yTC−1α y (15.102)

There are various algorithms for optimizing ℓ(α, β), some of which we discuss in Section 15.2.8.3.
ARD can be used as an alternative to ℓ1 regularization. Although the ARD objective is not convex,

it tends to give much sparser results [WW12]. In addition, it can be shown [WRN10] that the ARD
objective has many fewer local optima than the ℓ0-regularized objective, and hence is much easier to
optimize.
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Figure 15.4: Illustration of why ARD results in sparsity. The vector of inputs x does not point towards the
vector of outputs y, so the feature should be removed. (a) For finite α, the probability density is spread in
directions away from y. (b) When α = ∞, the probability density at y is maximized. Adapted from Figure 8
of [Tip01].

15.2.8.2 Why does ARD result in a sparse solution?

Once we have estimated α and β, we can compute the posterior over the parameters using Bayes’
rule for Gaussians, to get p(w|D, α̂, β̂) = N (w| ⌢w, ⌢Σ), where

⌢
Σ
−1

= β̂XTX+A and ⌢w= β̂
⌢
Σ XTy.

If we have α̂d ≈ ∞, then ⌢wd≈ 0, so the solution vector will be sparse.
We now give an intuitive argument, based on [Tip01], about when such a sparse solution may be

optimal. We shall assume β = 1/σ2 is fixed for simplicity. Consider a 1d linear regression with 2
training examples, so X = x = (x1, x2), and y = (y1, y2). We can plot x and y as vectors in the
plane, as shown in Figure 15.4. Suppose the feature is irrelevant for predicting the response, so x
points in a nearly orthogonal direction to y. Let us see what happens to the marginal likelihood as we
change α. The marginal likelihood is given by p(y|x, α, β) = N (y|0,Cα), where Cα = 1

β I+
1
αxx

T.
If α is finite, the posterior will be elongated along the direction of x, as in Figure 15.4(a). However,
if α =∞, we have Cα = 1

β I, which is spherical, as in Figure 15.4(b). If |Cα| is held constant, the
latter assigns higher probability density to the observed response vector y, so this is the preferred
solution. In other words, the marginal likelihood “punishes” solutions where αd is small but X:,d is
irrelevant, since these waste probability mass. It is more parsimonious (from the point of view of
Bayesian Occam’s razor) to eliminate redundant dimensions.

Another way to understand the sparsity properties of ARD is as approximate inference in a
hierarchical Bayesian model [BT00]. In particular, suppose we put a conjugate prior on each
precision, αd ∼ Ga(a, b), and on the observation precision, β ∼ Ga(c, d). Since exact inference with a
Student prior is intractable, we can use variational Bayes (Section 10.3.3), with a factored posterior
approximation of the form

q(w,α) = q(w)q(α) ≈ N (w|µ,Σ)
∏

d

Ga(αd| ⌢ad,⌢bd) (15.103)

ARD approximates q(α) by a point estimate. However, in VB, we integrate out α; the resulting

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



606 Chapter 15. Generalized linear models

posterior marginal q(w) on the weights is given by

p(w|D) =
∫
N (w|0,diag(α)−1)

∏

d

Ga(αd| ⌢ad,⌢b)dα (15.104)

This is a Gaussian scale mixture, and can be shown to be the same as a multivariate Student
distribution (see Section 28.2.3.1), with non-diagonal covariance. Note that the Student has a large
spike at 0, which intuitively explains why the posterior mean (which, for a Student distribution, is
equal to the posterior mode) is sparse.

Finally, we can also view ARD as a MAP estimation problem with a non-factorial prior [WN07].
Intuitively, the dependence between the wj parameters arises, despite the use of a diagonal Gaussian
prior, because the prior precision αj is estimated based after marginalizing out all w, and hence
depends on all the features. Interestingly, [WRN10] prove that MAP estimation with non-factorial
priors is strictly better than MAP estimation with any possible factorial prior in the following
sense: the non-factorial objective always has fewer local minima than factorial objectives, while still
satisfying the property that the global optimum of the non-factorial objective corresponds to the
global optimum of the ℓ0 objective — a property that ℓ1 regularization, which has no local minima,
does not enjoy.

15.2.8.3 Algorithms for ARD

There are various algorithms for optimizing ℓ(α, β). One approach is to use EM, in which we compute
p(w|D,α) in the E step and then maximize α in the M step. In variational Bayes, we infer both w
and α (see [Dru08] for details). In [WN10], they present a method based on iteratively reweighted ℓ1
estimation.

Recently, [HXW17] showed that the nested iterative computations performed these methods can
emulated by a recurrent neural network (Section 16.3.4). Furthermore, by training this model, it is
possible to achieve much faster convergence than manually designed optimization algorithms.

15.2.8.4 Relevance vector machines

Suppose we create a linear regression model of the form p(y|x;θ) = N (y|wTϕ(x), σ2), where
ϕ(x) = [K(x,x1), . . . ,K(x,xN )], where K() is a kernel function (Section 18.2) and x1, . . . ,xN are
the N training points. This is called kernel basis function expansion, and transforms the input
from x ∈ X to ϕ(x) ∈ RN . Obviously this model has O(N) parameters, and hence is nonparametric.
However, we can use ARD to select a small subset of the exemplars. This technique is called the
relevance vector machine (RVM) [Tip01; TF03].

15.2.9 Multivariate linear regression

This section is written by Xinglong Li.

In this section, we consider the multivariate linear regression model, which has the form

Y = WX+E (15.105)

where W ∈ RNy×Nx is the matrix of regression coefficient, X ∈ RNx×N is the matrix of input features
(with each row being an input variable and each column being an observation), Y ∈ RNy×N is the
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matrix of responses (with each row being an output variable and each column being an observation),
and E = [e1, · · · , eN ] is the matrix of residual errors, where ei

iid∼ N (0,Σ). It can be seen from
the definition that given Σ, W and X, columns of Y are independently random variables following
multivariate normal distributions. So the likelihood of the observation is

p(Y|W,X,Σ) =
1

(2π)Ny×N |Σ|N/2 exp

(
N∑

i=1

−1

2
(yi −Wxi)

TΣ−1(yi −Wxi)

)
(15.106)

=
1

(2π)Ny×N |Σ|N/2 exp

(
−1

2
tr
(
(Y −WX)TΣ−1(Y −WX)

))
(15.107)

=MN (Y|WX,Σ, IN×N ), (15.108)

The conjugate prior for this is the matrix normal inverse Wishart distribution,

W,Σ ∼ MNIW(M0,V0, ν0,Ψ0) (15.109)

where the MNIW is defined by

W|Σ ∼MN (M0,Σ0,V0) (15.110)
Σ ∼ IW(ν0,Ψ0), (15.111)

where V0 ∈ RNx×Nx++ , Ψ0 ∈ RNy×Ny++ and ν0 > Nx − 1 is the degree of freedom of the inverse Wishart
distribution.

The posterior distribution of {W,Σ} still follows a matrix normal inverse Wishart distribution.
We follow the derivation in [Fox09, App.F]. Tthe density of the joint distribution is

p(Y,W,Σ) ∝|Σ|−(ν0+Ny+1+Nx+N)/2 × exp

{
−1

2
tr(Ω0)

}
(15.112)

Ω0 ≜ Ψ0Σ
−1 + (Y −WX)TΣ−1(Y −WX) + (W −M0)

TΣ−1(W −M0)V0

(15.113)

We first aggregate items including W in the exponent so that it takes the form of a matrix normal
distribution. This is similar to the “completing the square” technique that we used in deriving the
conjugate posterior for multivariate normal distributions in Section 3.4.4.3. Specifically,

tr
[
(Y −WX)TΣ−1(Y −WX) + (W −M0)

TΣ−1(W −M0)V0

]
(15.114)

=tr
(
Σ−1[(Y −WX)(Y −WX)T + (W −M0)V0(W −M0)

T]
)

(15.115)

=tr
(
Σ−1[WSxxW

T − 2SyxW
T + Syy]

)
(15.116)

=tr
(
Σ−1[(W − SyxS

−1
xx )Sxx(W − SyxS

−1
xx )

T + Sy|x]
)
. (15.117)

where

Sxx = XXT +V0, Syx = YXT +M0V0, (15.118)

Syy = YYT +M0V0M
T
0 , Sy|x = Syy − SyxS

−1
xxS

T
yx. (15.119)
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Therefore, it can be see from Equation (15.117) that given Σ, W follows a matrix normal distribution

W|Σ,X,Y ∼MN (SyxS
−1
xx ,Σ,Sxx). (15.120)

Marginalizing out W (which corresponds to removing the terms including W in the exponent
in Equation (15.113)), it can be shown that the posterior distribution of Σ is an inverse Wishart
distribution. In fact, by replacing Equation (15.117) to the corresponding terms in Equation (15.113),
it can be seen that the only terms left after integrating out W are Σ−1Ψ and Σ−1Sy|x, which
indicates that the scale matrix of the posterior inverse Wishart distribution is Ψ0 + Sy|x.

In conclusion, the joint posterior distribution of {W,Σ} given the observation is

W,Σ|X,Y ∼ MNIW(M1,V1, ν1,Ψ1) (15.121)

M1 = SyxS
−1
xx (15.122)

V1 = Sxx (15.123)
ν1 = N + ν0 (15.124)
Ψ1 = Ψ0 + Sy|x (15.125)

The MAP estimate of W and Σ are the mode of the posterior matrix normal inverse Wishart
distribution. To derive this, notice that W only appears in the matrix normal density function in
the posterior, so the matrix W maximizing the posterior density of {W,Σ} is the matrix W that
maximizes the matrix normal posterior of W. So the MAP estimate of W is Ŵ = M1 = SyxS

−1
xx , and

this holds for any value of Σ. By plugging W = Ŵ into the joint posterior of {W,Σ}, and taking
derivatives over Σ, it can be seen that the matrix maximizing the density is (ν1 +Ny +Nx+1)−1Ψ1.
Since Ψ1 is positive definite, it is the MAP estimate of Σ.

In conclusion, the MAP estimate of {W,Σ} are

Ŵ = SyxS
−1
xx (15.126)

Σ̂ =
1

ν1 +Ny +Nx + 1
(Ψ0 + Sy|x) (15.127)

15.3 Logistic regression

Logistic regression is a very widely used discriminative classification model that maps input
vectors x ∈ RD to a distribution over class labels, y ∈ {1, . . . , C}. If C = 2, this is known as binary
logistic regression, and if C > 2, it is known as multinomial logistic regression, or alternatively,
multiclass logistic regression.

15.3.1 Binary logistic regression

In the binary case, where y ∈ {0, 1}, the model has the following form

p(y|x;θ) = Ber(y|σ(wTx+ b)) (15.128)

where w are the weights, b is the bias (offset), and σ is the sigmoid or logistic function, defined by

σ(a) ≜
1

1 + e−a
(15.129)
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Let ηn = wTxn + b be the logits for example n, and µn = σ(ηn) = p(y = 1|xn) be the mean of
the output. Then we can write the log likelihood as the negative cross entropy:

log p(D|θ) = log

N∏

n=1

µynn (1− µn)1−yn =

N∑

n=1

yn logµn + (1− yn) log(1− µn) (15.130)

We can expand this equation into a more explicit form (that is commonly seen in implementations)
by performing some simple algebra. First note that

µn =
1

1 + e−ηn
=

eηn

1 + eηn
, 1− µn = 1− eηn

1 + eηn
=

1

1 + eηn
(15.131)

Hence

log p(D|θ) =
N∑

n=1

yn[log e
ηn − log(1 + eηn)] + (1− yn)[log 1− log(1 + eηn)] (15.132)

=

N∑

n=1

yn[ηn − log(1 + eηn)] + (1− yn)[− log(1 + eηn)] (15.133)

=

N∑

n=1

ynηn −
N∑

n=1

log(1 + eηn) (15.134)

Note that the log(1 + ea) function is often implemented using np.log1p(np.exp(a)).

15.3.2 Multinomial logistic regression

Multinomial logistic regression is a discriminative classification model of the following form:

p(y|x;θ) = Cat(y|softmax(Wx+ b)) (15.135)

where x ∈ RD is the input vector, y ∈ {1, . . . , C} is the class label, W is a C ×D weight matrix, b
is C-dimensional bias vector, and softmax() is the softmax function, defined as

softmax(a) ≜

[
ea1

∑C
c′=1 e

ac′
, . . . ,

eaC
∑C
c′=1 e

ac′

]
(15.136)

If we define the logits as ηn = Wxn + b, the probabilities as µn = softmax(ηn), and let yn be the
one-hot encoding of the label yn, then the log likelihood can be written as the negative cross entropy:

log p(D|θ) = log

N∏

n=1

C∏

c=1

µyncnc =

N∑

n=1

C∑

c=1

ync logµnc (15.137)
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15.3.3 Dealing with class imbalance and the long tail

In many problems, some classes are much rarer than others; this problem is called class imbalance.
In such a setting, standard maximum likelihood training may not work well, since it designed to
minimize (a bound on) the 0-1 loss, which can be dominated by the most frequent classes. A natural
alternative is to consider the balanced error rate, which computes the average of the per-class
error rates of classifier f :

BER(f) =
1

C

C∑

y=1

p∗x|y

(
y ̸∈ argmax

y′∈Y
fy′(x)

)
(15.138)

where p∗ is the true distribution. The classifier that optimizes this loss, f∗, must satisfy

argmax
y∈Y

f∗y (x) = argmax
y∈Y

p∗bal(y|x) = argmax
y∈Y

p∗(x|y) (15.139)

where p∗bal(y|x) ∝ 1
C p
∗(x|y) is the predictor when using balanced classes. Thus to minimize the BER,

we should using the class-conditional likelihood, p(x|y), rather than the class posterior, p(y|x).
In [Men+21], they propose a simple scheme called logit adjustment that can achieve this optimal

classifier. We assume the model computes logits using fy(x) = wT
yϕ(x), where ϕ(x) = x for a GLM.

In the post-hoc version, the model is trained in the usual way, and then at prediction time, we use

argmax
y∈Y

p(x|y) = argmax
y∈Y

p(y|x)p(x)
p(y)

= argmax
y∈Y

exp(wT
yϕ(x))

πy
(15.140)

where πy = p(y) is the empirical label prior. In practice, it is helpful to inroduce a tuning parameter
τ > 0 and to use the predictor

f̂(x) = argmax
y∈Y

fy(x)− τ log πy (15.141)

Alternatively, we can change the loss function used during training, by using the following logit
adjusted softmax cross-entropy loss:

ℓ(y, f(x)) = − log
efy(x)+τ log πy

∑C
y′=1 e

fy′ (x)+τ log πy′
(15.142)

This is like training with a predictor of the form gy(x) = fy(x) + τ log πy, and then at test time
using argmaxy fy(x) = argmaxy gy(x)− τ log πy, as above.

We can also combine the above loss with a prior on the parameters and perform Bayesian inference,
as we discuss below. (The use a non-standard likelihood can be justifed using the generalized Bayesian
inference framework, as discussed in Section 14.1.3.)

15.3.4 Parameter priors

As with linear regression, it is standard to use Gaussian priors for the weights in a logistic regression
model. It is natural to set the prior mean to 0, to reflect the fact that the output could either
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Figure 15.5: (a) Prior on logistic regression output when using N (0, ω) prior for the offset term, for ω = 10
or ω = 1.5. Adapted from Figure 11.3 of [McE20]. Generated by logreg_prior_offset.ipynb. (b) Distribution
over the fraction of 1s we expect to see when using binary logistic regression applied to random binary feature
vectors of increasing dimensionality. We use a N (0, 1.5) prior on the regression coefficients. Adapted from
Figure 3 of [Gel+20]. Generated by logreg_prior.ipynb.

increase or decrease in probability depending on the input. But how do we set the prior variance? It
is tempting to use a large value, to approximate a uniform distribution, but this is a bad idea. To
see why, consider a binary logistic regression model with just an offset term and no features:

p(y|θ) = Ber(y|σ(α)) (15.143)
p(α) = N (α|0, ω) (15.144)

If we set the prior to the large value of ω = 10, the implied prior for y is an extreme distribution,
with most of its density near 0 or 1, as shown in Figure 15.5a. By contrast, if we use the smaller
value of ω = 1.5, we get a flatter distribution, as shown.

If we have input features, the problem gets a little trickier, since the magnitude of the logits will
now depend on the number and distribution of the input variables. For example, suppose we generate
N random binary vectors xn, each of dimension D, where xnd ∼ Ber(p), where p = 0.8. We then
compute p(yn = 1|xn) = σ(βTxn), where β ∼ N (0, 1.5I). We sample S values of β, and for each
one, we sample a vector of labels, y1:N,s from the above distribution. We then compute the fraction
of positive labels, fs = 1

N

∑N
n=1 I (yn,s = 1). We plot the distribution of {fs} as a function of D in

Figure 15.5b. We see that the induced prior is initially flat, but eventually becomes skewed towards
the extreme values of 0 and 1. To avoid this, we should standardize the inputs, and scale the variance
of the prior by 1/

√
D. We can also use a heavier tailed distribution, such as a Cauchy or Student

[Gel+08; GLM15], instead of the Gaussian prior.

15.3.5 Laplace approximation to the posterior

Unfortunately, we cannot compute the posterior analytically, unlike with linear regression, since
there is no corresponding conjugate prior. (This mirrors the case with MLE, where we have a closed
form solution for linear regression, but not for logistic regression.) Fortunately, there are a range of
approximate inference methods we can use.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 15.6: (a) Illustration of the data and some decision boundaries. (b) Log-likelihood for a logistic
regression model. The line is drawn from the origin in the direction of the MLE (which is at infinity). The
numbers correspond to 4 points in parameter space, corresponding to the colored lines in (a). (c) Unnormalized
log posterior (assuming vague spherical prior). (d) Laplace approximation to posterior. Adapted from a figure
by Mark Girolami. Generated by logreg_laplace_demo.ipynb.

In this section, we use the Laplace approximation. As we explain in Section 7.4.3, this approximates
the posterior using a Gaussian. The mean of the Gaussian is equal to the MAP estimate ŵ, and the
covariance is equal to the inverse Hessian H computed at the MAP estimate, i.e.,

p(w|D) ≈ N (w|ŵ,H−1), ŵ = argmin− log p(w,D),H = −∇2
w log p(w,D)|ŵ (15.145)

We can find the mode using a standard optimization method, and we can then compute the Hessian
at the mode analytically or using automatic differentiation.

As an example, consider the binary data illustrated in Figure 15.6(a). There are many parameter
settings that correspond to lines that perfectly separate the training data; we show 4 example lines.
For each decision boundary in Figure 15.6(a), we plot the corresponding parameter vector as point
in the log likelihood surface in Figure 15.6(b). These parameters values are w1 = (3, 1), w2 = (4, 2),
w3 = (5, 3), and w4 = (7, 3). These points all approximately satisfy wi(1)/wi(2) ≈ ŵmle(1)/ŵmle(2),
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and hence are close to the orientation of the maximum likelihood decision boundary. The points
are ordered by increasing weight norm (3.16, 4.47, 5.83, and 7.62). The unconstrained MLE has
||w|| =∞, so is infinitely far to the top right.

To ensure a unique solution, we use a (spherical) Gaussian prior centered at the origin, N (w|0, σ2I).
The value of σ2 controls the strength of the prior. If we set σ2 = ∞, we force the MAP estimate
to be w = 0; this will result in maximally uncertain predictions, since all points x will produce a
predictive distribution of the form p(y = 1|x) = 0.5. If we set σ2 = 0, the MAP estimate becomes
the MLE, resulting in minimally uncertain predictions. (In particular, all positively labeled points
will have p(y = 1|x) = 1.0, and all negatively labeled points will have p(y = 1|x) = 0.0, since the
data is separable.) As a compromise (to make a nice illustration), we pick the value σ2 = 100.

Multiplying this prior by the likelihood results in the unnormalized posterior shown in Figure 15.6(c).
The MAP estimate is shown by the blue dot. The Laplace approximation to this posterior is shown
in Figure 15.6(d). We see that it gets the mode correct (by construction), but the shape of the
posterior is somewhat distorted. (The southwest-northeast orientation captures uncertainty about the
magnitude of w, and the southeast-northwest orientation captures uncertainty about the orientation
of the decision boundary.)

15.3.6 Approximating the posterior predictive distribution

Next we need to convert the posterior over the parameters into a posterior over predictions, as follows:

p(y|x,D) =
∫
p(y|x,w)p(w|D)dw (15.146)

The simplest way to evaluate this integral is to use a Monte Carlo approximation. For example, in
the case of binary logistic regression, we have

p(y = 1|x,D) ≈ 1

S

S∑

s=1

σ(wT
sx) (15.147)

where ws ∼ p(w|D) are posterior samples.
However, we can also use deterministic approximations to the integral, which are often faster. Let

f∗ = f(x∗,w) be the predicted logits, before the sigmoid/softmax layer, given test point x∗. If the
posterior over the parameters is Gaussian, p(w|D) = N (µ,Σ), then the predictive distribution over
logits is also Gaussian:

p(f∗|x∗,D) =
∫
δ(f∗ − f(x∗,w))N (w|D)dw = N (f∗|µTx∗,x

T
∗Σx∗) ≜ N (f∗|µ∗,Σ∗) (15.148)

In the case of binary logistic regression, we can approximate the sigmoid with the probit function Φ
(see Section 15.4), which allows us to solve the integral analytically:

p(y∗|x∗) ≈
∫

Φ(f∗)N (f∗|µ∗, σ2
∗)df∗ = σ

(
µ∗√

1 + π
8σ

2∗

)
(15.149)
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Figure 15.7: Posterior predictive distribution for a logistic regression model in 2d. (a) Contours of p(y =
1|x, ŵmap). (b) Samples from the posterior predictive distribution. (c) Averaging over these samples. (d)
Moderated output (probit approximation). Generated by logreg_laplace_demo.ipynb.

This is called the probit approximation [SL90]. In [Gib97], a generalization to the multiclass case
was provided. This is known as the generalized probit approximation, and has the form

p(y∗|x∗) ≈
∫

softmax(f∗)N (f∗|µ∗,Σ∗)df∗ = softmax

(
{ µ∗,c√

1 + π
8Σ∗,cc

}
)

(15.150)

This ignores the correlations between the logits, because it only depends on the diagonal elements
of Σ∗. Nevertheless it can work well, even in the case of neural net classifiers [LIS20]. Another
deterministic approximation, known as the Laplace bridge, is discussed in Section 17.3.10.2.

We now illustrate the posterior predictive for our binary example. Figure 15.7(a) shows the plugin
approximation using the MAP estimate. We see that there is no uncertainty about the location
of the decision boundary, even though we are generating probabilistic predictions over the labels.
Figure 15.7(b) shows what happens when we plug in samples from the Gaussian posterior. Now
we see that there is considerable uncertainty about the orientation of the “best” decision boundary.
Figure 15.7(c) shows the average of these samples. By averaging over multiple predictions, we see
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Figure 15.8: Illustration of the posterior over the decision boundary for classifying iris flowers (setosa
vs versicolor) using 2 input features. (a) 25 examples per class. Adapted from Figure 4.5 of [Mar18].
(b) 5 examples of class 0, 45 examples of class 1. Adapted from Figure 4.8 of [Mar18]. Generated by
logreg_iris_bayes_2d.ipynb.

that the uncertainty in the decision boundary “splays out” as we move further from the training data.
Figure 15.7(d) shows that the probit approximation gives very similar results to the Monte Carlo
approximation.

15.3.7 MCMC inference

Markov chain Monte Carlo, or MCMC, is often considered the “gold standard” for approximate
inference, since it makes no explicit assumptions about the form of the posterior. It is explained in
depth in Chapter 12, but the output is a set of (correlated) samples from the posterior, which gives
the following non-parametric approximation:

q(θ|D) ≈ 1

S

S∑

s=1

δ(θ − θs) (15.151)

where θs ∼ p(θ|D). Once we have the samples, we can plug them into Equation (15.147) to
approximate the posterior predictive distribution.

A common MCMC method is known as Hamiltonian Monte Carlo (Section 12.5); this can leverage
our ability to compute the gradient of the log joint, ∇θ log p(D,θ), for improved efficiency. Let us
apply HMC to a 2-dimensional, 2-class version of the iris classification problem, where we just use
two input features, sepal length and sepal width, and two classes, Virginica and non-Virginica. The
decision boundary is the set of points (x∗1, x

∗
2) such that σ(b+w1x

∗
1 +w2x

∗
2) = 0.5. Such points must

lie on the following line:

x∗2 = − b

w2
+

(
−w1

w2
x∗1

)
(15.152)

We can therefore compute an MC approximation to the posterior over decision boundaries by sampling
the parameters from the posterior, (w1, w2, b) ∼ p(θ|D), and plugging them into the above equation,
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Dept. Di Gender Gi # Admitted Ai # Rejected Ri # Applications Ni
A male 512 313 825
A female 89 19 108
B male 353 207 560
B female 17 8 25
C male 120 205 325
C female 202 391 593
D male 138 279 417
D female 131 244 375
E male 53 138 191
E female 94 299 393
F male 22 351 373
F female 24 317 341

Table 15.1: Admissions data for UC Berkeley from [BHO75].

to get p(x∗1, x2 ∗ |D). The results of this method (using a vague Gaussian prior for the parameters)
are shown in Figure 15.8a. The solid line is the posterior mean, and the shaded interval is a 95%
credible interval. As before, we see that the uncertainty about the location of the boundary is higher
as we move away from the training data.

In Figure 15.8b, we show what happens to the decision boundary when we have unbalanced classes.
We notice two things. First, the posterior uncertainty increases, because we have less data from the
blue class. Second, we see that the posterior mean of the decision boundary shifts towards the class
with less data. This follows from linear discriminant analysis, where one can show that changing
the class prior changes the location of the decision boundary, so that more of the input space gets
mapped to the class which is higher a priori. (See [Mur22, Sec 9.2] for details.)

15.3.8 Other approximate inference methods

There are many other approximate inference methods we can use, as we discuss in Part II. A
common approach is variational inference (Section 10.1), which converts approximate inference
into an optimization problem. It does this by choosing an approximate distribution q(w;ψ) and
optimizing the variational parameters ψ to maximize the evidence lower bound (ELBO). This has the
effect of making q(w;ψ) ≈ p(w|D) in the sense that the KL divergence is small. There are several
ways to tackle this: use a stochastic estimate of the ELBO (see Section 10.2.1), use the conditionally
conjugate VI method of Supplementary Section 10.3.1.2, or use a “local” VI method that creates a
quadratic lower bound to the logistic function (see Supplementary Section 15.1).

In the online setting, we can use assumed density filtering (ADF) to recursively compute a Gaussian
approximate posterior p(w|D1:t), as we discuss in Section 8.6.3.
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15.3.9 Case study: is Berkeley admissions biased against women?

In this section, we consider a simple but interesting example of logistic regression from [McE20, Sec
11.1.4]. The question of interest is whether admission to graduate school at UC Berkeley is biased
against women. The dataset comes from a famous paper [BHO75], which collected statistics for 6
departments for men and women. The data table only has 12 rows, shown in Table 15.1, although
the total sample size (number of observations) is 4526. We conduct a regression analysis to try to
determine if gender “causes” imbalanced admissions rates.

An obvious way to attempt to answer the question of interest is to fit a binomial logistic regression
model, in which the outcome is the admissions rate, and the input is a binary variable representing
the gender of each sample (make or female). One way to write this model is as follows:

Ai ∼ Bin(Ni, µi) (15.153)
logit(µi) = α+ βMALE[i] (15.154)

α ∼ N (0, 10) (15.155)
β ∼ N (0, 1.5) (15.156)

Here Ai is the number of admissions for sample i, Ni is the nunber of applications, and MALE[i] = 1
iff the sample is male. So the log odds is α for female cases, and α+ β for male candidates. (The
choice of prior for these parameters is discussed in Section 15.3.4.)

The above formulation is asymmetric in the genders. In particular, the log odds for males has two
random variables associated with it, and hence is a priori is more uncertain. It is often better to
rewrite the model in the following symmetric way:

Ai ∼ Bin(Ni, µi) (15.157)
logit(µi) = αGENDER[i] (15.158)

αj ∼ N (0, 1.5), j ∈ {1, 2} (15.159)

Here GENDER[i] is the gender (1 for male, 2 for female), so the log odds is α1 for males and α2 for
females.

We can perform posterior inference using a variety of methods (see Chapter 7). Here we use HMC
(Section 12.5). We find the 89% credible interval for α1 is [−0.29, 0.16] and for α2 is [−0.91, 0.75].2
The corresponding distribution for the difference in probability, σ(α1)− σ(α2), is [0.12, 0.16], with a
mean of 0.14. So it seems that Berkeley is biased in favor of men.

However, before jumping to conclusions, we should check if the model is any good. In Figure 15.9a,
we plot the posterior predictive distribution, along with the original data. We see the model is a very
bad fit to the data (the blue data dots are often outside the black predictive intervals). In particular,
we see that the empirical admissions rate for women is actually higher in all the departments except
for C and E, yet the model says that women should have a 14% lower chance of admission.

The trouble is that men and women did not apply to the same departments in equal amounts.
Women tended not to apply to departments, like A and B, with high admissions rates, but instead
applied more to departments, like F, with low admissions rates. So even though less women were
accepted overall, within in each department, women tended to be accepted at about the same rate.

2. McElreath uses 89% interval instead of 95% to emphasize the arbitrary nature of these values. The difference is
insignificant.
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Figure 15.9: Blue dots are admission rates for each of the 6 departments (A-F) for males (left half of each
dyad) and females (right half). The circle is the posterior mean of µi, the small vertical black lines indicate 1
standard deviation of µi. The + marks indicate 95% predictive interval for Ai. (a) Basic model, only taking
gender into account. (b) Augmented model, adding department specific offsets. Adapted from Figure 11.5 of
[McE20]. Generated by logreg_ucb_admissions_numpyro.ipynb.

We can get a better understanding if we consider the DAG in Figure 15.10a. This is intended to
be a causal model of the relevant factors. We discuss causality in more detail in Chapter 36, but the
basic idea should be clear from this picture. In particular, we see that there is an indirect causal path
G→ D → A from gender to acceptance, so to infer the direct affect G→ A, we need to condition on
D and close the indirect path. We can do this by adding department id as another feature:

Ai ∼ Bin(Ni, µi) (15.160)
logit(µi) = αGENDER[i] + γDEPT[i] (15.161)

αj ∼ N (0, 1.5), j ∈ {1, 2} (15.162)
γk ∼ N (0, 1.5), k ∈ {1, . . . , 6} (15.163)

Here j ∈ {1, 2} (for gender) and k ∈ {1, . . . , 6} (for department). Note that there 12 parameters in
this model, but each combination (slice of the data) has a fairly large sample size of data associated
with it, as we see in Table 15.1.

In Figure 15.9b, we plot the posterior predictive distribution for this new model; we see the fit is
now much better. We find the 89% credible interval for α1 is [−1.38, 0.35] and for α2 is [−1.31, 0.42].
The corresponding distribution for the difference in probability, σ(α1)− σ(α2), is [−0.05, 0.01]. So it
seems that there is no bias after all.

However, the above conclusion is based on the correctness of the model in Figure 15.10a. What if
there are unobserved confounders U , such as academic ability, influencing both admission rate
and department choice? This hypothesis is shown in Figure 15.10b. In this case, conditioning on
the collider D opens up a non-causal path between gender and admissions, G→ D ← U → A. This
invalidates any causal conclusions we may want to draw.

The point of this example is to serve as a cautionary tale to those trying to draw causal conclusions
from predictive models. See Chapter 36 for more details.
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Figure 15.10: Some possible causal models of admissions rates. G is gender, D is department, A is acceptance
rate. (a) No hidden confounders. (b) Hidden confounder (small dot) affects both D and A. Generated by
logreg_ucb_admissions_numpyro.ipynb.
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Figure 15.11: The logistic (sigmoid) function σ(x) in solid red, with the Gaussian cdf function Φ(λx) in
dotted blue superimposed. Here λ =

√
π/8, which was chosen so that the derivatives of the two curves match

at x = 0. Adapted from Figure 4.9 of [Bis06]. Generated by probit_plot.ipynb.

15.4 Probit regression

In this section, we discuss probit regression, which is similiar to binary logistic regression except it
uses µn = Φ(an) instead of µn = σ(an) as the mean function, where Φ is the cdf of the standard
normal, and an = wTxn. The corresponding link function is therefore an = ℓ(µn) = Φ−1(µn); the
inverse of the Gaussian cdf is known as the probit function.

The Gaussian cdf Φ is very similar to the logistic function, as shown in Figure 15.11. Thus probit
regression and “regular” logistic regression behave very similarly. However, probit regression has some
advantages. In particular, it has a simple interpretation as a latent variable model (see Section 15.4.1),
which arises from the field of choice theory as studied in economics (see e.g., [Koo03]). This also
simplifies the task of Bayesian parameter inference.

15.4.1 Latent variable interpretation

We can interpret an = wTxn as a factor that is proportional to how likely a person is respond
positively (generate yn = 1) given input xn. However, typically there are other unobserved factors that
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influence someone’s response. Let us model these hidden factors by Gaussian noise, ϵn ∼ N (0, 1). Let
the combined preference for positive outcomes be represented by the latent variable zn = wTxn + ϵn.
We assume that the person will pick the positive label iff this latent factor is positive rather than
negative, i.e.,

yn = I (zn ≥ 0) (15.164)

When we marginalize out zn, we recover the probit model:

p(yn = 1|xn,w) =

∫
I (zn ≥ 0)N (zn|wTxn, 1)dzn (15.165)

= p(wTxn + ϵn ≥ 0) = p(ϵn ≥ −wTxn) (15.166)

= 1− Φ(−wTxn) = Φ(wTxn) (15.167)

Thus we can think of probit regression as a threshold function applied to noisy input.
We can interpret logistic regression in the same way. However, in that case the noise term ϵn

comes from a logistic distribution, defined as follows:

f(y|µ, s) ≜ e−
y−µ
s

s(1 + e−
y−µ
s )2

=
1

4s
sech2(

y − µ
s2

) (15.168)

where the mean is µ and the variance is s2π2

3 . The cdf of this distribution is given by

F (y|µ, s) = 1

1 + e−
y−µ
s

(15.169)

It is clear that if we use logistic noise with µ = 0 and s = 1 we recover logistic regression. However,
it is computationally easier to deal with Gaussian noise, as we show below.

15.4.2 Maximum likelihood estimation

In this section, we discuss some methods for fitting probit regression using MLE.

15.4.2.1 MLE using SGD

We can find the MLE for probit regression using standard gradient methods. Let µn = wTxn, and
let ỹn ∈ {−1,+1}. Then the gradient of the log-likelihood for a single example n is given by

gn ≜
d

dw
log p(ỹn|wTxn) =

dµn
dw

d

dµn
log p(ỹn|wTxn) = xn

ỹnϕ(µn)

Φ(ỹnµn)
(15.170)

where ϕ is the standard normal pdf, and Φ is its cdf. Similarly, the Hessian for a single case is given
by

Hn =
d

dw2
log p(ỹn|wTxn) = −xn

(
ϕ(µn)

2

Φ(ỹnµn)2
+
ỹnµnϕ(µn)

Φ(ỹnµn)

)
xTn (15.171)

This can be passed to any gradient-based optimizer.
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Figure 15.12: Fitting a probit regression model in 2d using a quasi-Newton method or EM. Generated by
probit_reg_demo.ipynb.

15.4.2.2 MLE using EM

We can use the latent variable interpretation of probit regression to derive an elegant EM algorithm
for fitting the model. The complete data log likelihood has the following form, assuming a N (0,V0)
prior on w:

ℓ(z,w|V0) = log p(y|z) + logN (z|Xw, I) + logN (w|0,V0) (15.172)

=
∑

n

log p(yn|zn)−
1

2
(z −Xw)T(z −Xw)− 1

2
wTV−10 w (15.173)

The posterior in the E step is a truncated Gaussian:

p(zn|yn,xn,w) =

{
N (zn|wTxn, 1)I (zn > 0) if yn = 1
N (zn|wTxn, 1)I (zn < 0) if yn = 0

(15.174)

In Equation (15.173), we see that w only depends linearly on z, so we just need to compute
E [zn|yn,xn,w], so we just need to compute the posterior mean. One can show that this is given by

E [zn|w,xn] =
{

µn + ϕ(µn)
1−Φ(−µn) = µn + ϕ(µn)

Φ(µn)
if yn = 1

µn − ϕ(µn)
Φ(−µn) = µn − ϕ(µn)

1−Φ(µi)
if yn = 0

(15.175)

where µn = wTxn.
In the M step, we estimate w using ridge regression, where µ = E [z] is the output we are trying

to predict. Specifically, we have

ŵ = (V−10 +XTX)−1XTµ (15.176)

The EM algorithm is simple, but can be much slower than direct gradient methods, as illustrated
in Figure 15.12. This is because the posterior entropy in the E step is quite high, since we only
observe that z is positive or negative, but are given no information from the likelihood about its
magnitude. Using a stronger regularizer can help speed convergence, because it constrains the range
of plausible z values. In addition, one can use various speedup tricks, such as data augmentation
[DM01].
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15.4.3 Bayesian inference

It is possible to use the latent variable formulation of probit regression in Section 15.4.2.2 to derive a
simple Gibbs sampling algorithm for approximating the posterior p(w|D) (see e.g., [AC93; HH06]).

The key idea is to use an auxiliary latent variable, which, when conditioned on, makes the whole
model a conjugate linear-Gaussian model. The full conditional for the latent variables is given by

p(zi|yi,xi,w) =

{
N (zi|wTxi, 1)I (zi > 0) if yi = 1
N (zi|wTxi, 1)I (zi < 0) if yi = 0

(15.177)

Thus the posterior is a truncated Gaussian. We can sample from a truncated Gaussian,N (z|µ, σ)I (a ≤ z ≤ b)
in two steps: first sample u ∼ U(Φ((a− µ)/σ),Φ((b− µ)/σ)), then set z = µ+ σΦ−1(u) [Rob95a].

The full conditional for the parameters is given by

p(w|D, z,λ) = N (wN ,VN ) (15.178)

VN = (V−10 +XTX)−1 (15.179)

wN = VN (V−10 w0 +XTz) (15.180)

For further details, see e.g., [AC93; FSF10]. It is also possible to use variational Bayes, which
tends to be much faster (see e.g., [GR06a; FDZ19]).

15.4.4 Ordinal probit regression

One advantage of the latent variable interpretation of probit regression is that it is easy to extend to
the case where the response variable is ordered in some way, such as the outputs low, medium, and
high. This is called ordinal regression. The basic idea is as follows. If there are C output values,
we introduce C + 1 thresholds γj and set

yn = j if γj−1 < zn ≤ γj (15.181)

where γ0 ≤ · · · ≤ γC . For identifiability reasons, we set γ0 = −∞, γ1 = 0 and γC =∞. For example,
if C = 2, this reduces to the standard binary probit model, whereby zn < 0 produces yn = 0 and
zn ≥ 0 produces yn = 1. If C = 3, we partition the real line into 3 intervals: (−∞, 0], (0, γ2], (γ2,∞).
We can vary the parameter γ2 to ensure the right relative amount of probability mass falls in each
interval, so as to match the empirical frequencies of each class label. See e.g., [AC93] for further
details.

Finding the MLEs for this model is a bit trickier than for binary probit regression, since we need
to optimize for w and γ, and the latter must obey an ordering constraint. See e.g., [KL09] for an
approach based on EM. It is also possible to derive a simple Gibbs sampling algorithm for this model
(see e.g., [Hof09, p216]).
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Figure 15.13: Hierarchical Bayesian discriminative models with J groups. (a) Nested formulation. (b)
Non-nested formulation, with group indicator gn ∈ {1, . . . , J}.

15.4.5 Multinomial probit models

Now consider the case where the response variable can take on C unordered categorical values,
yn ∈ {1, . . . , C}. The multinomial probit model is defined as follows:

znc = w
T
cxnc + ϵnc (15.182)

ϵ ∼ N (0,R) (15.183)
yn = argmax

c
znc (15.184)

See e.g., [DE04; GR06b; Sco09; FSF10] for more details on the model and its connection to multinomial
logistic regression.

If instead of setting yn = argmaxc zic we use ync = I (znc > 0), we get a model known as
multivariate probit, which is one way to model C correlated binary outcomes (see e.g., [TMD12]).

15.5 Multilevel (hierarchical) GLMs

Suppose we have a set of J related datasets, each of which contains a series of Nj datapoints
Dj = {(xjn,yjn) : n = 1 : Nj}. There are 3 main ways to fit models in such a setting: we could fit J
separate models, p(y|x;Dj), which might result in overfitting if some Dj are small; we could pool all
the data to get D = ∪Jj=1Dj and fit a single model, p(y|x;D), which might result in underfitting; or
we can use a hierarchical Bayesian model, also called a multilevel model or partially pooled
model, in which we assume each group has its own parameters, θj , but that these have something
in common, as modeled by a shared global prior p(θ0). (Note that each group could be a single
individual.) The overall model has the form

p(θ0:J ,D) = p(θ0)

J∏

j=1


p(θj |θ0)

Nj∏

n=1

p(yjn|xjn,θj)


 (15.185)
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See Figure 15.13a, which represents the model using nested plate notation.
It is often more convenient to represent the model as in Figure 15.13b, which eliminates the

nested plates (and hence the double indexing of variables) by associating a group indicator variable
gn ∈ {1, . . . , J}, which specifies which set of parameters to use for each datapoint. Thus the model
now has the form

p(θ0:J ,D) = p(θ0)




J∏

j=1

p(θj |θ0)



[
N∏

n=1

p(yn|xn, gn,θ)
]

(15.186)

where

p(yn|xn, gn,θ) =
J∏

j=1

p(yn|xn,θj)I(gn=j) (15.187)

If the likelihood function is a GLM, this hierarchical model is called a hierarchical GLM [LN96].
This class of models is very widely used in applied statistics. For much more details, see e.g., [GH07;
GHV20b; Gel+22].

15.5.1 Generalized linear mixed models (GLMMs)

Suppose that the prior on the per-group parameters is Gaussian, so p(θj |θ0) = N (θj |θ0,Σj). If we
have a GLM likelihood, the model becomes

p(yn|xn, gn = j,θ) = p(yn|ℓ(ηn)) (15.188)

ηn = xTnθ
j = xTn(θ

0 + ϵj) = xTnθ
0 + xTnϵ

j (15.189)

where ℓ is the link function, and ϵj ∼ N (0,Σ). This is known as a generalized linear mixed
model (GLMM) or mixed effects model. The shared (common) parameters θ0 are called fixed
effects, and the group-specific offsets ϵj are called random effects.3 We can see that the random
effects model group-specific deviations or idiosyncracies away from the shared fixed parameters.
Furthermore, we see that the random effects are correlated, which allows us to model dependencies
between the observations that would not be captured by a standard GLM.

For model fitting, we can use any of the Bayesian inference methods that we discussed in Sec-
tion 15.1.4.

15.5.2 Example: radon regression

In this section, we give an example of a hierarchical Bayesian linear regression model. We apply it to
a simplified version of the radon example from [Gel+14a, Sec 9.4].

Radon is known to be the highest cause of lung cancer in non-smokers, so reducing it where possible
is desirable. To help with this, we fit a regression model, that predicts the (log) radon level as a
function of the location of the house, as represented by a categorical feature indicating its county, and

3. Note that there are multiple definitions of the terms “fixed effects” and random effects”, as explained in this blog
post by Andrew Gelman: https://statmodeling.stat.columbia.edu/2005/01/25/why_i_dont_use/.
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Figure 15.14: A hierarchical Bayesian linear regression model for the radon problem.

a binary feature representing whether the house has a basement or not. We use a dataset consisting
of J = 85 counties in Minnesota; each county has between 2 and 80 measurements.

We assume the following likelihood:

p(yn|xn, gn = j,θ) = N (yn|αj + βjxn, σ
2
y) (15.190)

where gn ∈ {1, . . . , J} is the county for house i, and xn ∈ {0, 1} indicates if the floor is at level 0
(i.e., in the basement) or level 1 (i.e., above ground). Intuitively we expect the radon levels to be
lower in houses without basements, since they are more insulated from the earth which is the source
of the radon.

Since some counties have very few datapoints, we use a hierarchical prior in which we assume
αj ∼ N (µα, σ

2
α), and βj ∼ N (µβ , σ

2
β). We use weak priors for the parameters: µα ∼ N (0, 1),

µβ ∼ N (0, 1), σα ∼ C+(1), σβ ∼ C+(1), σy ∼ C+(1). See Figure 15.14 for the graphical model.

15.5.2.1 Posterior inference

Figure 15.15 shows the posterior marginals for µα, µβ , αj and βj . We see that µβ is close to −0.6
with high probability, which confirms our suspicion that having x = 1 (i.e., no basement) decreases
the amount of radon in the house. We also see that the distribution of the αj parameters is quite
variable, due to different base rates across the counties.

Figure 15.16 shows predictions from the hierarchical and non-hierarchical model for 3 different
counties. We see that the predictions from the hierarchical model are more consistent across counties,
and work well even if there are no examples of certain feature combinations for a given county (e.g.,
there are no houses without basements in the sample from Cass county). If we sample data from the
posterior predictive distribution, and compare it to the real data, we find that the RMSE is 0.13 for
the non-hierarchical model and 0.08 for the hierarchical model, indicating that the latter fits better.
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Figure 15.15: Posterior marginals for αj and βj for each county j in the radon model. Generated by
linreg_hierarchical_non_centered.ipynb.
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Figure 15.16: Predictions from the radon model for 3 different counties in Minnesota. Black dots are observed
datapoints. Red represents results of hierarchical (shared) prior, blue represents results of non-hierarchical
prior. Thick lines are the result of using the posterior mean, thin lines are the result of using posterior
samples. Generated by linreg_hierarchical_non_centered.ipynb.

15.5.2.2 Non-centered parameterization

One problem that frequently arises in hierarchical models is that the parameters be very correlated.
This can cause computational problems when performing inference.

Figure 15.17a gives an example where we plot p(βj , σβ |D) for some specific county j. If we believe
that σβ is large, then βc is “allowed” to vary a lot, and we get the broad distribution at the top of
the figure. However, if we believe that σβ is small, then βj is constrained to be close to the global
prior mean of µβ , so we get the narrow distribution at the bottom of the figure. This is often called
Neal’s funnel, after a paper by Radford Neal [Nea03]. It is difficult for many algorithms (especially
sampling algorithms) to explore parts of parameter space at the bottom of the funnel. This is evident
from the marginal posterior for σβ shown (as a histogram) on the right hand side of the plot: we see
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Figure 15.17: (a) Bivariate posterior p(βj , σβ |D) for the hierarchical radon model for county j = 75 using
centered parameterization. (b) Similar to (a) except we plot p(β̃j , σβ |D) for the non-centered parameterization.
Generated by linreg_hierarchical_non_centered.ipynb.

that it excludes the interval [0, 0.1], thus ruling out models in which we shrink βj all the way to 0.
In cases where a covariate has no useful predictive role, we would like to be able to induce sparsity,
so we need to overcome this problem.

A simple solution to this is to use a non-centered parameterization [PR03]. That is, we replace
βj ∼ N (µβ , σ

2
β) with βj = µβ + β̃jσβ , where β̃j ∼ N (0, 1) represents the offset from the global mean,

µβ . The correlation between β̃j and σβ is much less, as shown in Figure 15.17b. See Section 12.6.5
for more details.
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16 Deep neural networks

16.1 Introduction

The term “deep neural network” or DNN, in its modern usage, refers to any kind of differentiable
function that can be expressed as a computation graph, where the nodes are primitive operations
(like matrix mulitplication), and edges represent numeric data in the form of vectors, matrices, or
tensors. In its simplest form, this graph can be constructed as a linear series of nodes or “layers”.
The term “deep” refers to models with many such layers.

In Section 16.2 we discuss some of the basic building blocks (node types) that are used in the field.
In Section 16.3 we give examples of common architectures which are constructed from these building
blocks. In Section 6.2 we show how we can efficiently compute the gradient of functions defined on
such graphs. If the function computes the scalar loss of the model’s predictions given a training set,
we can pass this gradient to an optimization routine, such as those discussed in Chapter 6, in order
to fit the model. Fitting such models to data is called “deep learning”.

We can combine DNNs with probabilistic models in two different ways. The first is to use them
to define nonlinear functions which are used inside conditional distributions. For example, we may
construct a classifier using p(y|x,θ) = Cat(y|softmax(f(x;θ))), where f(x;θ) is a neural network
that maps inputs x and parameters θ to output logits. Or we may construct a joint probability
distribution over multiple variables using a directed graphical model (Chapter 4) where each CPD
p(xi|pa(xi)) is a DNN. This lets us construct expressive probability models.

The other way we can combine DNNs and probabilistic models is to use DNNs to approximate
the posterior distribution, i.e., we learn a function f to compute q(z|f(D;ϕ)), where z are the
hidden variables (latents and/or parameters), D are the observed variables (data), f is an inference
network, and ϕ are its parameters; for details, see Section 10.1.5. Note that in this latter, setting
the joint model p(z,D) may be a “traditional” model without any “neural” components. For example,
it could be a complex simulator. Thus the DNN is just used for computational purposes, not
statistical/modeling purposes.

More details on DNNs can be found in such books as [Zha+20a; Cho21; Gér19; GBC16; Raf22], as
well as a multitude of online courses. For a more theoretical treatment, see e.g., [Ber+21; Cal20;
Aro+21; RY21].

16.2 Building blocks of differentiable circuits

In this section we discuss some common building blocks used in constructing neural networks. We
denote the input to a block as x and the output as y.
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Figure 16.1: An artiticial “neuron”, the most basic building block of a DNN. (a) The output y is a weighted
combination of the inputs x, where the weights vector is denoted by w. (b) Alternative depiction of the
neuron’s behavior. The bias term b can be emulated by defining wN = b and XN = 1.

16.2.1 Linear layers

The most basic building block of a DNN is a single “neuron”, which corresponds to a real-valued
signal y computed by multiplying a vector-valued input signal x by a weight vector w, and then
adding a bias term b. That is,

y = f(x;θ) = wTx+ b (16.1)

where θ = (w, b) are the parameters for the function f . This is depicted in Figure 16.1. (The bias
term is omitted for clarity.)

It is common to group a set of neurons together into a layer. We can then represent the activations
of a layer with D units as a vector z ∈ RD. We can transform an input vector of activations x into
an output vector y by multiplying by a weight matrix W, an adding an offset vector or bias term b
to get

y = f(x;θ) = Wx+ b (16.2)

where θ = (W, b) are the parameters for the function f . This is called a linear layer, or fully
connected layer.

It is common to prepend the bias vector onto the first column of the weight matrix, and to append
a 1 to the vector x, so that we can write this more compactly as x = W̃Tx̃, where W̃ = [W, b] and
x̃ = [x, 1]. This allows us to ignore the bias term from our notation if we want to.

16.2.2 Nonlinearities

A stack of linear layers is equivalent to a single linear layer where we multliply together all the
weight matrices. To get more expressive power we can transform each layer by passing it elementwise
(pointwise) through a nonlinear function called an activation function. This is denoted by

y = φ(x) = [φ(x1), . . . , φ(xD)] (16.3)

See Table 16.1 for a list of some common activation functions, and Figure 16.2 for a visualization.
For more details, see e.g., [Mur22, Sec 13.2.3].
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Name Definition Range Reference
Sigmoid σ(a) = 1

1+e−a [0, 1]

Hyperbolic tangent tanh(a) = 2σ(2a)− 1 [−1, 1]
Softplus σ+(a) = log(1 + ea) [0,∞] [GBB11]
Rectified linear unit ReLU(a) = max(a, 0) [0,∞] [GBB11; KSH12a]
Leaky ReLU max(a, 0) + αmin(a, 0) [−∞,∞] [MHN13]
Exponential linear unit max(a, 0) + min(α(ea − 1), 0) [−∞,∞] [CUH16]
Swish aσ(a) [−∞,∞] [RZL17]
GELU aΦ(a) [−∞,∞] [HG16]
Sine sin(a) [−1, 1] [Sit+20]

Table 16.1: List of some popular activation functions for neural networks.

−4 −2 0 2 4
−0.5

0.0

0.5

1.0

1.5

2.0
Activation function

sigmoid
leaky-relu
elu
swish
gelu

(a)

−4 −2 0 2 4
−0.5

0.0

0.5

1.0

1.5

2.0
Gradient of activation function

sigmoid
leaky-relu
elu
swish
gelu

(b)

Figure 16.2: (a) Some popular activation functions. “ReLU” stands for “restricted linear unit”. “GELU”
stands for “Gaussian error linear unit”. (b) Plot of their gradients. Generated by activation_fun_deriv.ipynb.

16.2.3 Convolutional layers

When dealing with image data, we can apply the same weight matrix to each local patch of the
image, in order to reduce the number of parameters. If we “slide” this weight matrix over the image
and add up the results, we get a technique known as convolution; in this case the weight matrix is
often called a “kernel” or “filter”.

More precisely, let X ∈ RH×W be the input image, and W ∈ Rh×w be the kernel. The output is
denoted by Z = X⊛W, where (ignoring boundary conditions) we have the following:1

Zi,j =

h−1∑

u=0

w−1∑

v=0

xi+u,j+vwu,v (16.4)

Essentially we compare a local patch of x, of size h× w and centered at (i, j), to the filter w; the
output just measures how similar the input patch is to the filter. We can define convolution in 1d or

1. Note that, technically speaking, we are using cross correlation rather than convolution. However, these terms are
used interchangeably in deep learning.
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Figure 16.3: A 2d convolutional layer with 3 input channels and 2 output channels. The kernel has size 3× 3
and we use stride 1 with 0 padding, so the 6× 6 input gets mapped to the 4× 4 output.

3d in an analogous manner. Note that the spatial size of the outputs may be smaller than inputs,
due to boundary effects, although this can be solved by using padding. See [Mur22, Sec 14.2.1] for
more details.

We can repeat this process for multiple layers of inputs, and by using multiple filters, we can
generate multiple layers of output. In general, if we have C input channels, and we want to map it
to D output (feature) channels, then we define D kernels, each of size h×w×C, where h, w are the
height and width of the kernel. The d’th output feature map is obtained by convolving all C input
feature maps with the d’th kernel, and then adding up the results elementwise:

zi,j,d =

h−1∑

u=0

w−1∑

v=0

C−1∑

c=0

xi+u,j+v,cwu,v,c,d (16.5)

This is called a convolutional layer, and is illustrated in Figure 16.3.
The advantage of a convolutional layer compared to using a linear layer is that the weights of

the kernel are shared across locations in the input. Thus if a pattern in the input shifts locations,
the corresponding output activation will also shift. This is called shift equivariance. In some
cases, we want the output to be the same, no matter where the input pattern occurs; this is called
shift invariance, and can be obtained by using a pooling layer, which computes the maximum or
average value in each local patch of the input. (Note that pooling layers have no free (learnable)
parameters.) Other forms of invariance can also be captured by neural networks (see e.g., [CW16;
FWW21]).

16.2.4 Residual (skip) connections

If we stack a large number of nonlinear layers together, the signal may get squashed to zero or may
blow up to infinity, depending on the magnitude of the weights, and the nature of the nonlinearities.
Similar problems can plague gradients that are passed backwards through the network (see Section 6.2).
To reduce the effect of this we can add skip connections, also called residual connections, which
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NonlinConv

Figure 16.4: A residual connection around a convolutional layer.

allow the signal to skip one or more layers, which prevents it from being modified. For example,
Figure 16.4 illustrates a network that computes

y = f(x;W) = φ(conv(x;W)) + x (16.6)

Now the convolutional layer only needs to learn an offset or residual to add (or subtract) to the input
to match the desired output, rather than predicting the output directly. Such residuals are often
small in size, and hence are easier to learn using neurons with weights that are bounded (e.g., close
to 1).

16.2.5 Normalization layers

To learn an input-output mapping, it is often best if the inputs are standardized, meaning that
they have zero mean and unit standard deviation. This ensures that the required magnitude of the
weights is small, and comparable across dimensions. To ensure that the internal activations have this
property, it is common to add normalization layers.

The most common approach is to use batch normalization (BN) [IS15]. However this relies
on having access to a batch of B > 1 input examples. Various alternatives have been proposed to
overcome the need of having an input batch, such as layer normalization [BKH16], instance
normalization [UVL16], group normalization [WH18], filter response normalization [SK20],
etc. More details can be found in [Mur22, Sec 14.2.4].

16.2.6 Dropout layers

Neural networks often have millions of parameters, and thus can sometimes overfit, especially when
trained on small datasets. There are many ways to ameliorate this effect, such as applying regularizers
to the weights, or adopting a fully Bayesian approach (see Chapter 17). Another common heuristic
is known as dropout [Sri+14a], in which edges are randomly omitted each time the network is used,
as illustrated in Figure 16.5. More precisely, if wlij is the weight of the edge from node i in layer
l− 1 to node j in layer l+ 1, then we replace it with θlij = wlijϵli, where ϵli ∼ Ber(1− p), where p is
the drop probability, and 1 − p is the keep probability. Thus if we sample ϵli = 0, then all of the
weights going out of unit i in layer l − 1 into any j in layer l will be set to 0.

During training, the gradients will be zero for the weights connected to a neuron which has been
switched “off”. However, since we resample ϵlij every time the network is used, different combinations
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(a) (b)

Figure 16.5: Illustration of dropout. (a) A standard neural net with 2 hidden layers. (b) An example of a
thinned net produced by applying dropout with p = 0.5. Units that have been dropped out are marked with an
x. From Figure 1 of [Sri+14a]. Used with kind permission of Geoff Hinton.

Figure 16.6: Attention layer. (a) Mapping a single query q to a single output, given a set of keys and values.
From Figure 10.3.1 of [Zha+20a]. Used with kind permission of Aston Zhang.

of weights will be updated on each step. The result is an ensemble of networks, each with slightly
different sparse graph structures.

At test time, we usually turn the dropout noise off, so the model acts deterministically. To ensure
the weights have the same expectation at test time as they did during training (so the input activation
to the neurons is the same, on average), at test time we should use E [θlij ] = wlijE [ϵli]. For Bernoulli
noise, we have E [ϵ] = 1− p, so we should multiply the weights by the keep probability, 1− p, before
making predictions. We can, however, use dropout at test time if we wish. This is called Monte
Carlo dropout (see Section 17.3.1).

16.2.7 Attention layers

In all of the neural networks we have considered so far, the hidden activations are a linear combination
of the input activations, followed by a nonlinearity: Z = φ(XW), where X ∈ Rn×d are the hidden
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Figure 16.7: (a) Scaled dot-product attention in matrix form. (b) Multi-head attention. From Figure 2 of
[Vas+17b]. Used with kind permission of Ashish Vaswani.

feature vectors, and W ∈ Rd×dv are a fixed set of weights that are learned on a training set to
produce Z ∈ Rn×dv outputs. However, we can imagine a more flexible model in which the weights
depend on the inputs, i.e., Z = φ(XW(X)), where W(X) is a function to be defined below. This
kind of multiplicative interaction is called attention.

We can better understand attention by comparing it to non-parametric kernel based prediction
methods, such as Gaussian processes (Chapter 18). In this approach we compare the input query
x ∈ Rd to each of the training examples X = (x1, . . . ,xn) using a kernel to get a vector of similarity
scores, α = [K(x,xi)]ni=1. We then use this to retrieve a weighted combination of the corresponding
m target values yi ∈ Rdv to compute the predicted output, as follows:

ŷ =

n∑

i=1

αiyi (16.7)

See Section 18.3.7 for details.
We can make a differentiable and parametric version of this as follows (see [Tsa+19] for details).

First we replace the stored examples matrix X with a learned embedding, to create a set of stored
keys, K = XWk ∈ Rn×dk . Similarly we replace the stored output matrix Y with a learned
embedding, to create a set of stored values, V = YWv ∈ Rn×dv . Finally we embed the input to
create a query, q = Wqx ∈ Rdk . The parameters to be learned are the three embedding matrices.

Next, we replace fixed kernel function with a soft attention layer. More precisely, we define the
weighted output for query q to be

Attn(q, (k1,v1), . . . , (kn,vn)) = Attn(q, (k1:n,v1:n)) =

n∑

i=1

αi(q,k1:n)vi (16.8)

where αi(q,k1:n) is the i’th attention weight; these weights satisfy 0 ≤ αi(q,k1:n) ≤ 1 for each i
and

∑
i αi(q,k1:n) = 1.

The attention weights can be computed from an attention score function a(q,ki) ∈ R, that
computes the similarity of query q to key ki. For example, we can use (scaled) dot product
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attention, which has the form

a(q,k) = qTk/
√
dk (16.9)

(The scaling by
√
dk is to reduce the dependence of the output on the dimensionality of the vectors.)

Given the scores, we can compute the attention weights using the softmax function:

αi(q,k1:n) = softmaxi([a(q,k1), . . . , a(q,kn)]) =
exp(a(q,ki))∑n
j=1 exp(a(q,kj))

(16.10)

See Figure 16.6 for an illustration.
In some cases, we want to restrict attention to a subset of the dictionary, corresponding to valid

entries. For example, we might want to pad sequences to a fixed length (for efficient minibatching),
in which case we should “mask out” the padded locations. This is called masked attention. We can
implement this efficiently by setting the attention score for the masked entries to a large negative
number, such as −106, so that the corresponding softmax weights will be 0.

For efficiently, we usually compute all n vectors in parallel. Let the corresponding matrices of
queries, keys and values be denoted by Q ∈ Rn×dk , K ∈ Rn×dk , V ∈ Rn×dv . Let

zj =

n∑

i=1

αi(qj ,K)vi (16.11)

be the j’th output corresponding to the j’th query. We can compute all outputs Z ∈ Rn×dv in
parallel using

Z = Attn(Q,K,V) = softmax(
QKT

√
dk

)V (16.12)

where the softmax function softmax is applied row-wise. See Figure 16.7 (left) for an illustration.
To increase the flexibility of the model, we often use a multi-head attention layer, as illustrated

in Figure 16.7 (right). Let the i’th head be

hi = Attn(QWQ
i ,KWK

i ,VWV
i ) (16.13)

where WQ
i ∈ Rd×dk , WK

i ∈ Rd×dk and WV
i ∈ Rd×dv are linear projection matrices. We define the

output of the MHA layer to be

Z = MHA(Q,K,V) = Concat(h1, . . . ,hh)W
O (16.14)

where h is the number of heads, and WO ∈ Rhdv×d. Having multiple heads can increase performance
of the layer, in the event that some of the weight matrices are poorly initialized; after training, we
can often remove all but one of the heads [MLN19].

When the output of one attention layer is used as input to another, the method is called self-
attention. This is the basis of the transformer model, which we discuss in Section 16.3.5.

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



16.2. Building blocks of differentiable circuits 637

Weight Matrix 

Figure 16.8: Recurrent layer.

16.2.8 Recurrent layers

We can make the model be stateful by augmenting the input x with the current state st, and then
computing the output and the new state using some kind of function:

(y, st+1) = f(x, st) (16.15)

This is called a recurrent layer, as shown in Figure 16.8. This forms the basis of recurrent neural
networks, discussed in Section 16.3.4. In a vanilla RNN, the function f is a simple MLP, but it may
also use attention (Section 16.2.7).

16.2.9 Multiplicative layers

In this section, we discuss multiplicative layers, which are useful for combining different information
sources. Our presentation follows [Jay+20].

Suppose we have inputs x ∈ Rn and z ∈ Rm, In a linear layer (and, by extension, convolutional
layers), it is common to concatenate the inputs to get f(x, z) = W[x; z] + b, where W ∈ Rk×(m+n)

and b ∈ Rk. We can increase the expressive power of the model by using multiplicative interactions,
such as the following bilinear form:

f(x, z) = zTWx+Uz +Vx+ b (16.16)

where W ∈ Rm×n×k is a weight tensor, defined such that

(zTWx)k =
∑

ij

ziWijkxj (16.17)

That is, the k’th entry of the output is the weighted inner product of z and x, where the weight
matrix is the k’th “slice” of W. The other parameters have size U ∈ Rk×m, V ∈ Rk×n, and b ∈ Rk.

This formulation includes many interesting special cases. In particular, a hypernetwork [HDL17]
can be viewed in this way. A hypernetwork is a neural network that generates parameters for another

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



638 Chapter 16. Deep neural networks

Figure 16.9: Explicit vs implicit layers.

neural network. In particular, we replace f(x;θ) with f(x; g(z;ϕ)). If f and g are affine, this is
equivalent to a multiplicative layer. To see this, let W′ = zTW+V and b′ = Uz + b. If we define
g(z;Φ) = [W′, b′], and f(x;θ) = W′x+ b′, we recover Equation (16.16).

We can also view the gating layers used in RNNs (Section 16.3.4) as a form of multiplicative
interaction. In particular, if the hypernetwork computes the diagonal matrix W′ = σ(zTW+V) =
diag(a1, . . . , an), then we can define f(x, z;θ) = a(z)⊙x, which is the standard gating mechanism.
Attention mechanisms (Section 16.2.7) are also a form of multiplicative interaction, although they
involve three-way interactions, between query, key, and value.

Another variant arises if the hypernetwork just computes a scalar weight for each channel of a
convolutional layer, plus a bias term:

f(x, z) = a(z)⊙x+ b(z) (16.18)

This is called FiLM, which stands for “feature-wise linear modulation” [Per+18]. For a de-
tailed tutorial on the FiLM layer and its many applications, see https://distill.pub/2018/
feature-wise-transformations.

16.2.10 Implicit layers

So far we have focused on explicit layers, which specify how to transform the input to the output
using y = f(x). We can also define implicit layers, which specify the output indirectly, in terms of
a constraint function:

y ∈ argmin
y

f(x,y) such that g(x,y) = 0 (16.19)

The details on how to find a solution to this constrained optimization problem can vary depending
on the problem. For example, we may need to run an inner optimization routine, or call a differential
equation solver. The main advantage of this approach is that the inner computations do not need to
be stored explicitly, which saves a lot of memory. Furthermore, once the solution has been found, we
can propagate gradients through the whole layer, by leveraging the implicit function theorem. This
lets us use higher level primitives inside an end-to-end framework. For more details, see [GHC21]
and http://implicit-layers-tutorial.org/.

16.3 Canonical examples of neural networks

In this section, we give several “canonical” examples of neural network architectures that are widely
used for different tasks.
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Figure 16.10: A feedforward neural network with D inputs, K1 hidden units in layer 1, K2 hidden units in
layer 2, and C outputs. w(l)

jk is the weight of the connection from node j in layer l − 1 to node k in layer l.

16.3.1 Multilayer perceptrons (MLPs)

A multilayer perceptron (MLP), also called a feedforward neural network (FFNN), is one
of the simplest kinds of neural networks. It consists of a series of L linear layers, combined with
elementwise nonlinearities:

f(x;θ) = WLφL(WL−1φL−1(· · ·φ1(W1x) · · · )) (16.20)

For example, Figure 16.10 shows an MLP with 1 input layer of D units, 2 hidden layers of K1 and
K2 units, and 1 output layer with C units. The k’th hidden unit in layer l is given by

h
(l)
k = φl


b(l)k +

Kl−1∑

j=1

w
(l)
jkh

(l−1)
j


 (16.21)

where φl is the nonlinear activation function at layer l.
For a classification problem, the final nonlinearity is usually the softmax function. However, it is

also common for the final layer to have linear activations, in which case the outputs are interpreted
as logits; the loss function used during training then converts to (log) probabilities internally.

We can also use MLPs for regression. Figure 16.11 shows how we can make a model for het-
eroskedastic nonlinear regression. (The term “heteroskedastic” just means that the predicted output
variance is input-dependent, rather than a constant.) This function has two outputs which compute
fµ(x) = E [y|x,θ] and fσ(x) =

√
V [y|x,θ]. We can share most of the layers (and hence parameters)

between these two functions by using a common “backbone” and two output “heads”, as shown in
Figure 16.11. For the µ head, we use a linear activation, φ(a) = a. For the σ head, we use a softplus
activation, φ(a) = σ+(a) = log(1 + ea). If we use linear heads and a nonlinear backbone, the overall
model is given by

p(y|x,θ) = N
(
y|wT

µf(x;wshared), σ+(w
T
σf(x;wshared))

)
(16.22)
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y

σ

µx

Figure 16.11: Illustration of an MLP with a shared “backbone” and two output “heads”, one for predicting
the mean and one for predicting the variance. From https: // brendanhasz. github. io/ 2019/ 07/ 23/
bayesian-density-net. html . Used with kind permission of Brendan Hasz.

Figure 16.12: One of the first CNNs ever created, for classifying MNIST images. From Figure 3 of [LeC+89].
For a “modern” implementation, see lecun1989.ipynb.

16.3.2 Convolutional neural networks (CNNs)

A vanilla convolutional neural network or CNN consists of a series of convolutional layers,
pooling layers, linear layers, and nonlinearities. See Figure 16.12 for an example. More sophisticated
architectures, such as the ResNet model [He+16a; He+16b], add skip (residual) connections,
normalization layers, etc. The ConvNeXt model of [Liu+22b] is considered the current (as of
February 2022) state of the art CNN architecture for a wide variety of vision tasks. See e.g., [Mur22,
Ch.14] for more details on CNNs.
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Figure 16.13: Illustration of an autoencoder with 3 hidden layers.

(a)

(b) (c)

Figure 16.14: (a) Some MNIST digits. (b) Reconstruction of these images using a convolutional autoencoder.
(c) t-SNE visualization of the 20-d embeddings. The colors correspond to class labels, which were not used
during training. Generated by ae_mnist_conv_jax.ipynb.

16.3.3 Autoencoders

An autoencoder is a neural network that maps inputs x to a low-dimensional latent space using an
encoder, z = fe(x), and then attempts to reconstruct the inputs using a decoder, x̂ = fd(z). The
model is trained to minimize

L(θ) = ||r(x)− x||22 (16.23)

where r(x) = fd(fe(x)). (We can also replace squared error with more general conditional log
likelihoods.) See Figure 16.13 for an illustration of a 3 layer AE.

For image data, we can make the encoder be a convolutional network, and the decoder be a
transpose convolutional network. We can use this to compute low dimensional embeddings of image
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Figure 16.15: Illustration of a recurrent neural network (RNN). (a) With self-loop. (b) Unrolled in time.

data. For example, suppose we fit such a model to some MNIST digits. We show the reconstruction
abilities of such a model in Figure 16.14b. In Figure 16.14c, we show a 2d visualization of the
20-dimensional embedding space computed using t-SNE. The colors correspond to class labels, which
were not used during training. We see fairly good separation, showing that images which are visually
similar are placed close to each other in the embedding space, as desired. (See also Section 21.2.3,
where we compare AEs with variational AEs.)

16.3.4 Recurrent neural networks (RNNs)

A recurrent neural network (RNN) is a network with a recurrent layer, as in Equation (16.15).
This is illustrated in Figure 16.15. Formally this defines the following probability distribution over
sequences:

p(y1:T ) =
∑

h1:T

p(y1:T ,h1:T ) =
∑

h1:T

I (h1 = h∗1) p(y1|h1)

T∏

t=2

p(yt|ht)I (ht = f(ht−1,yt−1)) (16.24)

where ht is the deterministic hidden state, computed from the last hidden state and last output
using f(ht−1,yt−1). (At training time, yt−1 is observed, but at prediction time, it is generated.)

In a vanilla RNN, the function f is a simple MLP. However, we can also use attention to selectively
update parts of the state vector based on similarity between the input the previous state, as in the
GRU (gated recurrent unit) model, and the LSTM (long short term memory) model. We can also
make the model into a conditional sequence model, by feeding in extra inputs to the f function. See
e.g., [Mur22, Ch. 15] for more details on RNNs.

16.3.5 Transformers

Consider the problem of classifying each word in a sentence, for example with its part of speech tag
(noun, verb, etc). That is, we want to learn a mapping f : X → Y, where X = VT is the set of
input sequences defined over (word) vocabulary V, T is the length of the sentence, and Y = T T is
the set of output sequences, defined over (tag) vocabulary T . To do well at this task, we need to
learn a contextual embedding of each word. RNNs process one token at a time, so the embedding of
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This is a sentence RNN

This is another sentence Transf.

Translation?
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Next word?
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Figure 16.16: Visualizing the difference between an RNN and a transformer. From [Jos20]. Used with kind
permission of Chaitanya Joshi.

the word at location t, zt, depends on the hidden state of the network, st, which may be a lossy
summary of all the previously seen words. We can create bidirectional RNNs so that future words
can also affect the embedding of zt, but this dependence is still mediated via the hidden state. An
alternative approach is to compute zt as a direct function of all the other words in the sentence,
by using the attention operator discussed in Section 16.2.7 rather than using hidden state. This is
called an (encoder-only) transformer, and is used by models such as BERT [Dev+19]. This idea is
sketched in Figure 16.16.

It is also possible to create a decoder-only transformer, in which each output yt only attends to all
the previously generated outputs, y1:t−1. This can be implemented using masked attention, and is
useful for generative language models, such as GPT (see Section 22.4.1). We can combine the encoder
and decoder to create a conditional sequence-to-sequence model, p(y1:Ty |x1:Tx), as proposed in the
original transformer paper [Vas+17c]. See Supplementary Section 16.1.1 and [PH22] for more details.

It has been found that large transformers are very flexible sequence-to-sequence function approx-
imators, if trained on enough data (see e.g., [Lin+21a] for a review in the context of NLP, and
[Kha+21; Han+20; Zan21] for reviews in the context of computer vision). The reasons why they
work so well are still not very clear. However, some initial insights can be found in, e.g., [Rag+21;
WGY21; Nel21; BP21]. See also Supplementary Section 16.1.2.5 where we discuss the connection
with graph neural networks, and [Tur23] for a more general discussion.

16.3.6 Graph neural networks (GNNs)

It is possible to define neural networks for working with graph-structured data. These are called
graph neural networks or GNNs. See Supplementary Section 16.1.2 for details.
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17 Bayesian neural networks

This chapter is coauthored with Andrew Wilson.

17.1 Introduction

Deep neural networks (DNNs) are usually trained using a (penalized) maximum likelihood objective
to find a single setting of parameters. However, large flexible models like neural networks can
represent many functions, corresponding to different parameter settings, which fit the training data
well, yet generalize in different ways. (This phenomenon is known as underspecification (see e.g.,
[D’A+20]; see Figure 17.11 for an illustration.) Considering all of these different models together
can lead to improved accuracy and uncertainty representation. This can be done by computing the
posterior predictive distribution using Bayesian model averaging:

p(y|x,D) =
∫
p(y|x,θ)p(θ|D)dθ (17.1)

where p(θ|D) ∝ p(θ)p(D|θ).
The main challenges in applying Bayesian inference to DNNs are specifying suitable priors, and

efficiently computing the posterior, which is challenging due to the large number of parameters and
the large datasets. The application of Bayesian inference to DNNs is sometimes called Bayesian
deep learning or BDL. By contrast, the term deep Bayesian learning or DBL refers to the
use of deep models to help speed up Bayesian inference of “classical” models, usually by training
amortized inference networks that can be used as part of a variational inference or importance
sampling algorithm, as discussed in Section 10.1.5.) For more details on the topic of BDL, see e.g.,
[PS17; Wil20; WI20; Jos+22; Kha20].

17.2 Priors for BNNs

To perform Bayesian inference for the parameters of a DNN, we need to specify a prior p(θ). [Nal18;
WI20; For22] discusses the issue of prior selection at length. Here we just give a brief summary of
common approaches.
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17.2.1 Gaussian priors

Consider an MLP with one hidden layer with activation function φ and a linear output:

f(x;θ) = W2φ(W1x+ b1) + b2 (17.2)

(If the output is nonlinear, such as a softmax transform, we can fold it into the loss function during
training.) If we have two hidden layers this becomes

f(x;θ) = W3 (φ (W2φ(W1x+ b1) + b2)) + b3 (17.3)

In general, with L− 1 hidden layers and a linear output, we have

f(x;θ) = WL (· · ·φ(W1x+ b1)) + bL (17.4)

We need to specify the priors for Wl and bl for l = 1 : L. The most common choice is to use a
factored Gaussian prior:

Wℓ ∼ N (0, α2
ℓI), bℓ ∼ N (0, β2

ℓ I) (17.5)

The Xavier initialization or Glorot initialization, named after the first author of [GB10], is to
set

α2
ℓ =

2

nin + nout
(17.6)

where nin is the fan-in of a node in level ℓ (number of weights coming into a neuron), and nout is
the fan-out (number of weights going out of a neuron). LeCun initialization, named after Yann
LeCun, corresponds to using

α2
ℓ =

1

nin
(17.7)

We can get a better understanding of these priors by considering the effect they have on the
corresponding distribution over functions that they define. To help understand this correspondence,
let us reparameterize the model as follows:

Wℓ = αℓηℓ, ηℓ ∼ N (0, I), bℓ = βℓϵℓ, ϵℓ ∼ N (0, I) (17.8)

Hence every setting of the prior hyperparameters specifies the following random function:

f(x;α,β) = αLηL(· · ·φ(α1η1x+ β1ϵ1)) + βLϵL (17.9)

To get a feeling for the effect of these hyperparameters, we can sample MLP parameters from this
prior and plot the resulting random functions. We use a sigmoid nonlinearity, so φ(a) = σ(a). We
consider L = 2 layers, so W1 are the input-to-hidden weights, and W2 are the hidden-to-output
weights. We assume the input and output are scalars, so we are generating random nonlinear 1d
mappings f : R→ R.

Figure 17.1(a) shows some sampled functions where α1 = 5, β1 = 1, α2 = 1, β2 = 1. In
Figure 17.1(b) we increase α1; this allows the first layer weights to get bigger, making the sigmoid-like
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Figure 17.1: The effects of changing the hyperparameters on an MLP with one hidden layer. (a) Random
functions sampled from a Gaussian prior with hyperparameters α1 = 5, β1 = 1, α2 = 1, β2 = 1. (b) Increasing
α1 by a factor of 5. (c) Increasing β1 by a factor of 5. (d) Inreasing α2 by a factor of 5. Generated by
mlp_priors_demo.ipynb.

shape of the functions steeper. In Figure 17.1(c), we increase β1; this allows the first layer biases to
get bigger, which allows the center of the sigmoid to shift left and right more, away from the origin.
In Figure 17.1(d), we increase α2; this allows the second layer linear weights to get bigger, making
the functions more “wiggly” (greater sensitivity to change in the input, and hence larger dynamic
range).

The above results are specific to the case of sigmoidal activation functions. ReLU units can behave
differently. For example, [WI20, App. E] show that for MLPs with ReLU units, if we set βℓ = 0, so
the bias terms are all zero, the effect of changing αℓ is just to rescale the output. To see this, note
that Equation (17.9) simplifies to

f(x;α,β = 0) = αLηL(· · ·φ(α1η1x)) = αL · · ·α1ηL(· · ·φ(η1x)) (17.10)
= αL · · ·α1f(x; (α = 1,β = 0)) (17.11)

where we used the fact that for ReLU, φ(αz) = αφ(z) for any positive α, and φ(αz) = 0 for any
negative α (since the preactivation z ≥ 0). In general, it is the ratio of α and β that matters for
determining what happens to input signals as they propagate forwards and backwards through a
randomly initialized model; for details, see e.g., [Bah+20].

We see that initializing the model’s parameters at a particular random value is like sampling a
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point from this prior over functions. In the limit of infinitely wide neural networks, we can derive
this prior distribution analytically: this is known as a neural network Gaussian process, and is
explained in Section 18.7.

17.2.2 Sparsity-promoting priors

Although Gaussian priors are simple and widely used, they are not the only option. For some
applications, it is useful to use sparsity promoting priors, such as the Laplace, which encourage
most of the weights (or channels in a CNN) to be zero (cf. Section 15.2.6). For details, see [Hoe+21].

17.2.3 Learning the prior

We have seen how different priors for the parameters correspond to different priors over functions.
We could in principle set the hyperparameters (e.g., the α and β parameters of the Gaussian prior)
using grid search to optimize cross-validation loss. However, cross-validation can be slow, particularly
if we allow different priors for each layer of the network, as our grid search will grow exponentially
with the number of hyperparameters we wish to determine.

An alternative is to use gradient based methods to optimize the marginal likelihood

log p(D|α,β) =
∫

log p(D|θ)p(θ|α,β)dθ (17.12)

This approach is known as empirical Bayes (Section 3.7) or evidence maximization, since
log p(D|α,β) is also called the evidence [Mac92a; WS93; Mac99]. This can give rise to sparse
models, as we discussed in the context of automatic relevancy determination (Section 15.2.8). Unfor-
tunately, computing the marginal likelihood is computationally difficult for large neural networks.

Learning the prior is more meaningful if we can do it on a separate, but related dataset. In
[SZ+22] they propose to train a model on an initial, large dataset D1 (possibly unsupervised) to
get a point estimate, θ̂1, from which they can derive an approximate low-rank Gaussian posterior,
using the SWAG method (Section 17.3.8). They then use this informative prior when fine-tuning
the model on a downstream dataset D2. The fine-tuning can either be a MAP estimate θ̂2 or some
approximate posterior, p(θ2|D2,D1), e.g., computed using MCMC (Section 17.3.7). They call this
technique “Bayesian transfer learning”. (See Section 19.5.1 for more details on transfer learning.)

17.2.4 Priors in function space

Typically, the relationship between the prior distribution over parameters and the functions preferred
by the prior is not transparent. In some cases, it can be possible to pick more informative priors
based on principles such as desired invariances that we want the function to satisfy (see e.g., [Nal18]).
[FBW21] introduces residual pathway priors, providing a mechanism for encoding high level concepts
into prior distributions, such as locality, independencies, and symmetries, without constraining model
flexibility. A different approach to encoding interpretable priors over functions leverages kernel
methods such as Gaussian processes (e.g., [Sun+19a]), as we discuss in Section 18.1.
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17.2.5 Architectural priors

Beyond specifying the parametric prior, it is important to note that the architecture of the model
can have an even larger effect on the induced distribution over functions, as argued in Wilson and
Izmailov [WI20] and Izmailov et al. [Izm+21b]. For example, a CNN architecture encodes prior
knowledge about translation equivariance, due to its use of convolution, and hierarchical structure,
due to its use of multiple layers. Other forms of inductive bias are induced by different architectures,
such as RNNs. (Models such as transformers have weaker inductive bias, but consequently often
need more data to perform well.) Thus we can think of the field of neural architecture search
(reviewed in [EMH19]) as a form of structural prior learning.

In fact, with a suitable architecture, we can often get good results using random (untrained) models.
For example, Ulyanov, Vedaldi, and Lempitsky [UVL18] showed that an untrained CNN with random
parameters (sampled from a Gaussian) often works very well for low-level image processing tasks,
such as image denoising, super-resolution, and image inpainting. The resulting prior over functions
has been called the deep image prior. Similarly, Pinto and Cox [PC12] showed that untrained
CNNs with the right structure can do well at face recognition. Moreover, Zhang et al. [Zha+17]
show that randomly initialized CNNs can process data to provide features that greatly improve the
performance of other models, such as kernel methods.

17.3 Posteriors for BNNs

There are a large number of different approximate inference schemes that have been applied to
Bayesian neural networks, with different strengths and limitations. In the sections below, we briefly
describe some of these.

17.3.1 Monte Carlo dropout

Monte Carlo dropout (MCD) [GG16; KG17] is a very simple and widely used method for
approximating the Bayesian predictive distribution. Usually stochastic dropout layers are added as a
form of regularization, and are “turned off” at test time, as described in Section 16.2.6, However, the
idea in MCD is to also perform random sampling at test time. More precisely, we drop out each
hidden unit by sampling from a Bernoulli(p) distribution; we repeat this procedure S times, to create
S distinct models. We then create an equally weighted average of the predictive distributions for
each of these models:

p(y|x,D) ≈ 1

S

S∑

s=1

p(y|x,θs) (17.13)

where θs is a version of the MAP parameter estimate where we randomly drop out some connections.
We give an example of this process in action in Figure 17.2. We see that it succesfully captures

uncertainty due to “out of distribution” inputs. (See Section 19.3.2 for more discussion of OOD
detection.)

One drawback of MCD is that it is slow at test time. However this can be overcome by “distilling”
the model’s predictions into a deterministic “student” network, as we discuss in Section 17.3.10.3.

A more fundamental problem is that MCD does not give proper uncertainty estimates, as argued in
[Osb16; LF+21]. The problem is the following. Although MCD can be viewed as a form of variational
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Figure 17.2: Illustration of MC dropout applied to the LeNet architecture. The inputs are some rotated images
of the digit 1 from the MNIST dataset. (a) Softmax inputs (logits). (b) Softmax outputs (proabilities). We see
that the inputs are classified as digit 7 for the last three images (as shown by the probabilities), even though
the model has high uncertainty (as shown by the logits). Adapted from Figure 4 of [GG16]. Generated by
mnist_classification_mc_dropout.ipynb

inference [GG16], this is only true under a degenerate posterior approximation, corresponding to a
mixture of two delta functions, one at 0 (for dropped out nodes) and one at the MLE. This posterior
will not converge to the true posterior (which is a delta function at the MLE) even as the training
set size goes to infinity, since we are always dropping out hidden nodes with a constant probability p
[Osb16]. Fortunately this pathology can be fixed if the noise rate is optimized [GHK17]. For more
details, see e.g., [HGMG18; NHLS19; LF+21].

17.3.2 Laplace approximation

In Section 7.4.3, we introduced the Laplace approximation, which computes a Gaussian approximation
to the posterior, p(θ|D), centered at the MAP estimate, θ∗. The posterior prediction matrix is equal
to the Hessian of the negative log joint computed at the mode. The benefits of this approach are
that it is simple, and it can be used to derive a Bayesian estimate from a pretrained model. The
main disadvantage is that computing the Hessian can be expensive. In addition, it may not be
positive definite, since the log likelihood of DNNs is non-convex. It is therefore common to use a
Gauss-newton approximation to the Hessian instead, as we explain below.

Following the notation of [Dax+21], let f(xn,θ) ∈ RC be the prediction function with C outputs,
and θ ∈ RP be the parameter vector. Let r(y;f) = ∇f log p(y|f) be the residual1, and Λ(y;f) =
−∇2

f log p(y|f) be the per-input noise term. In addition, let J ∈ RC×P be the Jacobian, [Jθ(x)]ci =
∂fc(x,θ)
∂θi

, and H ∈ RC×P×P be the Hessian, [Hθ(x)]cij =
∂2fc(x,θ)
∂θi∂θj

. Then the gradient and Hessian

1. In the Gaussian case, this term becomes ∇f ||y − f ||2 = 2||y − f ||, so it can be interpreted as a residual error.
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of the log likelihood are given by the following [IKB21]:

∇θ log p(y|f(x,θ)) = Jθ(x)
Tr(y;f) (17.14)

∇2
θ log p(y|f(x,θ)) = Hθ(x)

Tr(y;f)− Jθ(x)
TΛ(y;f)Jθ(θ) (17.15)

Since the network Hessian H is usually intractable to compute, it is usually dropped, leaving only
the Jacobian term. This is called the generalized Gauss-Newton or GGN approximation [Sch02;
Mar20]. The GGN approximation is guaranteed to be positive definite. By contrast, this is not
true for the original Hessian in Equation (17.15), since the objective is not convex. Furthermore,
computing the Jacobian term is cheaper to compute than the Hessian.

Putting it all together, for a Gaussian prior, p(θ) = N (θ|m0,S0), the Laplace approximation
becomes p(θ|D) ≈ (N|θ∗,ΣGGN), where

Σ−1GGN =

N∑

n=1

Jθ∗(xn)
TΛ(yn;fn)Jθ∗(xn) + S−10 (17.16)

Unfortunately inverting this matrix takes O(P 3) time, so for models with many parameters, further
approximations are usually used. The simplest is to use a diagonal approximation, which takes O(P )
time and space. A more sophisticated approach is presented in [RBB18a], which leverages the KFAC
(Kronecker factored curvature) approximation of [MG15]. This approximates the covariance of each
layer using a Kronecker product.

A limitation of the Laplace approximation is that the posterior covariance is derived from the
Hessian evaluated at the MAP parameters. This means Laplace forms a highly local approximation:
even if the non-Gaussian posterior could be well-described by a Gaussian distribution, the Gaussian
distribution formed using Laplace only captures the local characteristics of the posterior at the
MAP parameters — and may therefore suffer badly from local optima, providing overly compact
or diffuse representations. In addition, the curvature information is only used after the model has
been estimated, and not during the model optimization process. By contrast, variational inference
(Section 17.3.3) can provide more accurate approximations for comparable cost.

17.3.3 Variational inference

In fixed-form variational inference (Section 10.2), we choose a distribution for the posterior approxi-
mation qψ(θ)and minimize DKL (q ∥ p), with respect to ψ. We often choose a Gaussian approximate
posterior, qψ(θ) = N (θ|µ,Σ), which lets us use the reparameterization trick to create a low variance
estimator of the gradient of the ELBO (see Section 10.2.1). Despite the use of a Gaussian, the
parameters that minimize the KL objective are often different what we would find with the Laplace
approximation (Section 17.3.2).

Variational methods for neural networks date back to at least Hinton and Camp [HC93]. In deep
learning, [Gra11] revisited variational methods, using a Gaussian approximation with a diagonal
covariance matrix. This approximates the distribution of every parameter in the model by a univariate
Gaussian, where the mean is the point estimate, and the variance captures the uncertainty, as shown in
Figure 17.3. This approach was improved further in [Blu+15], who used the reparameterization trick
to compute lower variance estimates of the ELBO; they called their method Bayes by backprop
(BBB). This is essentially identical to the SVI algorithm in Algorithm 10.2, except the likelihood
becomes p(yn|xn,θ) from the DNN, and the prior pξ(θ) and variational posterior qψ(θ) are Gaussians.
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Figure 17.3: Illustration of an MLP with (left) a point estimate for each weight, (right) a marginal distribution
for each weight, corresponding to a fully factored posterior approximation.

Many extensions of the BBB have been proposed. In [KSW15], they propise the local repa-
rameterization trick, that samples the activations a = Wz at each layer, instead of the weights
W, which results in a lower variance estimate of the ELBO gradient. In [Osa+19a], they used
the variational online Gauss-Newton (VOGN) method of [Kha+18], for improved scalability.
VOGN is a noisy version of natural gradient descent, where the extra noise emulates the effect
of variational inference. In [Mis+18], they replaced the diagonal approximation with a low-rank
plus diagonal approximation, and used VOGN for fitting. In [Tra+20b], they use a rank-one plus
diagonal approximation known as NAGVAC (see Section 10.2.1.3). In this case, there are only 3
times as many parameters as when computing a point estimate (for the variational mean, variance,
and rank-one vector), making the approach very scalable. In addition, in this case it is possible to
analytically compute the natural gradient, which speeds up model fitting (see Section 6.4). Many
other variational methods have also been proposed (see e.g., [LW16; Zha+18; Wu+19a; HHK19]).
See also Section 17.5.4 for a discussion of online VI for DNNs.

17.3.4 Expectation propagation

Expectation propagation (EP) is similar to variational inference, except it locally optimizes DKL (p ∥ q)
instead of DKL (q ∥ p), where p is the exact posterior and q is the approximate posterior. For details,
see Section 10.7.

A special case of EP is the assumed density filtering (ADF) algorithm of Section 8.6, which is
equivalent to the first pass of ADF. In Section 8.6.3 we show how to apply ADF to online logistic
regression. In [HLA15a], they extend ADF to the case of BNNs; they called their method probabilistic
backpropagation or PBP. They approximate every parameter in the model by a Gaussian factor, as
in Figure 17.3. See Section 17.5.3 for the details.

17.3.5 Last layer methods

A very simple approximation to the posterior is to only “be Bayesian” about the weights in the final
layer, and to use MAP estimates for all the other parameters. This is called the neural-linear
approximation [RTS18]. In more detail, let z = f(x,θ) be the predicted outputs (e.g., logits) of
the model before any optional final nonlinearity. We assume this has the form z = wT

Lϕ(x;θ),
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where ϕ(x) are the features extracted by the first L − 1 layers. This gives us a Bayesian GLM.
We can use standard techniques, such as the Laplace approximation (Section 15.3.5), to compute
p(wL|D) = N (µL,ΣL), given ϕ(). To estimate the parameters of the feature extractor, we can
optimize the log-likelihood in the usual way. Given the posterior over the last layer weights, we can
compute the posterior predictive distribution over the logits using

p(z|x,D) = N (z|µLϕ(x),ϕ(x)ΣLϕ(x)
T) (17.17)

This can be passed through the final softmax layer to compute p(y|x,D) as described in Section 15.3.6.
In [KHH20] they show this can reduce overconfidence in predictions for inputs that are far from the

training data. However, this approach ignores uncertainty introduced by the earlier feature extraction
layers, where most of the parameters reside. We discuss a solution to this in Section 17.3.6.

17.3.6 SNGP

It is possible to combine DNNs with Gaussian process (GP) models (Chapter 18), by using the DNN
to act as a feature extractor, which is then fed into the kernel in the final layer. This is called “deep
kernel learning” (see Section 18.6.6).

One problem with this is that the feature extractor may lose information which is not needed for
classification accuracy, but which is needed for robust performance on out-of-distribution inputs (see
Section 17.4.6.2). The basic problem is that, in a classification problem, there is no reduction in
training accuracy (log likelihood) if points which are far away are projected close together, as long as
they are on the correct side of the decision boundary. Thus the distances between two inputs can be
erased by the feature extraction layers, so that OOD inputs appear to the final layer to be close to
the training set.

One solution to this is to use the SNGP (spectrally normalized Gaussian process) method of
[Liu+20d; Liu+22a]. This constrains the feature extraction layers to be “distance preserving”, so
that two inputs that are far apart in input space remain far apart after many layers of feature
extraction, by using spectral normalization of the weights to bound the Lipschitz constant of the
feature extractor. The overall approach ensures that information that is relevant for computing the
confidence of a prediction, but which might be irrelevant to computing the label of a prediction, is
not lost. This can help performance in tasks such as out-of-distribution detection (Section 17.4.6.2).

17.3.7 MCMC methods

Some of the earliest work on inference for BNNs was done by Radford Neal, who proposed to use
Hamiltonian Monte Carlo (Section 12.5) to approximate the posterior [Nea96]. This is generally
considered the gold standard method, since it does not make strong assumptions about the form of
the posterior. For more recent work on scaling up HMC for BNNs, see e.g., [Izm+21b; CJ21].

We give a simple example of vanilla HMC in Figure 17.4, where we fit a shallow MLP to a small
2d binary dataset. We plot the mean and standard deviation of the posterior predictive distribution,
p(y = 1|x;D). We see that the uncertainty is higher as we move away from the training data.
(Compare to Bayesian logistic regression in 1d in Figure 15.8a.)

However, a significant limitation of standard MCMC procedures, including HMC, is that they
require access to the full training set at each step. Stochastic gradient MCMC methods, such as
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Figure 17.4: Illustration of an MLP fit to the two-moons dataset using HMC. (a) Posterior mean. (b)
Posterior standard derivation. The uncertainty increases as we move away from the training data. Generated
by bnn_mlp_2d_hmc.ipynb.

SGLD, operate instead using mini-batches of data, offering a scalable alternative, as we discuss in
Section 12.7.1. For an example of SGLD applied to an MLP, see Section 19.3.3.1.

17.3.8 Methods based on the SGD trajectory

In [MHB17; SL18; CS18], it was shown that, under some assumptions, the iterates produced by
stochastic gradient descent (SGD), when run at a fixed learning rate, correspond to samples from
a Gaussian approximation to the posterior centered at a local mode, p(θ|D) ≈ N (θ|θ̂,Σ). We can
therefore use SGD to generate approximate posterior samples. This is similar to SG-MCMC methods,
except we do not add explicit gradient noise, and the learning rate is held constant.

In [Izm+18], they noted that these SGD solutions (with fixed learning rate) surround the periphery
of points of good generalization, as shown in Figure 17.5. This is in part because SGD does not
converge to a local optimum unless the learning rate is annealed to 0. They therefore proposed to
compute the average of several SGD samples, each one collected after a certain interval (e.g., one
epoch of training), to get θ = 1

S

∑S
s=1 θs. They call this stochastic weight averaging (SWA).

They showed that the resulting point tends to correspond to a broader local minimum than the SGD
solutions (see Figure 17.10), resulting in better generalization performance.

The SWA approach is related to Polyak-Ruppert averaging, which is often used in convex optimiza-
tion. The difference is that Polyak-Ruppert typically assumes the learning rate decays to zero, and
uses an exponential moving average (EMA) of iterates, rather than an equal average; Polyak-Ruppert
averaging is mainly used to reduce variance in the SGD estimate, rather than as a method to find
points of better generalization.

The SWA approach is also related to snapshot ensembles [Hua+17a], and fast geometric
ensembles [Gar+18c]; these methods save the parameters θs after increasing and decreasing the
learning rate multiple times in a cyclical fashion, and then computing the average of the predictions
using p(y|x,D) ≈ 1

S

∑S
s=1 p(y|x,θs), rather than computing the average of the parameters and
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Figure 17.5: Illustration of stochastic weight averaging (SWA). The three crosses represent different SGD
solutions. The star in the middle is the average of these parameter values. From Figure 1 of [Izm+18]. Used
with kind permission of Andrew Wilson.

predicting with a single model (which is faster). Moreover, by finding a flat region, representing a
“center or mass” in the posterior, SWA can be seen as approximating the Bayesian model average in
Equation 17.1 with a single model.

In [Mad+19], they proposed to fit a Gaussian distribution to the set of samples produced by SGD
near a local mode. They use the SWA solution as the mean of the Gaussian. For the covariance
matrix, they use a low-rank plus diagonal approximation of the form p(θ|D) = N (θ|θ,Σ), where
Σ = (Σdiag +Σlr)/2, Σdiag = diag(θ2 − (θ)2), θ = 1

S

∑S
s=1 θs, θ2 = 1

S

∑S
s=1 θ

2
s , and Σlr =

1
S∆∆T

is the sample covariance matrix of the last K samples of ∆i = (θi − θi), where θi is the running
average of the parameters from the first i samples. They call this method SWAG, which stands for
“stochastic weight averaging with Gaussian posterior”. This can be used to generate an arbitrary
number of posterior samples at prediction time. They show that SWAG scales to large residual
networks with millions of parameters, and large datasets such as ImageNet, with improved accuracy
and calibration over conventional SGD training, and no additional training overhead.

17.3.9 Deep ensembles

Many conventional approximate inference methods focus on approximating the posterior p(θ|D) in a
local neighborhood around one of the posterior modes. While this is often not a major limitation in
classical machine learning, modern deep neural networks have highly multi-modal posteriors, with
parameters in different modes giving rise to very different functions. On the other hand, the functions
in a neighborhood of a single mode may make fairly similar predictions. So using such a local
approximation to compute the posterior predictive will underestimate uncertainty and generalize
more poorly.

A simple alternative method is to train multiple models, and then to approximate the posterior
using an equally weighted mixture of delta functions,

p(θ|D) ≈ 1

M

M∑

m=1

δ(θ − θ̂m) (17.18)

where M is the number of models, and θ̂m is the MAP estimate for model m. See Figure 17.6 for a
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Figure 17.6: Cartoon illustration of the NLL as it varies across the parameter space. Subspace methods
(red) model the local neighborhood around a local mode, whereas ensemble methods (blue) approximate the
posterior using a set of distinct modes. From Figure 1 of [FHL19]. Used with kind permission of Balaji
Lakshminarayanan.

sketch. This approach is called deep ensembles [LPB17; FHL19].
The models can differ in terms of their random seed used for initialization [LPB17], or hyper-

parameters [Wen+20c], or architecture [Zai+20], or all of the above. In addition, [DF21; TB22]
discusses how to add an explicit repulsive term to ensure functional diversity between the ensemble
members. This way, each member corresponds to a distinct prediction function. Combining these is
more effective than combining multiple samples from the same basin of attraction, especially in the
presence of dataset shift [Ova+19].

17.3.9.1 Multi-SWAG

We can further improve on this approach by fitting a Gaussian to each local mode using the SWAG
method from Section 17.3.8 to get a mixture of Gaussians approximation:

p(θ|D) ≈ 1

M

M∑

m=1

N (θ|θ̂m,Σm) (17.19)

This approach is known as MultiSWAG [WI20]. MultiSWAG performs a Bayesian model average
both across multiple basins of attraction, like deep ensembles, but also within each basin, and provides
an easy way to generate an arbitrary number of posterior samples, S > M , in an any-time fashion.

17.3.9.2 Deep ensembles with random priors

The standard way to fit each member of a deep ensemble is to initialize them each with a different
random set of parameters, but them to train them all on the same data. Unfortunately this can
result in the predictions from each ensemble member being rather similar, which reduces the benefit
of the approach. One way to increase diversity is to train each member on a different subset of the
data; this is called bootstrap sampling. Another approach is to define the i’th ensemble member
gi(x) to be the addition of a trainable model ti(x) and a fixed, but random, prior network, pi(x),
to get

gi(x;θi) = ti(x;θi) + βpi(x) (17.20)
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Figure 17.7: Deep ensemble with random priors. (a) Individual predictions from each member. Blue is the
fixed random prior function, orange is the trainable function, green is the combination of the two. (b) Overall
prediction from the ensemble, for increasingly large values of β. On the left we show (in red) the posterior
mean and pointwise standard deviation, and on the right we show samples from the posterior. As β increases,
we trust the random priors more, and pay less attention to the data, thus getting a more diffuse posterior.
Generated by randomized_priors.ipynb.

where β ≥ 0 controls the amount of data-independent variation between the members. The trainable
network learns to model the residual error between the true output and the value predicted by the
prior. This is called a random prior deep ensemble [OAC18]. See Figure 17.7 for an illustration.

17.3.9.3 Deep ensembles as approximate Bayesian inference

The posterior predictive distribution for a Bayesian neural network cannot be expressed in closed
form. Therefore all Bayesian inference approaches in deep learning are approximate. In this context,
all approximate inference procedures fall onto a spectrum, representing how closely they approximate
the true posterior predictive distribution. Deep ensembles can provide better approximations to a
Bayesian model average than a single basin marginalization approach, because point masses from
different basins of attraction represent greater functional diversity than standard Bayesian approaches
which sample within a single basin.

17.3.9.4 Deep ensembles vs classical ensembles

Note that deep ensembles are slightly different from classical ensemble methods (see e.g., [Die00]),
such as bagging and random forests, which obtain diversity of their predictors by training them on
different subsets of the data (created using bootstrap resampling), or on different features. This data
perturbation is necessary to get diversity when the base learner is a convex problem (such as a linear
model, or shallow decision tree). In the deep ensemble approach, every model is trained on the same
data, and the same input features. The diversity arises due to different starting parameters, different
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Figure 17.8: Illustration of batch ensemble with 2 ensemble members. From Figure 2 of [WTB20]. Used with
kind permission of Paul Vicol.

random seeds, and SGD noise, which induces different solutions due to the nonconvex loss. It is
also possible to explicitly enforce diversity of the ensemble members, which can provably improve
performance [TB22].

17.3.9.5 Deep ensembles vs mixtures of experts and stacking

If we use weighted combinations of the models, p(θ|D) =∑M
m=1 p(m|D)p(θ|m,D), where p(m|D) is

the marginal likelihood of model m, then, in the large sample limit, this mixture will concentrate on
the MAP model, so only one component will be selected. By contrast, in deep ensembles, we always
use M equally weighted models. Thus we see that Bayes model averaging is not the same as model
ensembling [Min00b]. Indeed, ensembling can enlarge the expressive power of the posterior predictive
distribution compared to BMA [OCM21].

We can also make the mixing weights be conditional on the inputs:

p(y|x,D) =
∑

m

wm(x)p(y|x,θm) (17.21)

If we constrain the weights to be non-zero and sum to one, this is called a mixture of experts.
However, if we allow a general positive weighted combination, the approach is called stacking [Wol92;
Bre96; Yao+18a; CAII20]. In stacking, the weights wm(x) are usually estimated on hold-out data,
to make the method more robust to model misspecification.

17.3.9.6 Batch ensemble

Deep ensembles require M times more memory and time than a single model. One way to reduce
the memory cost is to share most of the parameters — which we call slow weights, W — and then
let each ensemble member m estimate its own local perturbation, which we will call fast weights,
Fm. We then define Wm = W⊙Fm. For efficiency, we can define Fm to be a rank-one matrix,
Fm = smr

T
m, as illustrated in Figure 17.8. This is called batch ensemble [WTB20].
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It is clear that the memory overhead is very small compared to naive ensembles, since we just need
to store 2M vectors (slm and rlm) for every layer l, which is negligible compared to the quadratic
cost of storing the shared weight matrix Wl.

In addition to memory savings, batch ensemble can reduce the inference time by a constant factor
by leveraging within-device parallelism. To see this, consider the output of one layer using ensemble
m on example n:

ymn = φ
(
WT

mxn
)
= φ

(
(W⊙ smrTm)Txn

)
= φ

(
(WT(xn⊙ sm)⊙ rm

)
(17.22)

We can vectorize this for a minibatch of inputs X by replicating rm and sm along the B rows in the
batch to form matrices, giving

Ym = φ (((X⊙Sm)W)⊙Rm) (17.23)

This applies the same ensemble parameters m to every example in the minibatch of size B. To
achieve diversity during training, we can divide the minibatch into M sub-batches, and use sub-batch
m to train Wm. (Note that this reduces the batch size for training each ensemble to B/M .) At test
time, when we want to average over M models, we can replicate each input M times, leading to a
batch size of BM .

In [WTB20], they show that this method outperforms MC dropout at negligible extra memory
cost. However, the best combination was to combine batch ensemble with MC dropout; in some
cases, this approached the performance of naive ensembles.

17.3.10 Approximating the posterior predictive distribution

Once we have approximated the parameter posterior, q(θ) ≈ p(θ|D), we can use it to approximate
the posterior predictive distribution:

p(y|x,D) =
∫
q(θ)p(y|x,θ)dθ (17.24)

We often approximate this integral using Monte Carlo:

p(y|x,D) ≈ 1

S

S∑

s=1

p(y|f(x,θs)) (17.25)

where θs ∼ q(θ|D). We discuss some extensions of this approach below.

17.3.10.1 A linearized approximation

In [IKB21] they point out that samples from an approximate posterior, q(θ), can result in bad
predictions when plugged into the model if the posterior puts probability density “in the wrong
places”. This is because f(x;θ) is a highly nonlinear function of θ that might behave quite differently
when θ is far from the MAP estimate on which q(θ) is centered. To avoid this problem, they propose
to replace f(x;θ) with a linear approximation centered at the MAP estimate θ∗:

fθ
∗

lin (x,θ) = f(x,θ
∗) + J(x)(θ − θ∗) (17.26)
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where Jθ∗(x) = ∂f(x;θ)
∂θ |θ∗ is the P × C Jacobian matrix, where P is the number of parameters, and

C is the number of outputs. Such a model is well behaved around θ∗, and so the approximation

p(y|x,D) ≈ 1

S

S∑

s=1

p(y|fθ∗
lin (x,θ

s)) (17.27)

often works better than Equation (17.25).
Note that z = fθ

∗
lin (x,θ) is a linear function of the parameters θ, but a nonlinear function of

the inputs x. Thus p(y|fθ∗
lin (x,θ)) is a generalized linear model (Section 15.1), so [IKB21] call this

approximation the GLM predictive distribution.
If we have a Gaussian approximation to the parameter, p(θ|D) ≈ N (θ|µ,Σ), then we can “push

this through” the linear approximation to get

p(z|x,D) ≈ N (z|f(x,µ),J(x)TΣJ(x)) (17.28)

where z are the logits. (Alternatively, we can use the last layer method of Equation (17.17) to get
a Gaussian approximation to p(z|x,D).) If we approximate the final softmax layer with a probit
function, we can analytically pass this Gaussian through the final softmax layer to deterministically
compute the predictive probabilities p(y = c|x,D), using Equation (15.150). Alternatively, we can
use the Laplace bridge approximation in Section 17.3.10.2.

17.3.10.2 The Laplace bridge approximation

Just using a point estimate of the probability of each class label, pc = p(y = c|x,D), can be unreliable,
since it does not convey any sense of uncertainty in the probability value, even though we may have
taken the uncertainty of the parameters into account (e.g., using the methods of Section 17.3.10.1).
An alternative is to represent the output over labels as a Dirichlet distribution, Dir(π|α), rather
than a categorical distribution, Cat(y|p), where p = softmax(z). This is more appropriate if we view
each datapoint as being annotated with a “soft” vector of probabilities (e.g., representing consensus
votes from human raters), rather than a one-hot encoding with a single “ground truth” value. This
can be useful for settings where the true label is ambiguous (see e.g., [Bey+20; Dum+18]).

We can either train the model to predict the Dirichlet parameters directly (as in the prior network
approach of [MG18]), or we can train the model to predict softmax outputs in the usual way, and
then derive the Dirichlet parameters from a Gaussian approximation to the posterior. The latter
approach is known as the Laplace bridge [HKH22], and has the advantage that it can be used as a
post-processing method. It works as follows. First we compute a Gaussian approximation to the
logits, p(z|x,D) = N (z|m,V) using Equation (17.28) or Equation (17.17). Then we compute

αi =
1

Vii


1− 2

C
+

exp(mi)

C2

C∑

j=1

exp(−mj)


 (17.29)

where C is the number of classes. We can then derive the probabilities of each class label using
pc = E [πc] = αc/α0, where α0 =

∑C
c=1 αc.

Note that the derivation of the above result assumes that the Gaussian terms sum to zero, since
the Gaussian has one less degree of freedom compared to the Dirichlet. To ensure this, it is necessary
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Figure 17.9: Illustration of uncertainty about individual labels in an image classification problem. Top row:
images from the “laptop” class of ImageNet. Bottom row: beta marginals for the top-k predtions for the
respective image. First column: high uncertainty about all the labels. Second column: “notebook” and “laptop”
have high confidence. Third column: “desktop”, “screen” and “monitor” have high confidence. Fourth column:
only “laptop” has high confidence. (Compare to Figure 14.4.) From Figure 6 of [HKH22]. Used with kind
permission of Philipp Hennig.

to first project the Gaussian distribution onto this constraint surface, yielding

p(z|x,D) = N
(
z|m− V11Tm

1TV∗1
,V − V11TV

1TV1

)
= N (z|m′,V′) (17.30)

where 1 is the ones vector of size C. To avoid potential problems where α is sparse, [HKH22] propose
to also scale the posterior (after the zero-sum constraint) by using m′′ =m′/

√
c and V′′ = V′/c,

where c = (
∑
ii V
′
ii)/
√
C/2.

One useful property of the Laplace bridge approximation, compared to the probit approximation,
is that we can easily compute a marginal distribution over the probablility of each label being present.
This is because the marginals of a Dirichlet are beta distributions. We can use this to adaptively
compute a top-k prediction set; this is similar in spirit to conformal prediction (Section 14.3.1), but
is Bayesian, in the sense that it represents per-instance uncertainty. The method works as follows.
First we sort the class labels in decreasing order of expected probability, to get α̃; next we compute
the marginal distribution over the probability for the top label,

p(π1|x,D) = Beta(α̃1, α0 − α̃1) (17.31)

where α0 =
∑
c αc. We then compute the marginal distributions for the other labels in a similar way,
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and return all labels that have significant overlap with the top label. As we see from the examples in
Figure 17.9, this approach can return variable-sized outputs, reflecting uncertainty in a natural way.

17.3.10.3 Distillation

The MC approximation to the posterior predictive is S times slower than a standard, deterministic
plug-in approximation. One way to speed this up is to use distillation to approximate the
semi-parametric “teacher” model pt from Equation (17.25) by a parametric “student” model ps
by minimizing E [DKL (pt(y|x) ∥ ps(y|x))] wrt ps. This approach was first proposed in [HVD14],
who called the technique “dark knowledge”, because the teacher has “hidden” information in its
predictive probabilities (logits) than is not apparent in the raw one-hot labels.

In [Kor+15], this idea was used to distill the predictions from a teacher whose parameter posterior
was computed using HMC; this is called “Bayesian dark knowledge”. A similar idea was used in
[BPK16; GBP18], who distilled the predictive distribution derived from MC dropout (Section 17.3.1).

Since the parametric student is typically less flexible than the semi-parametric teacher, it may be
overconfident, and lack diversity in its predictions. To avoid this overconfidence, it is safer to make
the student be a mixture distribution [SG05; Tra+20a].

17.3.11 Tempered and cold posteriors

When working with BNNs for classification problems, the likelihood is usually taken to be

p(y|x,θ) = Cat(y|softmax(f(x;θ))) (17.32)

where f(x;θ) ∈ RC returns the logits over the C class labels. This is the same as in multinomial
logistic regression (Section 15.3.2); the only difference is that f is a nonlinear function of θ.

However, in practice, it is often found (see e.g., [Zha+18; Wen+20b; LST21; Noc+21]) that BNNs
give better predictive accuracy if the likelihood function is scaled by some power α. That is, instead
of targeting the posterior p(θ|D) ∝ p(y|x,θ)p(θ), these methods target the tempered posterior,
ptempered(θ|D) ∝ p(y|X,θ)αp(θ). In log space, we have

log ptempered(θ|D) = α log p(y|X,θ) + log p(θ) + const (17.33)

This is also called an α-posterior or power posterior [Med+21].
Another common method is to target the cold posterior, pcold(θ|D) ∝ p(θ|X,y)1/T , or, in log

space,

log pcold(θ|D) =
1

T
log p(y|X,θ) + 1

T
log p(θ) + const (17.34)

If T < 1, we say that the posterior is “cold”. Note that, in the case of a Gaussian prior, using the
cold posterior is the same as using the tempered posterior with a different hyperparameter, since
1
T log pcold(θ) is given by

1

T
logN (θ|0, σ2

coldI) = −
1

2Tσ2
cold

∑

i

θ2i + const = N (θ|0, σ2
temperedI) + const (17.35)
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Figure 17.10: Flat vs sharp minima. From Figures 1 and 2 of [HS97]. Used with kind permission of Jürgen
Schmidhuber.

which equals log ptempered(θ) if we set σ2
tempered = Tσ2

cold. Thus both methods are effectively the
same, and just reweight the likelihood by α = 1/T .

Cold posteriors in Bayesian neural network classifiers are a consequence of underrepresenting
aleatoric (label) uncertainty, as shown by [Kap+22]. On benchmarks such as CIFAR-100, we should
have essentially no uncertainty about the labels of the training images, yet Bayesian classifiers with
softmax likelihoods have very high uncertainty for these points. Moreover, [Izm+21b] showed that the
cold posterior effect in all the examples of [Wen+20b] when data augmentation is removed. [Kap+22]
show that with the SGLD inference in [Wen+20b], data augmentation has the effect of raising the
likelihood to a power 1/K for minibatches of size K. Cold posteriors exactly counteract this effect,
more honestly representing our beliefs about aleatoric uncertainty, by sharpening the likelihood.
However, tempering is not required, and [Kap+22] show that by using a Dirichlet observation
model to explicitly represent (lack of) label noise, there is no cold posterior effect, even with data
augmentation. The curation hypotheses of [Ait21] can be considered a special case of the above
explanation, where curation has the effect of increasing our confidence about training labels.

In Section 14.1.3, we discuss generalized variational inference, which gives a general framework for
understanding whether and how the likelihood or prior could benefit from tempering. Tempering is
particularly useful if (as is usually the case) the model is misspecified [KJD21].

17.4 Generalization in Bayesian deep learning

In this section, we discuss why “being Bayesian” can improve predictive accuracy and generalization
performance.

17.4.1 Sharp vs flat minima

Some optimization methods (in particular, second-order batch methods) are able to find “needles
in haystacks”, corresponding to narrow but deep “holes” in the loss landscape, corresponding to
parameter settings with very low loss. These are known as sharp minima, see Figure 17.10(right).
From the point of view of minimizing the empirical loss, the optimizer has done a good job. However,
such solutions generally correspond to a model that has overfit the data. It is better to find points
that correspond to flat minima, as shown in Figure 17.10(left); such solutions are more robust and
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generalize better. To see why, note that flat minima correspond to regions in parameter space where
there is a lot of posterior uncertainty, and hence samples from this region are less able to precisely
memorize irrelevant details about the training set [AS17]. Put another way, the description length for
sharp minima is large, meaning you need to use many bits of precision to specify the exact location
in parameter space to avoid incurring large loss, whereas the description length for flat minima is
less, resulting in better generalization [Mac03].

SGD often finds such flat minima by virtue of the addition of noise, which prevents it from
“entering” narrow regions of the loss landscape (see Section 12.5.7). In addition, in higher dimensional
spaces, flat regions occupy a much greater volume, and are thus much more easily discoverable by
optimization procedures. More precisely, the analysis in [SL18] shows that the probability of entering
any given basin of attraction A around a minimum is given by pSGD(θ ∈ A) ∝

∫
A e
−L(θ)dθ. Note

that this is integrating over the volume of space corresponding to A, and hence is proportional to
the model evidence (marginal likelihood) for that region, as explained in Section 3.8.1. Since the
evidence is parameterization invariant (since we marginalize out the parameters), this means that
SGD will avoid regions that have low evidence (corresponding to sharp minima) regardless of how we
parameterize the model (contrary to the claims in [Din+17]).

In fact, several papers have shown that we can view SGD as approximately sampling from the
Bayesian posterior (see Section 17.3.8). The SWA method (Section 17.3.8) can be seen as finding a
center of mass in the posterior based on these SGD samples, finding solutions that generalize better
than picking a single SGD point.

If we must use a single solution, a flat one will help us better approximate the Bayesian model
average in the integral of Equation (17.1). However, by attempting to perform a more complete
Bayesian model average, we will select for flatness without having to deal with the messiness of
having to worry about flatness definitions, or the effects of reparameterization, or unknown implicit
regularization, as the model average will automatically weight regions with the greatest volume.

17.4.2 Mode connectivity and the loss landscape

In DNNs there are often many low-loss solutions, which provide complementary explanations of
the data. Moreover, in [Gar+18c] they showed that two independently trained SGD solutions can
be connected by a curve in a subspace, along which the training loss remains near-zero, known as
mode connectivity. Despite having the same training loss, these different parameter settings give
rise to very different functions, as illustrated in Figure 17.11, where we show predictions on a 1d
regression problem coming from different points in parameter space obtained by interpolating along
a mode connecting curve between two distinct MAP estimates. Using a Bayesian model average, we
can combine these functions together to provide much better performance over a single flat solution
[Izm+19].

Recently, it has been discovered [Ben+21b] that there are in fact large multidimensional simplexes
of low loss solutions, which can be combined together for significantly improved performance. These
results further motivate the Bayesian approach (Equation (17.1)), where we perform a posterior
weighted model average.
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Figure 17.11: Diversity of high performing functions sampled from the posterior. Top row: we show predictions
on the 1d input domain for 4 different functions. We see that they extrapolate in different ways outside of the
support of the data. Bottom row: we show a 2d subspace spanning two distinct modes (MAP estimates), and
connected by a low-loss curved path computed as in [Gar+18c]. From Figure 8 of [WI20]. Used with kind
permission of Andrew Wilson.

17.4.3 Effective dimensionality of a model

Modern DNNs have millions of parameters, but these parameters are often not well-determined
by the data, i.e., there can be a lot of posterior uncertainty. By averaging over the posterior, we
reduce the chance of overfitting, because we do not use “degrees of freedom” that are not needed or
warranted.

To quantify the number of degrees of freedom, or effective dimensionality [Mac92b], we follow
[MBW20] and define

Neff(H, c) =

k∑

i=1

λi
λi + c

, (17.36)

where λi are the eigenvalues of the Hessian matrix H computed at a local mode, and c > 0 is a
regularization parameter. Intuitively, the effective dimension counts the number of well-determined
parameters. A “flat minimum” will have many directions in parameter space that are not well-
determined, and hence will have low effective dimensionality. This means that we can perform
Bayesian inference in a low dimensional subspace [Izm+19]: Since there is functional homogeneity
in all directions but those defining the effective dimension, neural networks can be significantly
compressed.

This compression perspective can also be used to understand why the effective dimension can be a
good proxy for generalization. If two models have similar training loss, but one has lower effective
dimension, then it is providing a better compression for the data at the same fidelity. In Figure 17.12
we show that for CNNs with low training loss (above the green partition), the effective dimensionality
closely tracks generalization performance. We also see that the number of parameters alone is not a
strong determinant of generalization. Indeed, models with more parameters can have a lower number
of effective parameters. We also see that wide but shallow models overfit, while depth helps provide
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Figure 17.12: Left: effective dimensionality as a function of model width and depth for a CNN on CIFAR-100.
Center: test loss as a function of model width and depth. Right: train loss as a function of model width and
depth. Yellow level curves represent equal parameter counts (1e5, 2e5, 4e5, 1.6e6). The green curve separates
models with near-zero training loss. Effective dimensionality serves as a good proxy for generalization for
models with low train loss. We see wide but shallow models overfit, providing low train loss, but high test
loss and high effective dimensionality. For models with the same train loss, lower effective dimensionality
can be viewed as a better compression of the data at the same fidelity. Thus depth provides a mechanism for
compression, which leads to better generalization. From Figure 2 of [MBW20]. Used with kind permission of
Andrew Wilson.

lower effective dimensionality, leading to a better compression of the data. It is depth that makes
modern neural networks distinctive, providing hierarchical inductive biases making it possible to
discover more regularity in the data.

17.4.4 The hypothesis space of DNNs

Zhang et al. [Zha+17] showed that CNNs can fit CIFAR-10 images with random labels with zero
training error, but can still generalize well on the noise-free test set. It has been claimed that this
result contradicts a classical understanding of generalization, because it shows that neural networks
are capable of significantly overfitting the data, but can still generalize well on structured inputs.

We can resolve this paradox by taking a Bayesian perspective. In particular, we know that modern
CNNs are very flexible, so they can fit almost pattern (since they are in fact universal approximators).
However, their architecture encodes a prior over what kinds of patterns they expect to see in the data
(see Section 17.2.5). Image datasets with random labels can be represented by this function class, but
such solutions receive very low marginal likelihood, since they strongly violate the prior assumptions
[WI20]. By contrast, image datasets where the output labels are consistent with patterns in the
input get much higher marginal likelihood.

This phenomenon is not unique to DNNs. For example, it also occurs with Gaussian processes
(Chapter 18). Such models are also universal approximators, but they allocate most of their probability
mass to a small range of solutions (depending on the chosen kernel). They can also fit image datasets
with random labels, but such data receives a low marginal likelihood [WI20].

In general, we can distinguish the support of a model, i.e., the set of functions it can represent,
from the distribution over that support, i.e., the inductive bias which leads it to prefer some functions
over others. We would like to use models where the support is large, so we can capture the complexity
of real-world data, but also where the inductive bias places probability mass on the kinds of functions
we expect to see. If we succeed at this, the posterior will quickly converge on the true function after
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Figure 17.13: Illustration of the behavior of different kinds of model families and the prior distributions
they induce over datasets. (a) The purple model is a simple linear model that has small support, and can
only represent a few kinds of datasets. The pink model is an unstructured MLP: this has support over a
large range of datasets with a fairly uninformative (broad) prior. Finally the green model is a CNN; this has
support over a large range of datasets but the prior is more concentrated on certain kinds of datasets that have
compositional structure. (b) The posterior for the green model (CNN) rapidly collapses to the true model,
since it is consistent with the data. (c) The posterior for the purple model (linear) also rapidly collapses, but
to a solution which cannot represent the true model. (d) The posterior for the pink model (MLP) collapses
very slowly (as a function of dataset size). From Figure 2 of [WI20]. Used with kind permission of Andrew
Wilson.

seeing a small amount of data. This idea is sketched in Figure 17.13.

17.4.5 PAC-Bayes

PAC-Bayes [McA99; LC02; Gue19; Alq21; GSZ21] provides a promising mechanism to derive
non-vacuous generalization bounds for large stochastic networks [Ney+17; NBS18; DR17], with
parameters sampled from a probability distribution. In particular, the difference between the train
error and the generalization error can be expressed as
√
DKL (Q ∥ P ) + c

2(N − 1)
, (17.37)

where c is a constant, N is the number of training points, P is the prior distribution over the
parameters, and Q is an arbitrary distribution, which can be chosen to optimize the bound.

The perspective in this chapter is largely complementary, and in some ways orthogonal, to the
PAC-Bayes literature. Our focus has been on Bayesian marginalization, particularly multi-modal
marginalization, and a prescriptive approach to model construction. In contrast, PAC-Bayes bounds
are about bounding the empirical risk of a single sample, rather than marginalization, and are not
currently prescriptive: what we would do to improve the bounds, such as reducing the number
of model parameters, or using highly compact priors, does not typically improve generalization.
Moreover, while we have seen Bayesian model averaging over multimodal posteriors has a significant
effect on generalization, it has a minimal logarithmic effect on PAC-Bayes bounds. In general,
because the bounds are loose, albeit non-vacuous in some cases, there is often room to make modeling
choices that improve PAC-Bayes bounds without improving generalization, making it hard to derive
a prescription for model construction from the bounds.
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Figure 17.14: Bayesian neural networks under covariate shift. a: Performance of a ResNet-20 on the pixelate
corruption in CIFAR-10-C. For the highest degree of corruption, a Bayesian model average underperforms a
MAP solution by 25% (44% against 69%) accuracy. See Izmailov et al. [Izm+21b] for details. b: Visualization
of the weights in the first layer of a Bayesian fully-connected network on MNIST sampled via HMC. c: The
corresponding MAP weights. We visualize the weights connecting the input pixels to a neuron in the hidden
layer as a 28× 28 image, where each weight is shown in the location of the input pixel it interacts with. This
is Figure 1 of Izmailov et al. [Izm+21a].

17.4.6 Out-of-distribution generalization for BNNs

Bayesian methods are often assumed to be more robust in the context of distribution shift (discussed
in Chapter 19), because they capture more uncertainty than methods based on point estimation.
However, there are some subtleties, some of which we discuss below.

17.4.6.1 BMA can give poor results with default priors

Many approximate inference methods, especially deep ensembles, are significantly less overconfident
(more well calibrated) in the presence of some kinds of covariate shifts [Ova+19]. However, in
[Izm+21b], it was noted that HMC, which arguably offers the most accurate approximation to the
posterior, often works poorly under distribution shift.

Rather than an idiosyncracy of HMC, Izmailov et al. [Izm+21a] show this lack of robustness
is a foundational issue of Bayesian model averaging under covariate shift, caused by degeneracies
in the training data, and a poor choice of prior. As an illustrative special case, MNIST digits all
have black corner pixels. Weights in the first layer of a neural network connected to these pixels
are multiplied by zero, and thus can take any value without affecting the outputs of the network.
Classical MAP training or deep ensembles of MAP solutions with a Gaussian prior will therefore
drive these parameters to zero, since they don’t help with the data fit, and the resulting network
will be robust to corruptions on these pixels. On the other hand, the posterior for these parameters
will be the same as the prior, and so a Bayesian model average will multiply corruptions by random
numbers sampled from the prior, leading to degraded predictive performance.

Figure 17.14(b, c) visualizes this example, showing the first-layer weights of a fully-connected
network for the MAP solution and a BNN posterior sample, on MNIST. The MAP weights corre-
sponding to zero intensity pixels near the boundary are near zero, while the BNN weights look noisy,
sampled from a Gaussian prior.

Izmailov et al. [Izm+21a] prove that this issue is a special case of a much more general problem,
whenever there are linear dependencies in the input features of the training data, both for fully-
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connected and convolutional networks. In this case, the data live on a hyperplane. If a covariate or
domain shift, moves orthogonal to this hyperplane, the posterior will be the same as the prior in
the direction of the shift. The posterior model average will thus be highly vulnerable to shifts that
do not particularly affect the underlying semantic structure of the problem (such as corruptions),
whereas the MAP solution will be entirely robust to such shifts.

By introducing a prior over parameters which is aligned with the principal components of the
training inputs, we can substantially improve the generalization accuracy of Bayesian neural networks
in out-of-distribution settings. Izmailov et al. [Izm+21a] propose the following EmpCov prior:
p(w1) = N (0, αΣ + ϵI), where w1 are the first layer weights, Σ = 1

n−1
∑n
i=1 xix

T
i is the empirical

covariance of the training input features xi, α > 0 determines the scale of the prior, and ϵ is a small
positive constant to ensure the covariance matrix is positive definite. With this improved prior they
are able to obtain a method that is much more robust to distribution shift.

17.4.6.2 BNNs can be overconfident on OOD inputs

An important problem in practice is how a predictive model will behave when it is given an input that
is “out of distribution” or OOD. Ideally we would like the model to express that it is not confident
in its prediction, so that the system can abstain from predicting (see Section 19.3.3). Using “exact”
inference methods, such as MCMC, for BNNs can give this behavior in some cases. For example,
in Section 19.3.3.1 we showed that an MLP which was fit to MNIST using SGLD would be less
overconfident than a point estimate (computed using SGD) when presented with inputs from fashion
MNIST. However, this behavior does not always occur reliably.

To illustrate the problem, consider the 2d nonlinear binary classification dataset shown in Fig-
ure 17.15. In addition to the two training classes, we have highlighted (in green) a set of OOD inputs
that are far from the support of the training set. Intuitively we would expect the model to predict
a probability of 0.5 (corresponding to “don’t know”) for such inputs that are far from the training
set. However we see that the only methods that do so are the Gaussian process (GP) classifier (see
Section 18.4) and the SNGP model (Section 17.3.6), which contains a GP layer on top of the feature
extractor.

The lesson we learn from this simple example is that “being Bayesian” only helps if we are using a
good hypothesis class. If we only consider a single MLP classifier, with standard Gaussian priors on
the weights, it is extremely unlikely that we will learn the kind of compact decision boundary shown
in Figure 17.15g, because that function has negligible support under our prior (c.f. Section 17.4.4).
Instead we should embrace the power of Bayes to avoid overfitting and use as complex a model class
as we can afford.

17.4.7 Model selection for BNNs

Historically, the marginal likelihood (aka Bayesian evidence) has been used for model selection
problems, such as choosing neural architectures or hyperparameter values [Mac92a]. Recent methods
based on the Laplace approximation, such as [Imm+21; Dax+21], have made this scalable to large
BNNs. However, [Lot+22] argue that it is much better to use the conditional marginal likelihood,
which we discuss in Section 3.8.5.
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Figure 17.15: Predictions made by various (B)NNs when presented with the training data shown in blue and
red. The green blob is an example of some OOD inputs. Methods are: (a) standard SGD; (b) deep Ensemble
of 10 models with different random initializations; (c) MC dropout with 50 samples; (d) bootstrap training,
where each of the 10 models is initialized identically but given different versions of the data, obtained by
resampling with replacement; (e) MCMC using NUTS algorithm with 3000 warmup steps and 3000 samples;
(f) bariational inference; (g) Gaussian process classifier using RBF kernel; (h) SNGP. The model is an MLP
with 8,16,16,8 units in the hidden layers and ReLu activation. The output layer has 1 neuron with sigmoid
activation. Generated by makemoons_comparison.ipynb

17.5 Online inference

In Section 17.3, we have focused on batch or offline inference. However, an important application of
Bayesian inference is in sequential settings, where the data arrives in a continuous stream, and the
model has to “keep up”. This is called sequential Bayesian inference, and is one approach to
online learning (see Section 19.7.5). In this section, we discuss some algorithmic approaches to this
problem in the context of DNNs. These methods are widely used for continual learning, which we
discuss Section 19.7.

17.5.1 Sequential Laplace for DNNs

In [RBB18b], they extended the Laplace method of Section 17.3.2 to the sequential setting. Specifically,
let p(θ|D1:t−1) ≈ N (θ|µt−1,Λ−1t−1) be the approximate posterior from the previous step; we assume
the precision matrix is Kronecker factored. We now compute the new mean by solving the MAP
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problem

µt = argmax log p(Dt|θ) + log p(θ|Dt−1) (17.38)

= argmax log p(Dt|θ)−
1

2
(θ − µt−1)Λ−1t−1(θ − µt−1) (17.39)

Once we have computed µt, we compute the approximate Hessian at this point, and get the new
posterior precision

Λt = λH(µt) +Λt−1 (17.40)

where λ ≥ 0 is a weighting factor that trades off how much the model pays attention to the new data
vs old data.

Now suppose we use a diagonal approximation to the posterior prediction matrix. From Equa-
tion (17.39), we see that this amounts to adding a quadratic penalty to each new MAP estimate, to
encourage it to remain close to the parameters from previous tasks. This approach is called elastic
weight consolidation (EWC) [Kir+17].

17.5.2 Extended Kalman filtering for DNNs

In Section 29.7.2, we showed how Kalman filtering can be used to incrementally compute the
exact posterior for the weights of a linear regression model with known variance, i.e., we compute
p(θ|D1:t, σ

2), where D1:t = {(ui, yi) : i = 1 : t} is the data seen so far, and

p(yt|ut,θ, σ2) = N (yt|θTut, σ2) (17.41)

is the linear regression likelihood. The application of KF to this model is known as recursive least
squares.

Now consider the case of nonlinear regression:

p(yt|ut,θ, σ2) = N (yt|f(θ,ut), σ2) (17.42)

where f(θ,ut) is some nonlinear function, such as an MLP. We can use the extended Kalman filter
(Section 8.3.2) to approximately compute p(θt|D1:t, σ

2), where θt is the hidden state (see e.g., [SW89;
PF03]). To see this, note that we can set the dynamics model to the identity function, f(θt) = θt, so
the parameters are propagated through unchanged, and the observation model to the input-dependent
function f(θt) = f(θt,ut). We set the observation noise to Rt = σ2, and the dynamics noise to
Qt = qI, where q is a small constant, to allow the parameters to slowly drift according to artificial
process noise. (In practice it can be useful to anneal q from a large initial value to something near
0.)

17.5.2.1 Example

We now give an example of this process in action. We sample a synthetic dataset from the true
function

h∗(u) = x− 10 cos(u) sin(u) + u3 (17.43)
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Figure 17.16: Sequential Bayesian inference for the parameters of an MLP using the extended Kalman
filter. We show results after seeing the first 10, 20, 30 and 200 observations. (For a video of this, see
https: // bit. ly/ 3wXnWaM .) Generated by ekf_mlp.ipynb.

and add Gaussian noise with σ = 3. We then fit this with an MLP with one hidden layer with H
hidden units, so the model has the form

f(θ,u) = W2 tanh(W1u+ b1) + b2 (17.44)

where W1 ∈ RH×1, b1 ∈ RH , W2 ∈ R1×H , b2 ∈ R1. We set H = 6, so there are D = 19 parameters
in total.

Given the data, we sequentially compute the posterior, starting from a vague Gaussian prior,
p(θ) = N (θ|0,Σ0), where Σ0 = 100I. (In practice we cannot start from the prior mean, which is
θ0 = 0, since linearizing the model around this point results in a zero gradient, so we use an initial
random sample for θ0.) The results are shown in Figure 17.16. We can see that the model adapts
to the data, without having to specify any learning rate. In addition, we see that the predictions
become gradually more confident, as the posterior concentrates on the MLE.

17.5.2.2 Setting the variance terms

In the above example, we set the variance terms by hand. In general we need to estimate the noise
variance σ, which determines Rt and hence the learning rate, as well as the strength of the prior Σ0,
which controls the amount of regularization. Some methods for doing this are discussed in [FNG00].
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17.5.2.3 Reducing the computational complexity

The naive EKF method described above takes O(N3
z ) time, which is prohibitive for large neural

networks. A simple approximation, known as the decoupled EKF, was proposed in [PF91; SPD92]
(see [PF03] for a review). This partitions the weights into G groups or blocks, and estimates the
relevant matrices for each group g independently. If G = 1, this reduces the standard global EKF.
If we put each weight into its own group, we get a fully diagonal approximation. In practice this
does not work any better than SGD, since it ignores correlations between the parameters. A useful
compromise is to put all the weights corresponding to each neuron into its own group; this is called
node decoupled EKF, which has been used in [Sim02] to train RBF networks and [GUK21] to
train exponential family matrix factorization models (widely used in recommender systems). For
more details on DEKF, Supplementary Section 17.1.

Another approach to increasing computational efficiency is to leverage the fact that the effective
dimensionality of a DNN is often quite low (see Section 17.4.3). Indeed we can approximate the
model parameters by using a low dimensional vector of coefficients that specify the point in a linear
manifold corresponding to weight space; the basis set defining this linear manifold can either be
chosen randomly [Li+18b; GARD18; Lar+22], or can be estimated using PCA applied to the SGD
iterates [Izm+19]. We can exploit this observation to perform EKF in this low-dimensional subspace,
which significantly speeds up inference, as discussed in [DMKM22].

17.5.3 Assumed density filtering for DNNs

In Section 8.6.3, we discussed how to use assumed density filtering (ADF) to perform online (binary)
logistic regression. In this section, we generalize this to nonlinear predictive models, such as DNNs.
The key is to perform Gaussian moment matching of the hidden activations at each layer of the model.
This provides an alternative to the EKF approach in Section 17.5.2, which is based on linearization
of the network.

We will assume the following likelihood:

p(yt|ut,wt) = Expfam(yt|ℓ−1(f(ut;wt))) (17.45)

where f(x;w) is the DNN, ℓ−1 is the inverse link function, and Expfam() is some exponential family
distribution. For example, if f is linear and we are solving a binary classification problem, we can
write

p(yt|ut,wt) = Ber(yt|σ(uTtwt)) (17.46)

We discussed using ADF to fit this model in Section 8.6.3.
In [HLA15b], they propose probabilistic backpropagation (PBP), which is an instance of ADF

applied to MLPs. The basic idea is to approximate the posterior over the weights in each layer using
a fully factorized distribution

p(wt|D1:t) ≈ pt(wt) =
L∏

l=1

Dl∏

i=1

Dl−1+1∏

j=1

N (wijl|µtijl, τ tijl) (17.47)

where L is the number of layers, and Dl is the number of neurons in layer l. (The expectation
backpropagation algorithm of [SHM14] is a special case of this, where the variances are fixed to
τ = 1.)
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Suppose the parameters are static, so wt = wt−1. Then the new posterior, after conditioning on
the t’th observation, is given by

p̂t(w) =
1

Zt
p(yt|ut,w)N (w|µt−1,Σt−1) (17.48)

where Σt−1 = diag(τ t−1). We then project p̂t(w) instead the space of factored Gaussians to compute
the new (approximate) posterior, pt(w). This can be done by computing the following means and
variances [Min01a]:

µtijl = µt−1ijl + τ t−1ijl

∂ lnZt

∂µt−1ijl

(17.49)

τ tijl = τ t−1ijl − (τ t−1ijl )2



(
∂ lnZt

∂µt−1ijl

)2

− 2
∂ lnZt

∂τ t−1ijl


 (17.50)

In the forwards pass, we compute Zt by propagating the input ut through the model. Since we have
a Gaussian distribution over the weights, instead of a point estimate, this induces an (approximately)
Gaussian distribution over the values of the hidden units. For certain kinds of activation functions
(such as ReLU), the relevant integrals (to compute the means and variances) can be solved analytically,
as in GP-neural networks (Section 18.7). The result is that we get a Gaussian distribution over the
final layer of the form N (ηt|µ,Σ), where ηt = f(ut;wt) is the output of the neural network before
the GLM link function induced by pt(wt). Hence we can approximate the partition function using

Zt ≈
∫
p(yt|ηt)N (ηt|µ,Σ)dηt (17.51)

We now discuss how to compute this integral. In the case of probit classification, with y ∈ {−1,+1},
we have p(y|x,w) = Φ(yη), where Φ is the cdf of the standard normal. We can then use the following
analytical result
∫

Φ(yη)N (h|µ, σ)dη = Φ

(
yµ√
1 + σ

)
(17.52)

In the case of logistic classification, with y ∈ {0, 1}, we have p(y|x,w) = Ber(y|σ(η)); in this case,
we can use the probit approximation from Section 15.3.6. For the multiclass case, where y ∈ {0, 1}C
(one-hot encoding), we have p(y|x,w) = Cat(y|softmax(η)). A variational lower bound to logZt for
this case is given in [GDFY16].

Once we have computed Zt, we can take gradients and update the Gaussian posterior moments,
before moving to the next step.

17.5.4 Online variational inference for DNNs

A natural approach to online learning is to use variational inference, where the prior is the posterior
from the previous step. This is known as streaming variational Bayes [Bro+13]. In more detail,
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at step t, we compute

ψt = argmin
ψ

Eq(θ|ψ) [ℓt(θ)] +DKL
(
q(θ|ψ) ∥ q(θ|ψt−1)

)
︸ ︷︷ ︸

−Łt(ψ)

(17.53)

= argmin
ψ

Eq(θ|ψ)

[
ℓt(θ) + log q(θ|ψ)− log q(θ|ψt−1)

]
(17.54)

where ℓt(θ) = − log p(Dt|θ) is the negative log likelihood (or, more generally, some loss function) of
the data batch at step t.

When applied to DNNs, this approach is called variational continual learning or VCL [Ngu+18].
(We discuss continual learning in Section 19.7.) An efficient implementation of this, known as FOO-
VB (“fixed-point operator for online variational Bayes”) is given in [Zen+21].

One problem with the VCL objective in Equation (17.53) is that the KL term can cause the model
to become too sparse, which can prevent the model from adapting or learning new tasks. This
problem is called variational overpruning [TT17]. More precisely, the reason this happens as
is as follows: some weights might not be needed to fit a given dataset, so their posterior will be
equal to the prior, but sampling from these high-variance weights will add noise to the likeilhood; to
reduce this, the optimization method will prefer to set the bias term to a large negative value, so
the corresponding unit is “turned off”, and thus has no effect on the likelihood. Unfortunately, these
“dead units” become stuck, so there is not enough network capacity to learn the next task.

In [LST21], they propose a solution to this, known as generalized variational continual
learning or GVCL. The first step is to downweight the KL term by a factor β < 1 to get

Łt = Eq(θ|ψ) [ℓt(θ)] + βDKL
(
q(θ|ψ) ∥ q(θ|ψt−1)

)
(17.55)

Interestingly, one can show that in the limit of β → 0, this recovers several standard methods that
use a Laplace approximation based on the Hessian. In particular if we use a diagonal variational
posterior, this reduces to online EWC method of [Sch+18]; if we use a block-diagonal and Kronecker
factored posterior, this reduces to the online structured Laplace method of [RBB18b]; and if we use
a low-rank posterior precision matrix, this reduces to the SOLA method of [Yin+20].

The second step is to replace the prior and posterior by using tempering, which is useful when
the model is misspecified, as discussed in Section 17.3.11. In the case of Gaussians, raising the
distribution to the power λ is equivalent to tempering with a temperature of τ = 1/λ, which is the
same as scaling the covariance by λ−1. Thus the GVCL objective becomes

Łt = Eq(θ|ψ) [ℓt(θ)] + βDKL
(
q(θ|ψ)λ ∥ q(θ|ψt−1)λ

)
(17.56)

This can be optimized using SGD, assuming the posterior is reparameterizable (see Section 10.2.1).

17.6 Hierarchical Bayesian neural networks

In some problems, we have multiple related datasets, such as a set of medical images from different
hospitals. Some aspects of the data (e.g., the shape of healthy vs diseased cells) is generally the same
across datasets, but other aspects may be unique or idiosyncractic (e.g., each hospital may use a
different colored die for staining). To model this, we can use a hierarchical Bayesian model, in which
we allow the parameters for each dataset to be different (to capture random effects), while coming from
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Figure 17.17: (a) Two moons synthetic dataset. (b) Multi-task version, where we rotate the data to create
18 related tasks (groups). Each dataset has 50 training and 50 test points. Here we show the first 4 tasks.
Generated by bnn_hierarchical.ipynb.

a common prior (to capture shared effects). This is the setup we considered in Section 15.5, where
we discuss hierarchical Bayesian GLMs. In this section, we extend this to nonlinear predictors based
on neural networks. (The setup is very similar to domain generalization, discussed in Section 19.6.2,
except here we care about performance on all the domains, not just a held-out target domain.)

17.6.1 Example: multimoons classification

In this section, we consider an example2 where we want to solve multiple related nonlinear binary
classification problems coming from J different environments or distributions. We assume that each
environment has its own unique decision boundary p(y|x,wj), so this is a form of concept shift (see
Section 19.2.3). However we assume the overall shape of each boundary is similar to a common shared
boundary, denote p(y|x,w0). We only have a small number Nj of examples from each environment,
Dj = {(xjn, yjn) : n = 1 : Nj}, but we can utilize their common structure to do better than fitting J
separate models.

To illustrate this, we create some synthetic 2d data for the J = 18 tasks. We start with the
two-moons dataset, illustrated in Figure 17.17a. Each task is obtained by rotating the 2d inputs by a
different amount, to create 18 related classification problems (see Figure 17.17b). See Figure 17.17b
for the training data for 4 tasks.

To handle the nonlinear decision boundary, we use a multilayer perceptron. Since the dataset is
low-dimensional (2d input), we use a shallow model with just 2 hidden layers, each with 5 neurons.
We could fit a separate MLP to each task, but since we have limited data per task (Nj = 50 examples

2. This example is from https://twiecki.io/blog/2018/08/13/hierarchical_bayesian_neural_network/. For a
real-world example of a similar approach applied to a gesture recognition task, see [Jos+17].

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024

https://probml.github.io/notebooks#bnn_hierarchical.ipynb
https://twiecki.io/blog/2018/08/13/hierarchical_bayesian_neural_network/


17.6. Hierarchical Bayesian neural networks 677

yen

zj2n

zj1n

xjn

n = 1 : Nj

wj
3

εj3

wj
2

εj2

wj
1

εj1

j = 1 : J

σ0
3

w0
3

σ0
2

w0
2

σ0
1

w0
1

Figure 17.18: Illustration of a hierarchical Bayesian MLP with 2 hidden layers. There are J different models,
each with Nj observed samples, and a common set of global shared parent parameters denoted with the 0
superscript. Nodes which are shaded are observed. Nodes with double ringed circles are deterministic functions
of their parents.

for training), this works poorly, as we show below. We could also pool all the data and fit a single
model, but this does even worse, since the datasets come from different underlying distributions, so
mixing the data together from different “concepts” confuses the model. Instead we adopt a hierarchical
Bayesian approach.

Our modeling assumptions are shown in Figure 17.18. In particular, we assume the weight from
unit i to unit k in layer l for environment j, denoted wji,k,l, comes from a common prior value w0

i,k,l,
with a random offset. We use the non-centered parameterization from Section 12.6.5 to write

wji,k,l = w0
i,k,l + ϵji,k,l × σ0

l (17.57)

where ϵji,k,l ∼ N (0, 1). By allowing a different σ0
l per layer l, we let the model control the degree

of shrinkage to the prior for each layer separately. (We could also make the σjl parameters be
environment specific, which would allow for different amounts of distribution shift from the common
parent.) For the hyper-parameters, we put N (0, 1) priors on w0

i,k,l, and N+(1) priors on σ0
l .

We compute the posterior p(ϵ1:J1:L,w
0
1:L,σ

0
1:L|D) using HMC (Section 12.5). We then evaluate this

model using a fresh set of labeled samples from each environment. The average classification accuracy
on the train and test sets for the non-hierarchical model (one MLP per environment, fit separately)
is 86% and 83%. For the hierarchical model, this improves to 91% and 89% respectively.

To see why the hierarchical model works better, we will plot the posterior predictive distribution
in 2d. Figure 17.19(top) shows the results for the nonhierarchical models; we see that the method
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Figure 17.19: Top: Results of fitting separate MLPs on each dataset. Bottom: Results of fitting hierarchical
MLP on all datasets jointly. Generated by bnn_hierarchical.ipynb.

fails to learn the common underlying Z-shaped decision boundary. By contrast, Figure 17.19(bottom)
shows that the hierarchical method has correctly recovered the common pattern, while still allowing
group variation.
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18 Gaussian processes

This chapter is coauthored with Andrew Wilson.

18.1 Introduction

Deep neural networks are a family of flexible function approximators of the form f(x;θ), where the
dimensionality of θ (i.e., the number of parameters) is fixed, and independent of the size N of the
training set. However, such parametric models can overfit when N is small, and can underfit when N
is large, due to their fixed capacity. In order to create models whose capacity automatically adapts
to the amount of data, we turn to nonparametric models.

There are many approaches to building nonparametric models for classification and regression (see
e.g., [Was06]). In this chapter, we consider a Bayesian approach in which we represent uncertainty
about the input-output mapping f by defining a prior distribution over functions, and then updating
it given data. In particular, we will use a Gaussian process to represent the prior p(f); we
then use Bayes’ rule to derive the posterior p(f |D), which is another GP, as we explain below.
More details on GPs can be found the excellent book [RW06], as well as the interative tutorial at
https://distill.pub/2019/visual-exploration-gaussian-processes. See also Chapter 31 for
other examples of Bayesian nonparametric models.

18.1.1 GPs: what and why?

To explain GPs in more detail, recall that a Gaussian random vector of length N , f = [f1, . . . , fN ],
is defined by its mean µ = E [f ] and its covariance Σ = Cov [f ]. Now consider a function f : X → R
evaluated at a set of inputs, X = {xn ∈ X}Nn=1. Let fX = [f(x1), . . . , f(xN )] be the set of unknown
function values at these points. If fX is jointly Gaussian for any set of N ≥ 1 points, then we
say that f : X → R is a Gaussian process. Such a process is defined by its mean function
m(x) ∈ R and a covariance function, K(x,x′) ≥ 0, which is any positive definite Mercer kernel
(see Section 18.2). For example, we might use an RBF kernel of the form K(x,x′) ∝ exp(−||x−x′||2)
(see Section 18.2.1.1 for details).

We denote the corresponding GP by

f(x) ∼ GP (m(x),K(x,x′)) (18.1)

https://distill.pub/2019/visual-exploration-gaussian-processes
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Figure 18.1: A Gaussian process for 2 training points, x1 and x2, and 1 testing point, x∗, represented as
a graphical model representing p(y,fX |X) = N (fX |m(X),K(X))

∏
i p(yi|fi). The hidden nodes fi = f(xi)

represent the value of the function at each of the datapoints. These hidden nodes are fully interconnected
by undirected edges, forming a Gaussian graphical model; the edge strengths represent the covariance terms
Σij = K(xi,xj). If the test point x∗ is similar to the training points x1 and x2, then the value of the hidden
function f∗ will be similar to f1 and f2, and hence the predicted output y∗ will be similar to the training
values y1 and y2.

where

m(x) = E [f(x)] (18.2)

K(x,x′) = E
[
(f(x)−m(x))(f(x′)−m(x′))T

]
(18.3)

This means that, for any finite set of points X = {x1, . . . ,xN}, we have

p(fX |X) = N (fX |µX ,KX,X) (18.4)

where µX = (m(x1), . . . ,m(xN )) and KX,X(i, j) ≜ K(xi,xj).
A GP can be used to define a prior over functions. We can evaluate this prior at any set of points

we choose. However, to learn about the function from data, we have to update this prior with a
likelihood function. We typically assume we have a set of N iid observations D = {(xi, yi) : i = 1 : N},
where yi ∼ p(y|f(xi)), as shown in Figure 18.1. If we use a Gaussian likelihood, we can compute the
posterior p(f |D) in closed form, as we discuss in Section 18.3. For other kinds of likelihoods, we will
need to use approximate inference, as we discuss in Section 18.4. In many cases f is not directly
observed, and instead forms part of a latent variable model, both in supervised and unsupervised
settings such as in Section 28.3.7.

The generalization properties of a Gaussian process are controlled by its covariance function
(kernel), which we describe in Section 18.2. These kernels live in a reproducing kernel Hilbert space
(RKHS), described in Section 18.3.7.1.

GPs were originally designed for spatial data analysis, where the input is 2d. This special case
is called kriging. However, they can be applied to higher dimensional inputs. In addition, while
they have been traditionally limited to small datasets, it is now possible to apply GPs to problems
with millions of points, with essentially exact inference. We discuss these scalability advances in
Section 18.5.

Moreover, while Gaussian processes have historically been considered smoothing interpolators, GPs
now routinely perform representation learning, through covariance function learning, and multilayer
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models. These advances have clearly illustrated that GPs and neural networks are not competing,
but complementary, and can be combined for better performance than would be achieved by deep
learning alone. We describe GPs for representation learning in Section 18.6.

The connections between Gaussian processes and neural networks can also be further understood
by considering infinite limits of neural networks that converge to Gaussian processes with particular
covariance functions, which we describe in Section 18.7.

So Gaussian processes are nonparametric models which can scale and do representation learning.
But why, in the age of deep learning, should we want to use a Gaussian process? There are several
compelling reasons to prefer a GP, including:

• Gaussian processes typically provide well-calibrated predictive distributions, with a good char-
acterization of epistemic (model) uncertainty — uncertainty arising from not knowing which of
many solutions is correct. For example, as we move away from the data, there are a greater variety
of consistent solutions, and so we expect greater uncertainty.

• Gaussian processes are often state-of-the-art for continuous regression problems, especially spa-
tiotemporal problems, such as weather interpolation and forecasting. In regression, Gaussian
process inference can also typically be performed in closed form.

• The marginal likelihood of a Gaussian process provides a powerful mechanism for flexible kernel
learning. Kernel learning enables us to provide long-range extrapolations, but also tells us
interpretable properties of the data that we didn’t know before, towards scientific discovery.

• Gaussian processes are often used as a probabilistic surrogate for optimizing expensive objectives,
in a procedure known as Bayesian optimization (Section 6.6).

18.2 Mercer kernels

The generalization properties of Gaussian processes boil down to how we encode prior knowledge
about the similarity of two input vectors. If we know that xi is similar to xj , then we can encourage
the model to make the predicted output at both locations (i.e., f(xi) and f(xj)) to be similar.

To define similarity, we introduce the notion of a kernel function. The word “kernel” has many
different meanings in mathematics; here we consider a Mercer kernel, also called a positive
definite kernel. This is any symmetric function K : X × X → R+ such that

N∑

i=1

N∑

j=1

K(xi,xj)cicj ≥ 0 (18.5)

for any set of N (unique) points xi ∈ X , and any choice of numbers ci ∈ R. We assume K(xi,xj) > 0,
so that we can only achieve equality in the above equation if ci = 0 for all i.

Another way to understand this condition is the following. Given a set of N datapoints, let us
define the Gram matrix as the following N ×N similarity matrix:

K =



K(x1,x1) · · · K(x1,xN )

...
K(xN ,x1) · · · K(xN ,xN )


 (18.6)
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We say that K is a Mercer kernel iff the Gram matrix is positive definite for any set of (distinct)
inputs {xi}Ni=1.

We discuss several popular Mercer kernels below. More details can be found at [Wil14] and
https://www.cs.toronto.edu/~duvenaud/cookbook/. See also Section 18.6 where we discuss how
to learn kernels from data.

18.2.1 Stationary kernels

For real-valued inputs, X = RD, it is common to use stationary kernels (also called shift-invariant
kernels), which are functions of the form K(x,x′) = K(r), where r = x − x′; thus the output
only depends on the relative difference between the inputs. (See Section 18.2.2 for a discussion
of non-stationary kernels.) Furthermore, in many cases, all that matters is the magnitude of the
difference:

r = ||r||2 = ||x− x′|| (18.7)

We give some examples below. (See also Figure 18.3 and Figure 18.4 for some visualizations of these
kernels.)

18.2.1.1 Squared exponential (RBF) kernel

The squared exponential (SE) kernel, also sometimes called the exponentiated quadratic kernel
or the radial basis function (RBF) kernel, is defined as

K(r; ℓ) = exp

(
− r2

2ℓ2

)
(18.8)

Here ℓ corresponds to the length-scale of the kernel, i.e., the distance over which we expect
differences to matter.

From Equation (18.7) we can rewrite this kernel as

K(x,x′; ℓ) = exp

(
−||x− x

′||2
2ℓ2

)
(18.9)

This is the RBF kernel we encountered earlier. It is also sometimes called the Gaussian kernel.
See Figure 18.3(f) and Figure 18.4(f) for a visualization in 1D.

18.2.1.2 ARD kernel

We can generalize the RBF kernel by replacing Euclidean distance with Mahalanobis distance, as
follows:

K(r;Σ, σ2) = σ2 exp

(
−1

2
rTΣ−1r

)
(18.10)

where r = x− x′. If Σ is diagonal, this can be written as

K(r; ℓ, σ2) = σ2 exp

(
−1

2

D∑

d=1

1

ℓ2d
r2d

)
=

D∏

d=1

K(rd; ℓd, σ2/d) (18.11)
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Figure 18.2: Function samples from a GP with an ARD kernel. (a) ℓ1 = ℓ2 = 1. Both dimensions contribute
to the response. (b) ℓ1 = 1, ℓ2 = 5. The second dimension is essentially ignored. Adapted from Figure 5.1 of
[RW06]. Generated by gpr_demo_ard.ipynb.

where

K(r; ℓ, τ2) = τ2 exp

(
−1

2

1

ℓ2
r2
)

(18.12)

We can interpret σ2 as the overall variance, and ℓd as defining the characteristic length scale of
dimension d. If d is an irrelevant input dimension, we can set ℓd =∞, so the corresponding dimension
will be ignored. This is known as automatic relevance determination or ARD (Section 15.2.8).
Hence the corresponding kernel is called the ARD kernel. See Figure 18.2 for an illustration of
some 2d functions sampled from a GP using this prior.

18.2.1.3 Matérn kernels

The SE kernel gives rise to functions that are infinitely differentiable, and therefore are very smooth.
For many applications, it is better to use the Matérn kernel, which gives rise to “rougher” functions,
which can better model local “wiggles” without having to make the overall length scale very small.

The Matérn kernel has the following form:

K(r; ν, ℓ) = 21−ν

Γ(ν)

(√
2νr

ℓ

)ν
Kν

(√
2νr

ℓ

)
(18.13)

where Kν is a modified Bessel function and ℓ is the length scale. Functions sampled from this GP
are k-times differentiable iff ν > k. As ν →∞, this approaches the SE kernel.
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Figure 18.3: GP kernels evaluated at k(x, 0) as a function of x. Generated by gpKernelPlot.ipynb.

For values ν ∈ { 12 , 32 , 52}, the function simplifies as follows:

K(r; 1
2
, ℓ) = exp(−r

ℓ
) (18.14)

K(r; 3
2
, ℓ) =

(
1 +

√
3r

ℓ

)
exp

(
−
√
3r

ℓ

)
(18.15)

K(r; 5
2
, ℓ) =

(
1 +

√
5r

ℓ
+

5r2

3ℓ2

)
exp

(
−
√
5r

ℓ

)
(18.16)

See Figure 18.3(a-c) and Figure 18.4(a-c) for a visualization.
The value ν = 1

2 corresponds to the Ornstein-Uhlenbeck process, which describes the velocity
of a particle undergoing Brownian motion. The corresponding function is continuous but not
differentiable, and hence is very “jagged”.
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Figure 18.4: GP samples drawn using different kernels. Generated by gpKernelPlot.ipynb.

18.2.1.4 Periodic kernels

One way to create a periodic 1d random function is to map x to the 2d space u(x) = (cos(x), sin(x)),
and then use an SE kernel in u-space:

K(x, x′) = exp

(
−2 sin2((x− x′)/2)

ℓ2

)
(18.17)

which follows since (cos(x)− cos(x′))2 + (sin(x)− sin(x′))2 = 4 sin2((x− x′)/2). We can generalize
this by specifying the period p to get the periodic kernel, also called the exp-sine-squared kernel:

Kper(r; ℓ, p) = exp

(
− 2

ℓ2
sin2(π

r

p
)

)
(18.18)

where p is the period and ℓ is the length scale. See Figure 18.3(d-e) and Figure 18.4(d-e) for a
visualization.

A related kernel is the cosine kernel:

K(r; p) = cos

(
2π
r

p

)
(18.19)
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18.2.1.5 Rational quadratic kernel

We define the rational quadratic kernel to be

KRQ(r; ℓ, α) =
(
1 +

r2

2αℓ2

)−α
(18.20)

We recognize this is proportional to a Student t density. Hence it can be interpreted as a scale
mixture of SE kernels of different characteristic lengths. In particular, let τ = 1/ℓ2, and assume
τ ∼ Ga(α, ℓ2). Then one can show that

KRQ(r) =
∫
p(τ |α, ℓ2)KSE(r|τ)dτ (18.21)

As α→∞, this reduces to a SE kernel.
See Figure 18.3(g) and Figure 18.4(g) for a visualization.

18.2.1.6 Kernels from spectral densities

Consider the case of a stationary kernel which satisfies K(x,x′) = K(δ), where δ = x − x′, for
x,x′ ∈ Rd. Let us further assume that K(δ) is positive definite. In this case, Bochner’s theorem
tells us that we can represent K(δ) by its Fourier transform:

K(δ) =
∫

Rd
p(ω)ejω

Tδdω (18.22)

where j =
√
−1, ejθ = cos(θ) + j sin(θ), ω is the frequency, and p(ω) is the spectral density (see

[SS19, p93, p253] for details).
We can easily derive and gain intuitions into several kernels from spectral densities. If we take

the Fourier transform of an RBF kernel we find the spectral density p(ω) =
√
2πℓ2 exp

(
−2π2ω2ℓ2

)
.

Thus the spectral density is also Gaussian, but with a bandwidth inversely proportional to the
length-scale hyperparameter ℓ. That is, as ℓ becomes large, the spectral density collapses onto a
point mass. This result is intuitive: as we increase the length-scale, our model treats points as
correlated over large distances, and becomes very smooth and slowly varying, and thus low-frequency.
In general, since the Gaussian distribution has relatively light tails, we can see that RBF kernels
won’t generally support high frequency solutions.

We can instead use a Student t spectral density, which has heavy tails that will provide greater
support for higher frequencies. Taking the inverse Fourier transform of this spectral density, we
recover the Matérn kernel, with degrees of freedom ν corresponding to the degrees of freedom in
the spectral density. Indeed, the smaller we make ν, the less smooth and higher frequency are the
associated fits to data using a Matérn kernel.

We can also derive spectral mixture kernels by modelling the spectral density as a scale-location
mixture of Gaussians and taking the inverse Fourier transform [WA13]. Since scale-location mixtures
of Gaussians are dense in the set of distributions, and can therefore approximate any spectral density,
this kernel can approximate any stationary kernel to arbitrary precision. The spectral mixture kernel
thus forms a powerful approach to kernel learning, which we discuss further in Section 18.6.5.
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18.2.2 Nonstationary kernels

A stationary kernel assumes the measure of similarity between two inputs is independent of their
location, i.e., K(x,x′) only depends on r = x−x′. A nonstationary kernel relaxes this assumption.
This is useful for a variety of problems, such as environmental modeling (see e.g., [GSR12; Pat+22]),
where correlations between locations can change depending on latent factors in the environment.

18.2.2.1 Polynomial kernels

A simple form of non-stationary kernel is the polynomial kernel (also called dot product kernel)
of order M , defined by

K(x,x′) = (xTx′)M (18.23)

This contains all monomials of order M . For example, if M = 2, we get the quadratic kernel; in
2d, this becomes

(xTx′)2 = (x1x
′
1 + x2x

′
2)

2 = (x1x
′
1)

2 + (x2x
′
2)

2 + 2(x1x
′
1)(x2x

′
2) (18.24)

We can generalize this to contain all terms up to degree M by using the inhomogeneous
polynomial kernel

K(x,x′) = (xTx′ + c)M (18.25)

For example, if M = 2 and the inputs are 2d, we have

(xTx′ + 1)2 = (x1x
′
1)

2 + (x1x
′
1)(x2x

′
2) + (x1x

′
1)

+ (x2x2)(x1x
′
1) + (x2x

′
2)

2 + (x2x
′
2)

+ (x1x
′
1) + (x2x

′
2) + 1 (18.26)

18.2.2.2 Gibbs kernel

Consider an RBF kernel where the length scale hyper-parameter, and the signal variance hyper-
parameter, are both input dependent; this is called the Gibbs kernel [Gib97], and is defined by

K(x,x′) = σ(x)σ(x′)

√
2ℓ(x)ℓ(x′)

ℓ(x)2 + ℓ(x′)2
exp

(
− ||x− x′||2
ℓ(x)2 + ℓ(x′)2

)
(18.27)

If ℓ(x) and σ(x) are constants, this reduces to the standard RBF kernel. We can model the functional
dependency of these kernel parameters on the input by using another GP (see e.g., [Hei+16]).

18.2.2.3 Other non-stationary kernels

Other ways to induce non-stationarity include using a neural network kernel (Section 18.7.1), non-
stationary spectral kernels [RHK17], or a deep GP (Section 18.7.3).
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18.2.3 Kernels for nonvectorial (structured) inputs

Kernels are particularly useful when the inputs are structured objects, such as strings and graphs,
since it is often hard to “featurize” variable-sized inputs. For example, we can define a string kernel
which compares strings in terms of the number of n-grams they have in common [Lod+02; BC17].

We can also define kernels on graphs [KJM19]. For example, the random walk kernel conceptually
performs random walks on two graphs simultaneously, and then counts the number of paths that
were produced by both walks. This can be computed efficiently as discussed in [Vis+10]. For more
details on graph kernels, see [KJM19].

For a review of kernels on structured objects, see e.g., [Gär03].

18.2.4 Making new kernels from old

Given two valid kernels K1(x,x
′) and K2(x,x

′), we can create a new kernel using any of the following
methods:

K(x,x′) = cK1(x,x
′), for any constant c > 0 (18.28)

K(x,x′) = f(x)K1(x,x
′)f(x′), for any function f (18.29)

K(x,x′) = q(K1(x,x
′)) for any function polynomial q with nonneg. coef. (18.30)

K(x,x′) = exp(K1(x,x
′)) (18.31)

K(x,x′) = xTAx′, for any psd matrix A (18.32)

For example, suppose we start with the linear kernel K(x,x′) = xx′. We know this is a valid
Mercer kernel, since the corresponding Gram matrix is just the (scaled) covariance matrix of the data.
From the above rules, we can see that the polynomial kernel K(x,x′) = (xTx′)M from Section 18.2.2.1
is a valid Mercer kernel.

We can also use the above rules to establish that the Gaussian kernel is a valid kernel. To see this,
note that

||x− x′||2 = xTx+ (x′)Tx′ − 2xTx′ (18.33)

and hence

K(x,x′) = exp(−||x− x′||2/2σ2) = exp(−xTx/2σ2) exp(xTx′/σ2) exp(−(x′)Tx′/2σ2) (18.34)

is a valid kernel.
We can also combine kernels using addition or multiplication:

K(x,x′) = K1(x,x
′) +K2(x,x

′) (18.35)
K(x,x′) = K1(x,x

′)×K2(x,x
′) (18.36)

Multiplying two positive-definite kernels together always results in another positive definite kernel.
This is a way to get a conjunction of the individual properties of each kernel, as illustrated in
Figure 18.5.

In addition, adding two positive-definite kernels together always results in another positive definite
kernel. This is a way to get a disjunction of the individual properties of each kernel, as illustrated in
Figure 18.6.

For an example of combining kernels to forecast some time series data, see Section 18.8.1.
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Figure 18.5: Examples of 1d structures obtained by multiplying elementary kernels. Top row shows K(x, x′ = 1).
Bottom row shows some functions sampled from GP (f |0,K). Adapted from Figure 2.2 of [Duv14]. Generated
by combining_kernels_by_multiplication.ipynb.
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Figure 18.6: Examples of 1d structures obtained by summing elementary kernels. Top row shows K(x, x′ = 1).
Bottom row shows some functions sampled from GP (f |0,K). Adapted from Figure 2.2 of [Duv14]. Generated
by combining_kernels_by_summation.ipynb.

18.2.5 Mercer’s theorem

Recall that any positive definite matrix K can be represented using an eigendecomposition of the
form K = UTΛU, where Λ is a diagonal matrix of eigenvalues λi > 0, and U is a matrix containing
the eigenvectors. Now consider element (i, j) of K:

kij = (Λ
1
2U:i)

T(Λ
1
2U:j) (18.37)
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where U:i is the i’th column of U. If we define ϕ(xi) = U:i, then we can write

kij =

M∑

m=1

λmϕm(xi)ϕm(xj) (18.38)

where M is the rank of the kernel matrix. Thus we see that the entries in the kernel matrix can be
computed by performing an inner product of some feature vectors that are implicitly defined by the
eigenvectors of the kernel matrix.

This idea can be generalized to apply to kernel functions, not just kernel matrices, as we now show.
First, we define an eigenfunction ϕ() of a kernel K with eigenvalue λ wrt measure µ as a function
that satisfies
∫
K(x,x′)ϕ(x)dµ(x) = λϕ(x′) (18.39)

We usually sort the eigenfunctions in order of decreasing eigenvalue, λ1 ≥ λ2 ≥ · · · . The eigenfunctions
are orthogonal wrt µ:
∫
ϕi(x)ϕj(x)dµ(x) = δij (18.40)

where δij is the Kronecker delta. With this definition in hand, we can state Mercer’s theorem.
Informally, it says that any positive definite kernel function can be represented as the following
infinite sum:

K(x,x′) =
∞∑

m=1

λmϕm(x)ϕm(x′) (18.41)

where ϕm are eigenfunctions of the kernel, and λm are the corresponding eigenvalues. This is the
functional analog of Equation (18.38).

A degenerate kernel has only a finite number of non-zero eigenvalues. In this case, we can
rewrite the kernel function as an inner product between two finite-length vectors. For example,
consider the quadratic kernel K(x,x′) = ⟨x,x′⟩2 from Equation (18.24). If we define ϕ(x1, x2) =
[x21,
√
2x1x2, x

2
2] ∈ R3, then we can write this as K(x,x′) = ϕ(x)Tϕ(x). Thus we see that this kernel

is degenerate.
Now consider the RBF kernel. In this case, the corresponding feature representation is infinite

dimensional (see Section 18.2.6 for details). However, by working with kernel functions, we can avoid
having to deal with infinite dimensional vectors.

From the above, we see that we can replace inner product operations in an explicit (possibly
infinite dimensional) feature space with a call to a kernel function, i.e., we replace ϕ(x)Tϕ(x) with
K(x,x′). This is called the kernel trick.

18.2.6 Approximating kernels with random features

Although the power of kernels resides in the ability to avoid working with featurized representations
of the inputs, such kernelized methods can take O(N3) time, in order to invert the Gram matrix K,
as we will see in Section 18.3. This can make it difficult to use such methods on large scale data.
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Fortunately, we can approximate the feature map for many kernels using a randomly chosen finite
set of M basis functions, thus reducing the cost to O(NM +M3).

We will show how to do this for shift-invariant kernels by returning to Bochner’s theorem in
Eq. (18.22). In the case of a Gaussian RBF kernel, we have seen that the spectral density is a
Gaussian distribution. Hence we can easily compute a Monte Carlo approximation to this integral by
sampling random Gaussian vectors. This yields the following approximation: K(x,x′) ≈ ϕ(x)Tϕ(x),
where the (real-valued) feature vector is given by

ϕ(x) =

√
1

D

[
sin(zT1x), · · · , sin(zTDx), cos(zT1x), · · · , cos(zTDx)

]
(18.42)

=

√
1

D

[
sin(ZTx), cos(ZTx)

]
(18.43)

Here Z = (1/σ)G, and G ∈ Rd×D is a random Gaussian matrix, where the entries are sampled iid
from N (0, 1). The representation in Equation (18.43) are called random Fourier features (RFF)
[SS15; RR08] or “weighted sums of random kitchen sinks” [RR09]. (One can obtain an even better
approximation by ensuring that the rows of Z are random but orthogonal; this is called orthogonal
random features [Yu+16].)

One can create similar random feature representations for other kinds of kernels. We can then
use such features for supervised learning by defining f(x;θ) = Wφ(Zx) + b, where Z is a random
Gaussian matrix, and the form of φ depends on the chosen kernel. This is equivalent to a one layer
MLP with random input-to-hidden weights; since we only optimize the hidden-to-output weights
θ = (W, b), the model is equivalent to a linear model with fixed random features. If we use enough
random features, we can approximate the performance of a kernelized prediction model, but the
computational cost is now O(N) rather than O(N2).

Unfortunately, random features can result in worse performance than using a non-degenerate
kernel, since they don’t have enough expressive power. We discuss other ways to scale GPs to large
datasets in Section 18.5.

18.3 GPs with Gaussian likelihoods

In this section, we discuss GPs for regression, using a Gaussian likelihood. In this case, all the
computations can be performed in closed form, using standard linear algebra methods. We extend
this framework to non-Gaussian likelihoods later in the chapter.

18.3.1 Predictions using noise-free observations

Suppose we observe a training set D = {(xn, yn) : n = 1 : N}, where yn = f(xn) is the noise-free
observation of the function evaluated at xn. If we ask the GP to predict f(x) for a value of x that it
has already seen, we want the GP to return the answer f(x) with no uncertainty. In other words, it
should act as an interpolator of the training data. Here we assume the observed function values
are noiseless. We will consider the case of noisy observations shortly.

Now we consider the case of predicting the outputs for new inputs that may not be in D. Specifically,
given a test set X∗ of size N∗ ×D, we want to predict the function outputs f∗ = [f(x1), . . . , f(xN∗)].

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



692 Chapter 18. Gaussian processes

−5 0 5

x

−2

−1

0

1

f

(a)

−5 0 5

x

−2

0

2

f

(b)

−5 0 5

x

−2

0

2

f

(c)

Figure 18.7: Left: some functions sampled from a GP prior with RBF kernel. Middle: some samples from
a GP posterior, after conditioning on 5 noise-free observations. Right: some samples from a GP posterior,
after conditioning on 5 noisy observations. The shaded area represents E [f(x)]± 2

√
V[f(x)]. Adapted from

Figure 2.2 of [RW06]. Generated by gpr_demo_noise_free.ipynb.

By definition of the GP, the joint distribution p(fX ,f∗|X,X∗) has the following form
(
fX
f∗

)
∼ N

((
µX
µ∗

)
,

(
KX,X KX,∗
KT
X,∗ K∗,∗

))
(18.44)

where µX = (m(x1), . . . ,m(xN )), µ∗ = (m(x∗1), . . . ,m(x∗N∗)), KX,X = K(X,X) is N ×N , KX,∗ =
K(X,X∗) is N ×N∗, and K∗,∗ = K(X∗,X∗) is N∗ ×N∗. See Figure 18.7 for a static illustration,
and http://www.infinitecuriosity.org/vizgp/ for an interactive visualization.

By the standard rules for conditioning Gaussians (Section 2.3.1.4), the posterior has the following
form

p(f∗|X∗,D) = N (f∗|µ∗|X ,Σ∗|X) (18.45)

µ∗|X = µ∗ +KT
X,∗K

−1
X,X(fX − µX) (18.46)

Σ∗|X = K∗,∗ −KT
X,∗K

−1KX,∗ (18.47)

This process is illustrated in Figure 18.7. On the left we show some samples from the prior, p(f),
where we use an RBF kernel (Section 18.2.1.1) and a zero mean function. On the right, we show
samples from the posterior, p(f |D). We see that the model perfectly interpolates the training data,
and that the predictive uncertainty increases as we move further away from the observed data.

Note that the cost of the above method for sampling N∗ points is O(N3
∗ ). This can be reduced to

O(N∗) time using the methods in [Ple+18; Wil+20a].

18.3.2 Predictions using noisy observations

In Section 18.3.1, we showed how to do GP regression when the training data was noiseless. Now let us
consider the case where what we observe is a noisy version of the underlying function, yn = f(xn)+ϵn,
where ϵn ∼ N (0, σ2

y). In this case, the model is not required to interpolate the data, but it must
come “close” to the observed data. The covariance of the observed noisy responses is

Cov [yi, yj ] = Cov [fi, fj ] + Cov [ϵi, ϵj ] = K(xi,xj) + σ2
yδij (18.48)
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where δij = I (i = j). In other words

Cov [y|X] = KX,X + σ2
yIN (18.49)

The joint density of the observed data and the latent, noise-free function on the test points is given
by
(
y
f∗

)
∼ N

((
µX
µ∗

)
,

(
KX,X + σ2

yI KX,∗
KT
X,∗ K∗,∗

))
(18.50)

Hence the posterior predictive density at a set of test points X∗ is

p(f∗|D,X∗) = N (f∗|µ∗|X ,Σ∗|X) (18.51)

µ∗|X = µ∗ +KT
X,∗(KX,X + σ2

yI)
−1(y − µX) (18.52)

Σ∗|X = K∗,∗ −KT
X,∗(KX,X + σ2

yI)
−1KX,∗ (18.53)

In the case of a single test input, this simplifies as follows

p(f∗|D,x∗) = N (f∗|m∗ + kT∗(KX,X + σ2
yI)
−1(y − µX), k∗∗ − kT∗(KX,X + σ2

yI)
−1k∗) (18.54)

where k∗ = [K(x∗,x1), . . . ,K(x∗,xN )] and k∗∗ = K(x∗,x∗). If the mean function is zero, we can
write the posterior mean as follows:

µ∗|X = kT∗K
−1
σ y︸ ︷︷ ︸
α

=

N∑

n=1

K(x∗,xn)αn (18.55)

where

Kσ = KX,X + σ2
yI (18.56)

α = K−1σ y (18.57)

Fitting this model amounts to computing α in Equation (18.57). This is usually done by computing
the Cholesky decomposition of Kσ, as described in Section 18.3.6. Once we have computed α, we can
compute predictions for each test point in O(N) time for the mean, and O(N2) time for the variance.

18.3.3 Weight space vs function space

In this section, we show how Bayesian linear regression is a special case of a GP.
Consider the linear regression model y = f(x) + ϵ, where f(x) = wTϕ(x) and ϵ ∼ N (0, σ2

y). If we
use a Gaussian prior p(w) = N (w|0,Σw), then the posterior is as follows (see Section 15.2.2 for the
derivation):

p(w|D) = N (w| 1
σ2
y

A−1ΦTy,A−1) (18.58)

where Φ is the N ×D design matrix, and

A = σ−2y ΦTΦ+Σ−1w (18.59)
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The posterior predictive distribution for f∗ = f(x∗) is therefore

p(f∗|D,x∗) = N (f∗|
1

σ2
y

ϕT
∗A
−1ΦTy, ϕT

∗A
−1ϕ∗) (18.60)

where ϕ∗ = ϕ(x∗). This views the problem of inference and prediction in weight space.
We now show that this is equivalent to the predictions made by a GP using a kernel of the form

K(x,x′) = ϕ(x)TΣwϕ(x
′). To see this, let K = ΦΣwΦ

T, k∗ = ΦΣwϕ∗, and k∗∗ = ϕT
∗Σwϕ∗. Using

this notation, and the matrix inversion lemma, we can rewrite Equation (18.60) as follows

p(f∗|D,x∗) = N (f∗|µ∗|X ,Σ∗|X) (18.61)

µ∗|X = ϕT
∗ΣwΦ

T(K+ σ2
yI)
−1y = kT∗(KX,X + σyI)

−1y (18.62)

Σ∗|X = ϕT
∗Σwϕ∗ − ϕT

∗ΣwΦ
T(K+ σ2

yI)
−1ΦΣwϕ∗ = k∗∗ − kT∗(KX,X + σ2

yI)
−1k∗ (18.63)

which matches the results in Equation (18.54), assuming m(x) = 0. A non-zero mean can be captured
by adding a constant feature with value 1 to ϕ(x).

Thus we can derive a GP from Bayesian linear regression. Note, however, that linear regression
assumes ϕ(x) is a finite length vector, whereas a GP allows us to work directly in terms of kernels,
which may correspond to infinite length feature vectors (see Section 18.2.5). That is, a GP works in
function space.

18.3.4 Semiparametric GPs

So far, we have mostly assumed the mean of the GP is 0, and have relied on its interpolation abilities
to model the mean function. Sometimes it is useful to fit a global linear model for the mean, and use
the GP to model the residual errors, as follows:

g(x) = f(x) + βTϕ(x) (18.64)

where f(x) ∼ GP(0,K(x,x′)), and ϕ() are some fixed basis functions. This combines a parametric
and a non-parametric model, and is known as a semi-parametric model.

If we assume β ∼ N (b,B), we can integrate these parameters out to get a new GP [O’H78]:

g(x) ∼ GP
(
ϕ(x)Tb, K(x,x′) + ϕ(x)TBϕ(x′)

)
(18.65)

Let HX = ϕ(X)T be the D×N matrix of training examples, and H∗ = ϕ(X∗)T be the D×N∗ matrix
of test examples. The corresponding predictive distribution for test inputs X∗ has the following form
[RW06, p28]:

E [g(X∗)|D] = HT
∗β +KT

X,∗K
−1
σ (y −HT

Xβ) = E [f(X∗)|D] +RTβ (18.66)

Cov [g(X∗)|D] = Cov [f(X∗)|D] +RT(B−1 +HXK−1σ HT
X)−1R (18.67)

β = (B−1 +HXK−1σ HT
X)−1(HXK−1σ y +B−1b) (18.68)

R = H∗ −HXK−1σ KX,∗ (18.69)

These results can be interpreted as follows: the mean is the usual mean from the GP, plus a global
offset from the linear model, using β; and the covariance is the usual covariance from the GP, plus
an additional positive term due to the uncertainty in β.
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In the limit of an uninformative prior for the regression parameters, as B→∞I, this simplifies to

E [g(X∗)|D] = E [f(X∗)|D] +RT(HXK−1σ HT
X)−1HXK−1σ y (18.70)

Cov [g(X∗)|D] = Cov [f(X∗)|D] +RT(HXK−1σ HT
X)−1R (18.71)

18.3.5 Marginal likelihood

Most kernels have some free parameters. For example, the RBF-ARD kernel (Section 18.2.1.2) has
the form

K(x,x′) = exp

(
−1

2

D∑

d=1

1

ℓ2d
(xd − x′d)2

)
=

D∏

d=1

Kℓd(xd, x′d) (18.72)

where each ℓd is a length scale for feature dimension d. Let these (and the observation noise variance
σ2
y, if present) be denoted by θ. We can compute the likelihood of these parameters as follows:

p(y|X,θ) = p(D|θ) =
∫
p(y|fX ,θ)p(fX |X,θ)dfX (18.73)

Since we are integrating out the function f , we often call θ hyperparameters, and the quantity p(D|θ)
the marginal likelihood.

Since f is a GP, we can compute the above integral using the marginal likelihood for the corre-
sponding Gaussian. This gives

log p(D|θ) = −1

2
(y − µX)TK−1σ (y − µX)− 1

2
log |Kσ| −

N

2
log(2π) (18.74)

The first term is the square of the Mahalanobis distance between the observations and the predicted
values: better fits will have smaller distance. The second term is the log determinant of the covariance
matrix, which measures model complexity: smoother functions will have smaller determinants, so
− log |Kσ| will be larger (less negative) for simpler functions. The marginal likelihood measures the
tradeoff between fit and complexity.

In Section 18.6.1, we discuss how to learn the kernel parameters from data by maximizing the
marginal likelihood wrt θ.

18.3.6 Computational and numerical issues

In this section, we discuss computational and numerical issues which arise when implementing the
above equations. For notational simplicity, we assume the prior mean is zero, m(x) = 0.

The posterior predictive mean is given by µ∗ = kT∗K−1σ y. For reasons of numerical stability, it is
unwise to directly invert Kσ. A more robust alternative is to compute a Cholesky decomposition,
Kσ = LLT, which takes O(N3) time. Given this, we can compute

µ∗ = k
T
∗K
−1
σ y = kT∗L

−T(L−1y) = kT∗α (18.75)

Here α = LT \ (L \ y), where we have used the backslash operator to represent backsubstitution.
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We can compute the variance in O(N2) time for each test case using

σ2
∗ = k∗∗ − kT∗L−TL−1k∗ = k∗∗ − vTv (18.76)

where v = L \ k∗.
Finally, the log marginal likelihood (needed for kernel learning, Section 18.6) can be computed

using

log p(y|X) = −1

2
yTα−

N∑

n=1

logLnn −
N

2
log(2π) (18.77)

We see that overall cost is dominated by O(N3). We discuss faster, but approximate, methods in
Section 18.5.

18.3.7 Kernel ridge regression

The term ridge regression refers to linear regression with an ℓ2 penalty on the regression weights:

w∗ = argmin
w

N∑

n=1

(yn − f(xn;w))2 + λ||w||22 (18.78)

where f(x;w) = wTx. The solution for this is

w∗ = (XTX+ λI)−1XTy = (

N∑

n=1

xnx
T
n + λI)−1(

N∑

n=1

xnyn) (18.79)

In this section, we consider a function space version of this:

f∗ = argmin
f∈F

N∑

n=1

(yn − f(xn))2 + λ||f ||2 (18.80)

For this to make sense, we have to define the function space F and the norm ||f ||. If we use a function
space derived from a positive definite kernel function K, the resulting method is called kernel ridge
regression (KRR). We will see that the resulting estimate f∗(x∗) is equivalent to the posterior
mean of a GP. We give the details below.

18.3.7.1 Reproducing kernel Hilbert spaces

In this section, we briefly introduce the relevant mathematical “machinery” needed to explain KRR.
Let F = {f : X → R} be a space of real-valued funcitons. Elements of this space (i.e., functions)

can be added and scalar multiplied as if they were vectors. That is, if f ∈ F and g ∈ F , then
αf+βg ∈ F for α, β ∈ R. We can also define an inner product for F , which is a mapping ⟨f, g⟩ ∈ R
which satisfies the following:

⟨αf1 + βf2, g⟩ = α⟨f1, g⟩+ β⟨f2, g⟩ (18.81)
⟨f, g⟩ = ⟨g, f⟩ (18.82)
⟨f, f⟩ ≥ 0 (18.83)
⟨f, f⟩ = 0 iff f(x) = 0 for all x ∈ X (18.84)
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We define the norm of a function using

||f || ≜
√
⟨f, f⟩ (18.85)

A function space H with an inner product operator is called a Hilbert space. (We also require
that the function space be complete, which means that every Cauchy sequence of functions fi ∈ H
has a limit that is also in H.)

The most common Hilbert space is the space known as L2. To define this, we need to specify a
measure µ on the input space X ; this is a function that assigns any (suitable) subset A of X to a
positive number, such as its volume. This can be defined in terms of the density function w : X → R,
as follows:

µ(A) =

∫

A

w(x)dx (18.86)

Thus we have µ(dx) = w(x)dx. We can now define L2(X , µ) to be the space of functions f : X → R
that satisfy
∫

X
f(x)2w(x)dx <∞ (18.87)

This is known as the set of square-integrable functions. This space has an inner product defined
by

⟨f, g⟩ =
∫

X
f(x)g(x)w(x)dx (18.88)

We define a Reproducing Kernel Hilbert Space or RKHS as follows. Let H be a Hilbert
space of functions f : X → R. We say that H is an RKHS endowed with inner product ⟨·, ·⟩H if there
exists a (symmetric) kernel function K : X × X → R with the following properties:
• For every x ∈ X , K(x, ·) ∈ H.
• K satisfies the reproducing property:

⟨f(·),K(·,x′)⟩ = f(x′) (18.89)

The reason for the term “reproducing property” is as follows. Let f(·) = K(x, ·). Then we have that

⟨K(x, ·),K(·,x′)⟩ = K(x,x′) (18.90)

18.3.7.2 Complexity of a function in an RKHS

The main utility of RKHS from the point of view of machine learning is that it allows us to define a
notion of a function’s “smoothness” or “complexity” in terms of its norm, as we now discuss.

Suppose we have a positive definite kernel function K. From Mercer’s theorem we have K(x,x′) =∑∞
i=1 λiϕi(x)ϕi(x

′). Now consider a Hilbert space H defined by functions of the form f(x) =∑∞
i=1 fiϕ(x), with

∑∞
i=1 f

2
i /λ <∞. The inner product of two functions in this space is

⟨f, g⟩H =

∞∑

i=1

figi
λi

(18.91)

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



698 Chapter 18. Gaussian processes

Hence the (squared) norm is given by

||f ||2H = ⟨f, f⟩H =

∞∑

i=1

f2i
λi

(18.92)

This is analogous to the quadratic form fTK−1f which occurs in some GP objectives (see Equa-
tion (18.101)). Thus the smoothness of the function is controlled by the properties of the corresponding
kernel.

18.3.7.3 Representer theorem

In this section, we consider the problem of (regularized) empirical risk minimization in function space.
In particular, consider the following problem:

f∗ = argmin
f∈HK

N∑

n=1

ℓ(yn, f(xn)) +
λ

2
||f ||2H (18.93)

where HK is an RKHS with kernel K and ℓ(y, ŷ) ∈ R is a loss function. Then one can show [KW70;
SHS01] the following result:

f∗(x) =
N∑

n=1

αnK(x, xn) (18.94)

where αn ∈ R are some coefficients that depend on the training data. This is called the representer
theorem.

Now consider the special case where the loss function is squared loss, and λ = σ2
y. We want to

minimize

L(f) = 1

2σ2
y

N∑

n=1

(yn − f(xn))2 +
1

2
||f ||2H (18.95)

Substituting in Equation (18.94), and using the fact that ⟨K(·,xi),K(·,xj)⟩ = K(xi,xj), we obtain

L(f) = 1

2
αTKα+

1

2σ2
y

||y −Kα||2 (18.96)

=
1

2
αT(K+

1

σ2
y

K2)α− 1

σ2
y

yTKα+
1

2σ2
y

yTy (18.97)

Minimizing this wrt α gives α̂ = (K+ σ2
yI)
−1y, which is the same as Equation (18.57). Furthermore,

the prediction for a test point is

f̂(x∗) = k
T
∗α = kT∗(K+ σ2

yI)
−1y (18.98)

This is known as kernel ridge regression [Vov13]. We see that the result matches the posterior
predictive mean of a GP in Equation (18.55).
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Figure 18.8: Kernel ridge regression (KRR) compared to Gaussian process regression (GPR) using the same
kernel. Generated by krr_vs_gpr.ipynb.

Model Likelihood Section
Regression N (fi, σ

2
y) Section 18.3.2

Robust regression Tν(fi, σ2
y) Section 18.4.4

Binary classification Ber(σ(fi)) Section 18.4.1
Multiclass classification Cat(softmax(f i)) Section 18.4.2
Poisson regression Poi(exp(fi)) Section 18.4.3

Table 18.1: Summary of GP models with a variety of likelihoods.

18.3.7.4 Example of KRR vs GPR

In this section, we compare KRR with GP regression on a simple 1d problem. Since the underlying
function is believed to be periodic, we use the periodic kernel from Equation (18.18). To capture the
fact that the observations are noisy, we add to this a white noise kernel

K(x,x′) = σ2
yδ(x− x′) (18.99)

as in Equation (18.48). Thus there are 3 GP hyper-parameters: the kernel length scale ℓ, the kernel
periodicity p, and the noise level σ2

y. We can optimize these by maximizing the marginal likelihood
using gradient descent (see Section 18.6.1). For KRR, we also have 3 hyperparameters (ℓ, p, and
λ = σ2

y); we optimize these using grid search combined with cross validation (which in general is
slower than gradient based optimization). The resulting model fits are shown in Figure 18.8, and are
very similar, as is to be expected.

18.4 GPs with non-Gaussian likelihoods

So far, we have focused on GPs for regression using Gaussian likelihoods. In this case, the posterior
is also a GP, and all computation can be performed analytically. However, if the likelihood is
non-Gaussian, we can no longer compute the posterior exactly. We can create variety of different
“classical” models by changing the form of the likelihood, as we show in Table 18.1. In the sections
below, we briefly discuss some approximate inference methods. (For more details, see e.g., [WSS21].)
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log p(yi|fi) ∂
∂fi

log p(yi|fi) ∂2

∂f2
i
log p(yi|fi)

log σ(yifi) ti − πi −πi(1− πi)
log Φ(yifi)

yiϕ(fi)
Φ(yifi)

− ϕ2
i

Φ(yifi)2
− yifiϕ(fi)

Φ(yifi)

Table 18.2: Likelihood, gradient, and Hessian for binary logistic/probit GP regression. We assume yi ∈
{−1,+1} and define ti = (yi + 1)/2 ∈ {0, 1} and πi = σ(fi) for logistic regression, and πi = Φ(fi) for probit
regression. Also, ϕ and Φ are the pdf and cdf of N (0, 1). From [RW06, p43].

18.4.1 Binary classification

In this section, we consider binary classification using GPs. If we use the sigmoid link function, we
have p(yn = 1|xn) = σ(ynf(xn)). If we assume yn ∈ {−1,+1}, then we have p(yn|xn) = σ(ynfn),
since σ(−z) = 1−σ(z). If we use the probit link, we have p(yn = 1|xn) = Φ(ynf(xn)), where Φ(z) is
the cdf of the standard normal. More generally, let p(yn|xn) = Ber(yn|φ(fn)). The overall log joint
has the form

L(fX) = log p(y|fX) + log p(fX |X) (18.100)

= log p(y|fX)− 1

2
fTXK−1X,XfX −

1

2
log |KX,X | −

N

2
log 2π (18.101)

The simplest approach to approximate inference is to use a Laplace approximation (Section 7.4.3).
The gradient and Hessian of the log joint are given by

∇L = ∇ log p(y|fX)−K−1X,XfX (18.102)

∇2L = ∇2 log p(y|fX)−K−1X,X = −Λ−K−1X,X (18.103)

where Λ ≜ −∇2 log p(y|fX) is a diagonal matrix, since the likelihood factorizes across examples.
Expressions for the gradient and Hessian of the log likelihood for the logit and probit case are shown
in Table 18.2. At convergence, the Laplace approximation of the posterior takes the following form:

p(fX |D) ≈ q(fX) = N (f̂ , (K−1X,X +Λ)−1) (18.104)

where f̂ is the MAP estimate. See [RW06, Sec 3.4] for further details.
For improved accuracy, we can use variational inference, in which we assume q(fX) = N (fX |m,S);

we then optimize m and S using (stochastic) gradient descent, rather than assuming S is the Hessian
at the mode. See Section 18.5.4 for the details.

Once we have a Gaussian posterior q(fX |D), we can then use standard GP prediction to compute
q(f∗|x∗,D). Finally, we can approximate the posterior predictive distribution over binary labels
using

π∗ = p(y∗ = 1|x∗,D) =
∫
p(y∗ = 1|f∗)q(f∗|x∗,D)df∗ (18.105)

This 1d integral can be computed using the probit approximation from Section 15.3.6. In this case
we have π∗ ≈ σ(κ(v)E [f∗]), where v = V [f∗] and κ2(v) = (1 + πv/8)−1.
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Figure 18.9: Contours of the posterior predictive probability for a binary classifier generated by a GP with an
SE kernel. (a) Manual kernel parameters: short length scale, ℓ = 0.5, variance 3.162 ≈ 9.98. (b) Learned
kernel parameters: long length scale, ℓ = 1.19, variance 4.792 ≈ 22.9. Generated by gpc_demo_2d.ipynb.

In Figure 18.9, we show a synthetic binary classification problem in 2d. We use an SE kernel.
On the left, we show predictions using hyper-parameters set by hand; we use a short length scale,
hence the very sharp turns in the decision boundary. On the right, we show the predictions using the
learned hyper-parameters; the model favors more parsimonious explanation of the data.

18.4.2 Multiclass classification

The multi-class case is somewhat harder, since the function now needs to return a vector of C logits
to get p(yn|xn) = Cat(yn|softmax(fn)), where fn = (f1n, . . . , f

C
n ), It is standard to assume that

f c ∼ GP(0,Kc). Thus we have one latent function per class, which are a priori independent, and
which may use different kernels.

We can derive a Laplace approximation for this model as discussed in [RW06, Sec 3.5]. Alternatively,
we can use a variational approach, using the local variational bound to the multinomial softmax in
[Cha12]. An alternative variational method, based on data augmentation with auxiliary variables, is
described in [Wen+19b; Liu+19a; GFWO20].

18.4.3 GPs for Poisson regression (Cox process)

In this section, we illustrate Poisson regression where the underlying log rate function is modeled by
a GP. This is known as a Cox process. We can perform approximate posterior inference in this
model using Laplace, MCMC, or SVI (stochastic variational inference). In Figure 18.10 we give a 1d
example, where we use a Matérn 5

2 kernel. We apply MCMC and SVI. In the VI case, we additionally
have to specify the form of the posterior; we use a Gaussian approximation for the variational GP
posterior p(f |X,y), and a point estimate for the kernel parameters.

An interesting application of this is to spatial disease mapping. For example, [VPV10] discuss
the problem of modeling the relative risk of heart attack in different regions in Finland. The data

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 18.10: Poisson regression with a GP. (a) Observed data (black dots) and true log rate function (yellow
line). (b) Posterior predictive distribution (shading shows 1 and 2 σ bands) from MCMC. (c) Posterior
predictive distribution from SVI. Generated by gp_poisson_1d.ipynb.
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Figure 18.11: We show the relative risk of heart disease in Finland using a Poisson GP fit to 911 data points.
Left: posterior mean. Right: posterior variance. Generated by gp_spatial_demo.ipynb.

consists of the heart attacks in Finland from 1996–2000 aggregated into 20km × 20km lattice cells.
The likelihood has the following form: yn ∼ Poi(enrn), where en is the known expected number of
deaths (related to the population of cell n and the overall death rate), and rn is the relative risk of
cell n which we want to infer. Since the data counts are small, we regularize the problem by sharing
information with spatial neighbors. Hence we assume f ≜ log(r) ∼ GP(0,K). We use a Matérn
kernel (Section 18.2.1.3) with ν = 3/2, and a length scale and magnitude that are estimated from
data.

Figure 18.11 gives an example of this method in action (using Laplace approximation). On the left
we plot the posterior mean relative risk (RR), and on the right, the posterior variance. We see that
the RR is higher in eastern Finland, which is consistent with other studies. We also see that the
variance in the north is higher, since there are fewer people living there.
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Method Cost Section
Cholesky O(N3) Section 18.3.6
Conj. Grad. O(CN2) Section 18.5.5
Inducing O(NM2 +M3 +DNM) Section 18.5.3
Variational O(NM2 +M3 +DNM) Section 18.5.4
SVGP O(BM2 +M3 +DNM) Section 18.5.4.3
KISS-GP O(CN + CDMD logM) Section 18.5.5.3
SKIP O(DLN +DLM logM + L3N logD + CL2N) Section 18.5.5.3

Table 18.3: Summary of time to compute the log marginal likelihood of a GP regression model. Notation: N is
number of training examples, M is number of inducing points, B is size of minibatch, D is dimensionality of
input vectors (assuming X = RD), C is number of conjugate gradient iterations, and L is number of Lanczos
iterations. Based on Table 2 of [Gar+18a].

18.4.4 Other likelihoods

Many other likelihoods are possible. For example, [VJV09] uses a Student t likelihood in order to
perform robust regression. A general method for performing approximate variational inference in
GPs with such non-conjugate likelihoods is discussed in [WSS21].

18.5 Scaling GP inference to large datasets

In Section 18.3.6, we saw that the best way to perform GP inference and training is to compute a
Cholesky decomposition of the N ×N Gram matrix. Unfortunately, this takes O(N3) time. In this
section, we discuss methods to scale up GPs to handle large N . See Table 18.3 for a summary, and
[Liu+20c] for more details.1

18.5.1 Subset of data

The simplest approach to speeding up GP inference is to throw away some of the data. Suppose we
keep a subset of M examples. In this case, exact inference will take O(M3) time. This is called the
subset-of-data approach.

The key question is: how should we choose the subset? The simplest approach is to pick random
examples (this method was recently analyzed in [HIY19]). However, intuitively it makes more sense
to try to pick a subset that in some sense “covers” the original data, so it contains approximately
the same information (up to some tolerance) without the redundancy. Clustering algorithms are
one heuristic approach, but we can also use coreset methods, which can provably find such an
information-preserving subset (see e.g., [Hug+19] for an application of this idea to GPs).

18.5.1.1 Informative vector machine

Clustering and coreset methods are unsupervised, in that they only look at the features xi and
not the labels yi, which can be suboptimal. The informative vector machine [HLS03] uses a

1. We focus on efficient methods for evaluating the marginal likelihood and the posterior predictive distribution. For
an efficient method for sampling a function from the posterior, see [Wil+20a].
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greedy strategy to iteratively add the labeled example (xj , yj) that maximally reduces the entropy
of the function’s posterior, ∆j = H (p(fj)) − H (pnew(fj)), where pnew(fj) is the posterior of f
at xj after conditioning on yj . (This is very similar to active learning.) To compute ∆j , let
p(fj) = N (µj , vj), and p(fj |yj) ∝ p(fj)N (yj |fj , σ2) = N (fj |µnew

j , vnew
j ), where (vnew

j )−1 = v−1j +σ−2.
Since H (N (µ, v)) = log(2πev)/2, we have ∆j = 0.5 log(1+vj/σ

2). Since this is a monotonic function
of vj , we can maximize it by choosing the site with the largest variance. (In fact, entropy is a
submodular function, so we can use submodular optimization algorithms to improve on the IVM, as
shown in [Kra+08].)

18.5.1.2 Discussion

The main problem with the subset of data approach is that it ignores some of the data, which can
reduce predictive accuracy and increase uncertainty about the true function. Fortunately there
are other scalable methods that avoid this problem, essentially by approximately representing (or
compressing) the training data, as we discuss below.

18.5.2 Nyström approximation

Suppose we had a rank M approximation to the N ×N matrix gram matrix of the following form:

KX,X ≈ UΛUT (18.106)

where Λ is a diagonal matrix of the M leading eigenvalues, and U is the matrix of the corresponding
M eigenvectors, each of size N . In this case, we can use the matrix inversion lemma to write

K−1σ = (KX,X + σ2IN )−1 ≈ σ−2IN + σ−2U(σ2Λ−1 +UTU)−1UT (18.107)

which takes O(NM2) time. Similarly, one can show (using the Sylvester determinant lemma) that

|Kσ| ≈ |Λ||σ2Λ−1 +UTU| (18.108)

which also takes O(NM2) time.
Unfortunately, directly computing such an eigendecomposition takes O(N3) time, which does not

help. However, suppose we pick a subset Z of M < N points. We can partition the Gram matrix as
follows (where we assume the chosen points come first, and then the remaining points):

KX,X =

(
KZ,Z KZ,X−Z

KX−Z,Z KX−Z,X−Z

)
≜

(
KZ,Z KZ,X̃

KX̃,Z KX̃,X̃

)
(18.109)

where X̃ = X − Z. We now compute an eigendecomposition of KZ,Z to get the eigenvalues {λi}Mi=1

and eigenvectors {ui}Mi=1. We now use these to approximate the full matrix as shown below, where
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the scaling constants are chosen so that ∥ũi∥ ≈ 1:

λ̃i ≜
N

M
λi (18.110)

ũ ≜

√
M

N

1

λi
KX̃,Zui (18.111)

KX,X ≈
M∑

i=1

λ̃iũiũ
T
i (18.112)

=

M∑

i=1

N

M
λi

√
M

N

1

λi
KX̃,Zui

√
M

N

1

λi
uTiK

T
X̃,Z

(18.113)

= KX̃,Z

(
M∑

i=1

1

λi
uiu

T
i

)
KX̃,Z (18.114)

= KX̃,ZK
−1
Z,ZK

T
X̃,Z

(18.115)

This is known as the Nyström approximation [WS01]. If we define

QA,B ≜ KA,ZK
−1
Z,ZKZ,B (18.116)

then we can write the approximate Gram matrix as QX,X . We can then replace Kσ with Q̂X,X =

QX,X + σ2IN . Computing the eigendecomposition takes O(M3) time, and computing Q̂−1X,X takes
O(NM2) time. Thus complexity is now linear in N instead of cubic.

If we are approximating only K̂X,X in µ∗|X in Equation (18.52) and Σ∗|X in Equation (18.53),
then this is inconsistent with the other un-approximated kernel function evaluations in these formulae,
and can result in the predictive variance being negative. One solution to this is to use the same Q
approximation for all terms.

18.5.3 Inducing point methods

In this section, we discuss an approximation method based on inducing points, also called pseu-
doinputs, which are like a learned summary of the training data that we can condition on, rather
than conditioning on all of it.

Let X be the observed inputs, and fX = f(X) be the unknown vector of function values (for which
we have noisy observations y). Let f∗ be the unknown function values at one or more test points
X∗. Finally, let us assume we have M additional inputs, Z, with unknown function values fZ (often
denoted by u). The exact joint prior has the form

p(fX ,f∗) =
∫
p(f∗,fX ,fZ)dfZ =

∫
p(f∗,fX |fZ)p(fZ)dfZ = N

(
0,

(
KX,X KX,∗
K∗,X K∗,∗

))
(18.117)

(We write p(fX ,f∗) instead of p(fX ,f∗|X,X∗), since the inputs can be thought of as just indices
into the random function f .)

We will choose fZ in such a way that it acts as a sufficient statistic for the data, so that we can
predict f∗ just using fZ instead of fX , i.e., we assume f∗ ⊥ fX |fZ . Thus we approximate the prior

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



706 Chapter 18. Gaussian processes

�
�

�
�

��

✁
✁
✁
✁
✁✁

❆
❆

❆
❆

❆❆

◗
◗

◗
◗

◗
◗

◗
◗◗

u

f1 f2
r r r fn f∗r r

(a)

�
�

�
�

��

✁
✁
✁
✁
✁✁

❆
❆

❆
❆

❆❆

◗
◗

◗
◗

◗
◗

◗
◗◗

u

f1 f2
r r r fn f∗r r

(b)

Figure 18.12: Illustration of the graphical model for a GP on n observations, f1:n, and one test case, f∗, with
inducing variables u. The thick lines indicate that all variables are fully interconnected. The observations
yi (not shown) are locally connected to each fi. (a) no approximations are made. (b) we assume f∗ is
conditionally independent of fX given u. From Figure 1 of [QCR05]. Used with kind permission of Joaquin
Quiñonero Candela.

as follows:

p(f∗,fX ,fZ) = p(f∗|fX ,fZ)p(fX |fZ)p(fZ) ≈ p(f∗|fZ)p(fX |fZ)p(fZ) (18.118)

See Figure 18.12 for an illustration of this assumption, and Section 18.5.3.4 for details on how to
choose the inducing set Z. (Note that this method is often called a “sparse GP”, because it makes
predictions for f∗ using a subset of the training data, namely fZ , instead of all of it, fX .)

From this, we can derive the following train and test conditionals

p(fX |fZ) = N (fX |KX,ZK
−1
Z,ZfZ , KX,X −QX,X) (18.119)

p(f∗|fZ) = N (f∗|K∗,ZK−1Z,ZfZ , K∗,∗ −Q∗,∗) (18.120)

The above equations can be seen as exact inference on noise-free observations fZ . To gain compu-
tational speedups, we will make further approximations to the terms Q̃X,X = KX,X −QX,X and
Q̃∗,∗ = K∗,∗ −Q∗,∗, as we discuss below. We can then derive the approximate prior q(fX ,f∗) =∫
q(fX |fZ)q(f∗|fZ)p(fZ)dfZ , which we then condition on the observations in the usual way.
All of the approximations we discuss below result in an initial training cost of O(M3 +NM2),

and then take O(M) time for the predictive mean for each test case, and O(M2) time for the
predictive variance. (Compare this to O(N3) training time and O(N) and O(N2) testing time for
exact inference.)

18.5.3.1 SOR/DIC

Suppose we assume Q̃X,X = 0 and Q̃∗,∗ = 0, so the conditionals are deterministic. This is called the
deterministic inducing conditional (DIC) approximation [QCR05], or the subset of regressors
(SOR) approximation [Sil85; SB01]. The corresponding joint prior has the form

qSOR(fX ,f∗) = N (0,

(
QX,X QX,∗
Q∗,X Q∗,∗

)
(18.121)
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Let us define Q̂X,X = QX,X + σ2IN , and Σ = (σ−2KZ,XKX,Z + KZ,Z)
−1. Then the predictive

distribution is

qSOR(f∗|y) = N (f∗|Q∗,XQ̂−1X,Xy, Q∗,∗ −Q∗,XQ̂−1X,XQX,∗) (18.122)

= N (f∗|σ−2K∗,ZΣKZ,Xy, K∗,ZΣKZ,∗) (18.123)

This is equivalent to the usual one for GPs except we have replaced KX,X by QX,X . This is equivalent
to performing GP inference with the following kernel function

KSOR(xi,xj) = K(xi,Z) K−1Z,Z K(Z,xj) (18.124)

The kernel matrix has rank M , so the GP is degenerate. Furthermore, the kernel will be near 0
when xi or xj is far from one of the chosen points Z, which can result in an underestimate of the
predictive variance.

18.5.3.2 DTC

One way to overcome the overconfidence of DIC is to only assume Q̃X,X = 0, but let Q̃∗,∗ = K∗,∗−Q∗,∗
be exact. This is called the deterministic training conditional or DTC method [SWL03].

The corresponding joint prior has the form

qdtc(fX ,f∗) = N (0,

(
QX,X QX,∗
Q∗,X K∗,∗

)
(18.125)

Hence the predictive distribution becomes

qdtc(f∗|y) = N (f∗|Q∗,XQ̂−1X,Xy, K∗,∗ −Q∗,XQ̂−1X,XQX,∗) (18.126)

= N (f∗|σ−2K∗,ZΣKZ,Xy, K∗,∗ −Q∗,∗ +K∗,ZΣKZ,∗) (18.127)

The predictive mean is the same as in SOR, but the variance is larger (since K∗,∗ −Q∗,∗ is positive
definite) due to the uncertainty of f∗ given fZ .

18.5.3.3 FITC

A widely used approximation assumes q(fX |fZ) is fully factorized, i.e,

q(fX |fZ) =
N∏

n=1

p(fn|fZ) = N (fX |KX,ZK
−1
Z,ZfZ ,diag(KX,X −QX,X)) (18.128)

This is called the fully independent training conditional or FITC assumption, and was first
proposed in [SG06a]. This throws away less uncertainty that the SOR and DTC methods, since it
does not make any deterministic assumptions about the relationship between fX and fZ .

The joint prior has the form

qfitc(fX ,f∗) = N (0,

(
QX,X − diag(QX,X −KX,X) QX,∗

Q∗,X K∗,∗

)
(18.129)
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708 Chapter 18. Gaussian processes

The predictive distribution for a single test case is given by

qfitc(f∗|y) = N (f∗|k∗,ZΣKZ,XΛ−1y, k∗∗ − q∗∗ + k∗,ZΣkZ,∗) (18.130)

where Λ ≜ diag(KX,X −QX,X + σ2IN ), and Σ ≜ (KZ,Z +KZ,XΛ−1KX,Z)
−1. If we have a batch

of test cases, we can assume they are conditionally independent (an approach known as fully
independent conditional or FIC), and multiply the above equation.

The computational cost is the same as for SOR and DTC, but the approach avoids some of the
pathologies due to a non-degenerate kernel. In particular, one can show that the FIC method is
equivalent to exact GP inference with the following non-degenerate kernel:

Kfic(xi,xj) =

{
K(xi,xj) if i = j

KSOR(xi,xj) if i ̸= j
(18.131)

18.5.3.4 Learning the inducing points

So far, we have not specified how to choose the inducing points or pseudoinputs Z. We can treat
these like kernel hyperparameters, and choose them so as to maximize the log marginal likelihood,
given by

log q(y|X,Z) = log

∫ ∫
p(y|fX)q(fX |X,fZ)p(fZ |Z)dfZdf (18.132)

= log

∫
p(y|fX)q(fX |X,Z)dfX (18.133)

= −1

2
log |QX,X +Λ| − 1

2
yT(QX,X +Λ)−1y − n

2
log(2π) (18.134)

where the definition of Λ depends on the method, namely ΛSOR = Λdtc = σ2IN , and Λfitc =
diag(KX,X −QX,X) + σ2IN .

If the input domain is Rd, we can optimize Z ∈ RMd using gradient methods. However, one of
the appeals of kernel methods is that they can handle structured inputs, such as strings and graphs
(see Section 18.2.3). In this case, we cannot use gradient methods to select the inducing points.
A simple approach is to select the inducing points from the training set, as in the subset of data
approach in Section 18.5.1, or using the efficient selection mechanism in [Cao+15]. However, we can
also use discrete optimization methods, such as simulated annealing (Section 12.9.1), as discussed in
[For+18a]. See Figure 18.13 for an illustration.

18.5.4 Sparse variational methods

In this section, we discuss a variational approach to GP inference called the sparse variational GP
or SVGP approximation, also known as the variational free energy or VFE approach [Tit09;
Mat+16]. This is similar to the inducing point methods in Section 18.5.3, except it approximates
the posterior, rather than approximating the prior. The variational approach can also easily handle
non-conjugate likelihoods, as we will see. For more details, see e.g., [BWR16; Lei+20]. (See also
[WKS21] for connections between SVGP and the Nyström method.)

To explain the idea behind SVGP/ VFE, let us assume, for simplicity, that the function f is defined
over a finite set X of possible inputs, which we partition into three subsets: the training set X, a set
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Figure 18.13: Illustration of how to choose inducing points from a discrete input domain (here DNA sequences
of length 4) to maximize the log marginal likelihood. From Figure 1 of [For+18a]. Used with kind permission
of Vincent Fortuin.

of inducing points Z, and all other points (which we can think of as the test set), X∗. (We assume
these sets are disjoint.) Let fX , fZ and f∗ represent the corresponding unknown function values
on these points, and let f = [fX ,fZ ,f∗] be all the unknowns. (Here we work with a fixed-length
vector f , but the result generalizes to Gaussian processes, as explained in [Mat+16].) We assume
the function is sampled from a GP, so p(f) = N (m(X ),K(X ,X )).

The inducing point methods in Section 18.5.3 approximates the GP prior by assuming p(f∗,fX ,fZ) ≈
p(f∗|fZ)p(fX |fZ)p(fZ). The inducing points fZ are chosen to maximize the likelihood of the ob-
served data. We then perform exact inference in this approximate model. By contrast, in this
section, we will keep the model unchanged, but we will instead approximate the posterior p(f |y)
using variational inference.

In the VFE view, the inducing points Z and inducing variables fZ (often denoted by u) are
variational parameters, rather than model parameters, which avoids the risk of overfitting. Further-
more, one can show that as the number of inducing points m increases, the quality of the posterior
consistently improves, eventually recovering exact inference. By contrast, in the classical inducing
point method, increasing m does not always result in better performance [BWR16].

In more detail, the VFE approach tries to find an approximate posterior q(f) to minimize
DKL (q(f) ∥ p(f |y)). The key assumption is that q(f) = q(f∗,fX ,fZ) = p(f∗,fX |fZ)q(fZ), where
p(f∗,fX |fZ) is computed exactly using the GP prior, and q(fZ) is learned, by minimizing K(q) =
DKL (q(f) ∥ p(f |y)).2 Intuitively, q(fZ) acts as a “bottleneck” which “absorbs” all the observations
from y; posterior predictions for elements of fX or f∗ are then made via their dependence on fZ ,
rather than their dependence on each other.

2. One can show that DKL (q(f) ∥ p(f |y)) = DKL (q(fX ,fZ) ∥ p(fX ,fZ |y)), which is the original objective from
[Tit09].
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710 Chapter 18. Gaussian processes

We can derive the form of the loss, which is used to compute the posterior q(fZ), as follows:

K(q) = DKL (q(f∗,fX ,fZ) ∥ p(f∗,fX ,fZ |y)) (18.135)

=

∫
q(f∗,fX ,fZ) log

q(f∗,fX ,fZ)
p(f∗,fX ,fZ |y)

df∗ dfX dfZ (18.136)

=

∫
p(f∗,fX |fZ)q(fZ) log ((((((

p(f∗|fX ,fZ)�����p(fX |fZ)q(fZ)p(y)
((((((
p(f∗|fX ,fZ)�����p(fX |fZ)p(fZ)p(y|fX)

df∗ dfX dfZ (18.137)

=

∫
p(f∗,fX |fZ)q(fZ) log

q(fZ)p(y)

p(fZ)p(y|fX)
df∗ dfX dfZ (18.138)

=

∫
q(fZ) log

q(fZ)

p(fZ)
dfZ −

∫
p(fX |fZ)q(fZ) log p(y|fX)dfX dfZ + C (18.139)

= DKL (q(fZ) ∥ p(fZ))− Eq(fX) [log p(y|fX)] + C (18.140)

where C = log p(y) is an irrelevant constant.
We can alternatively write the objective as an evidence lower bound that we want to maximize:

log p(y) = K(q) + Eq(fX) [log p(y|fX)]−DKL (q(fZ) ∥ p(fZ)) (18.141)

≥ Eq(fX) [log p(y|fX)]−DKL (q(fZ) ∥ p(fZ)) ≜ L(q) (18.142)

Now suppose we choose a Gaussian posterior approximation, q(fZ) = N (fZ |m,S). Since p(fZ) =
N (fZ |0,K(Z,Z)), we can compute the KL term in closed form using the formula for KL divergence
between Gaussians (Equation (5.77)). To compute the expected log-likelihood term, we first need to
compute the induced posterior over the latent function values at the training points:

q(fX |m,S) =

∫
p(fX |fZ ,X,Z)q(fZ |m,S)dfZ = N (fX |µ̃, Σ̃) (18.143)

µ̃i = m(xi) +α(xi)
T(m−m(Z)) (18.144)

Σ̃ij = K(xi,xj)−α(xi)T(K(Z,Z)− S)α(xj) (18.145)

α(xi) = K(Z,Z)−1K(Z,xi) (18.146)

Hence the marginal at a single point is q(fn) = N (fn|µ̃n, Σ̃nn), which we can use to compute the
expected log likelihood:

Eq(fX) [log p(y|fX)] =

N∑

n=1

Eq(fn) [log p(yn|fn)] (18.147)

We discuss how to compute these expectations below.

18.5.4.1 Gaussian likelihood

If we have a Gaussian observation model, we can compute the expected log likelihood in closed form.
In particular, if we assume m(x) = 0, we have

Eq(fn)
[
logN (yn|fn, β−1)

]
= logN (yn|kTnK−1Z,Zm, β−1)− 1

2
βk̃nn −

1

2
tr(SΛn) (18.148)
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where k̃nn = knn − kTnK−1Z,Zkn, kn is the n’th column of KZ,X and Λn = βK−1Z,Zknk
T
nK
−1
Z,Z .

Hence the overall ELBO has the form

L(q) = logN (y|KX,ZK
−1
Z,Zm, β−1IN )− 1

2
βtr(KX,ZK

−1
Z,ZSK

−1
Z,ZKZ,X) (18.149)

− 1

2
βtr(KX,X −QX,X)−DKL (q(fZ) ∥ p(fZ)) (18.150)

where QX,X = KX,ZK
−1
Z,ZKZ,X .

To compute the gradients of this, we leverage the following result [OA09]:

∂

∂µ
EN (x|µ,σ2) [h(x)] = EN (x|µ,σ2)

[
∂

∂x
h(x)

]
(18.151)

∂

∂σ2
EN (x|µ,σ2) [h(x)] =

1

2
EN (x|µ,σ2)

[
∂2

∂x2
h(x)

]
(18.152)

We then substitute h(x) with log p(yn|fn). Using this, one can show

∇mL(q) = βK−1Z,ZKZ,Xy −Λm (18.153)

∇SL(q) =
1

2
S−1 − 1

2
Λ (18.154)

Setting the derivatives to zero gives the optimal solution:

S = Λ−1 (18.155)

Λ = βK−1Z,ZKZ,XKX,ZK
−1
Z,Z +K−1Z,Z (18.156)

m = βΛ−1K−1Z,ZKZ,Xy (18.157)

This is called sparse GP regression or SGPR [Tit09].
With these parameters, the lower bound on the log marginal likelihood is given by

log p(y) ≥ logN (y|0,KX,ZK
−1
Z,ZKZ,X + β−1I)− 1

2
βtr(KX,X −QX,X) (18.158)

(This is called the “collapsed” lower bound, since we have marginalized out fZ .) If Z = X, then
KZ,Z = KZ,X = KX,X , so the bound becomes tight, and we have log p(y) = logN (y|0,KX,X+β−1I).

Equation (18.158) is almost the same as the log marginal likelihood for the DTC model in
Equation (18.134), except for the trace term; it is this latter term that prevents overfitting, due to
the fact that we treat fZ as variational parameters of the posterior rather than model parameters of
the prior.

18.5.4.2 Non-Gaussian likelihood

In this section, we briefly consider the case of non-Gaussian likelihoods, which arise when using GPs
for classification or for count data (see Section 18.4). We can compute the gradients of the expected
log likelihood by defining h(fn) = log p(yn|fn) and then using a Monte Carlo approximation to
Equation (18.151) and Equation (18.152). In the case of a binary classifier, we can use the results in
Table 18.2 to compute the inner ∂

∂fn
h(fn) and ∂2

∂f2
n
h(fn) terms. Alternatively, we can use numerical

integration techniques, such as those discussed in Section 8.5.1.4. (See also [WSS21].)
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18.5.4.3 Minibatch SVI

Computing the optimal variational solution in Section 18.5.4.1 requires solving a batch optimization
problem, which takes O(M3 + NM2) time. This may still be too slow if N is large, unless M is
small, which compromises accuracy.

An alternative approach is to perform stochastic optimization of the VFE objective, instead of
batch optimization. This is known as stochastic variational inference (see Section 10.1.4). The
key observation is that the log likelihood in Equation (18.147) is a sum of N terms, which we can
approximate with minibatch sampling to compute noisy estimates of the gradient, as proposed in
[HFL13].

In more detail, the objective becomes

L(q) =
[
N

B

B∑

b=1

1

|Bb|
∑

n∈Bb
Eq(fn) [log p(yn|fn)]

]
−DKL (q(fZ) ∥ (p(fZ)) (18.159)

where Bb is the b’th batch, and B is the number of batches. Since the GP model (with Gaussian
likelihoods) is in the exponential family, we can efficiently compute the natural gradient (Section 6.4)
of Equation (18.159) wrt the canonical parameters of q(fZ); this converges much faster than following
the standard gradient. See [HFL13] for details.

18.5.5 Exploiting parallelization and structure via kernel matrix multiplies

It takes O(N3) time to compute the Cholesky decomposition of KX,X , which is needed to solve the
linear system Kσα = y and to compute |KX,X |. An alternative to Cholesky decomposition is to
use linear algebra methods, often called Krylov subspace methods based just on matrix vector
multiplication or MVM. These approaches are often much faster.

In short, if the kernel matrix KX,X has special algebraic structure, which is often the case through
either the choice of kernel or the structure of the inputs, then it is typically easier to exploit this
structure in performing fast matrix multiplies. Moreover, even if the kernel matrix does not have
special structure, matrix multiplies are trivial to parallelize, and can thus be greatly accelerated by
GPUs, unlike Cholesky based methods which are largely sequential. Algorithms based on matrix
multiplies are in harmony with modern hardware advances, which enable significant parallelization.

18.5.5.1 Using conjugate gradient and Lanczos methods

We can solve the linear system Kσα = y using conjugate gradients (CG). The key computational
step in CG is the ability to perform MVMs. Let τ(Kσ) be the time complexity of a single MVM
with Kσ. For a dense n× n matrix, we have τ(Kσ) = n2; however, we can speed this up if Kσ is
sparse or structured, as we discuss below.

Even if Kσ is dense, we may still be able to save time by solving the linear system approximately.
In particular, if we perform C iterations, CG will take O(Cτ(Kσ)) time. If we run for C = n, and
τ(Kσ) = n2, it gives the exact solution in O(n3) time. However, often we can use fewer iterations
and still get good accuracy, depending on the condition number of Kσ.

We can compute the log determinant of a matrix using the MVM primitive with a similar iterative
method known as stochastic Lanczos quadrature [UCS17; Don+17a]. This takes O(Lτ(Kσ))
time for L iterations.
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Figure 18.14: RMSE on test set as a function of training set size using a GP with Matern 3/2 kernel with
shared lengthscale across all dimensions. Solid lines: exact inference. Dashed blue: SGPR method (closed-form
batch solution to the Gaussian variational approximation) of Section 18.5.4.1 with M = 512 inducing points.
Dashed orange: SVGP method (SGD on Gaussian variational approxiation) of Section 18.5.4.3 with M = 1024
inducing points. Number of input dimensions: KEGGU D = 27, 3DRoad D = 3, Song D = 90. From Figure
4 of [Wan+19a]. Used with kind permission of Andrew Wilson.

These methods have been used in the blackbox matrix-matrix multiplication (BBMM)
inference procedure of [Gar+18a], which formulates a batch approach to CG that can be effectively
parallelized on GPUs. Using 8 GPUs, this enabled the authors of [Wan+19a] to perform exact
inference for a GP regression model on N ∼ 104 datapoints in seconds, N ∼ 105 datapoints in
minutes, and N ∼ 106 datapoints in hours.

Interestingly, Figure 18.14 shows that exact GP inference on a subset of the data can often
outperform approximate inference on the full data. We also see that performance of exact GPs
continues to significantly improve as we increase the size of the data, suggesting that GPs are not only
useful in the small-sample setting. In particular, the BBMM is an exact method, and so will preserve
the non-parametric representation of a GP with a non-degenerate kernel. By contrast, standard
scalable approximations typically operate by replacing the exact kernel with an approximation that
corresponds to a parametric model. The non-parametric GPs are able to grow their capacity with
more data, benefiting more significantly from the structure present in large datasets.

18.5.5.2 Kernels with compact support

Suppose we use a kernel with compact support, where K(x,x′) = 0 if ∥x − x′∥ > ϵ for some
threshold ϵ (see e.g., [MR09]), then Kσ will be sparse, so τ(Kσ) will be O(N). We can also induce
sparsity and structure in other ways, as we discuss in Section 18.5.5.3.

18.5.5.3 KISS

One way to ensure that MVMs are fast is to force the kernel matrix to have structure. The structured
kernel interpolation (SKI) method of [WN15] does this as follows. First it assumes we have a set
of inducing points, with Gram matrix KZ,Z . It then interpolates these values to predict the entries
of the full kernel matrix using

KX,X ≈WXKZ,ZW
T
X (18.160)
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714 Chapter 18. Gaussian processes

where WX is a sparse matrix containing interpolation weights. If we use cubic interpolation, each
row only has 4 nonzeros. Thus we can compute (WXKZ,ZW

T
X)v for any vector v in O(N +M2)

time.
Note that the SKI approach generalizes all inducing point methods. For example, we can recover the

subset of regressors method (SOR) method by setting the interpolation weights to W = KX,ZK
−1
Z,Z .

We can identify this procedure as performing a global Gaussian process interpolation strategy on the
user specified kernel. See [WN15] and [WDN15] for more details.

In 1d, we can further reduce the running time by choosing the inducing points to be on a regular
grid, so that KZ,Z is a Toeplitz matrix. In higher dimensions, we need to use a multidimensional grid
of points, resulting in KZ,Z being a Kronecker product of Toeplitz matrices. This enables matrix
vector multiplication in O(N +M logM) time and O(N +M) space. The resulting method is called
KISS-GP [WN15], which stands for “kernel interpolation for scalable, structured GPs”.

Unfortunately, the KISS method can take exponential time in the input dimensions D when
exploiting Kronecker structure in KZ,Z , due to the need to create a fully connected multidimensional
lattice. In [Gar+18b], they propose a method called SKIP, which stands for “SKI for products”. The
idea is to leverage the fact that many kernels (including ARD) can be written as a product of 1d
kernels: K(x,x′) =∏D

d=1Kd(x,x′). This can be combined with the 1d SKI method to enable fast
MVMs. The overall running time to compute the log marginal likelihood (which is the bottleneck
for kernel learning) using C iterations of CG and a Lanczos decomposition of rank L, becomes
O(DL(N +M logM) + L3N logD + CL2N). Typical values are L ∼ 101 and C ∼ 102.

18.5.5.4 Tensor train methods

Consider the Gaussian VFE approach in Section 18.5.4. We have to estimate the covariance S and
the mean m. We can represent S efficiently using Kronecker structure, as used by KISS. Additionally,
we can represent m efficiently using the tensor train decomposition [Ose11] in combination with
SKI [WN15]. The resulting TT-GP method can scale efficiently to billions of inducing points, as
explained in [INK18].

18.5.6 Converting a GP to an SSM

Consider a function defined on a 1d scalar input, such as a time index. For many stationary
1d kernels, the corresponding GP can be modeled using a linear time invariant (LTI) stochastic
differential equation (SDE)3; this SDE can then be converted to a linear-Gaussian state space
model (Section 29.1) as first proposed in [HS10]. For example, consider the exponential kernel in
Equation (18.14), K(t, t′) = q

2λ exp(−λ|t− t′|), which corresponds to a Matérn kernel with ν = 1/2.
The corresponding SDE is the Orstein-Uhlenbeck process which has the form dx(t)

dt = −λx(t) + w(t),
where w(t) is a white noise process with spectral density q [SS19, p258].4 For other kernels (such
as Matérn with ν = 3/2), we need to use multiple latent states in order to capture higher order

3. The condition is that the spectral density of the covariance function has to be a rational function. This includes
many kernels, such as the Matérn kernel, but excludes the squared exponential (RBF) kernel. However the latter can
be approximated by an SDE, as explained in [SS19, p261].
4. This is sometimes written as dx = −λx dt + dβ, where β(t) is a Brownian noise process, and w(t) =

dβ(t)
dt

, as
explained in [SS19, p45].
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derivative terms (see Supplementary Section 18.2 for details). Furthermore, for higher dimensional
inputs, we need to use even more latent states, to enforce the Markov property [DSP21].

Once we have converted the GP to LG-SSM form, we can perform exact inference in O(N) time
using Kalman smoothing, as explained in Section 8.2.3. Furthermore, if we have access to a highly
parallel processor, such as a GPU, we can reduce the time to log(N) [CZS22], as explained in
Section 8.2.3.4.

18.6 Learning the kernel

In [Mac98], David MacKay asked: “How can Gaussian processes replace neural networks? Have we
thrown the baby out with the bathwater?” This remark was made in the late 1990s, at the end of
the second wave of neural networks. Researchers and practitioners had grown weary of the design
decisions associated with neural networks — such as activation functions, optimization procedures,
architecture design — and the lack of a principled framework to make these decisions. Gaussian
processes, by contrast, were perceived as flexible and principled probabilistic models, which naturally
followed from Radford Neal’s results on infinite neural networks [Nea96], which we discuss in more
depth in Section 18.7.

However, MacKay [Mac98] noted that neural networks could discover rich representations of data
through adaptive hidden basis functions, while Gaussian processes with standard kernel functions,
such as the RBF kernel, are essentially just smoothing devices. Indeed, the generalization properties
of Gaussian processes hinge on the suitability of the kernel function. Learning the kernel is how
we do representation learning with Gaussian processes, and in many cases will be crucial for good
performance — especially when we wish to perform extrapolation, making predictions far away from
the data [WA13; Wil+14].

As we will see, learning a kernel is in many ways analogous to training a neural network. Moreover,
neural networks and Gaussian processes can be synergistically combined through approaches such as
deep kernel learning (see Section 18.6.6) and NN-GPs (Section 18.7.2).

18.6.1 Empirical Bayes for the kernel parameters

Suppose, as in Section 18.3.2, we are performing 1d regression using a GP with an RBF kernel. Since
the data has observation noise, the kernel has the following form:

Ky(xp, xq) = σ2
f exp(−

1

2ℓ2
(xp − xq)2) + σ2

yδpq (18.161)

Here ℓ is the horizontal scale over which the function changes, σ2
f controls the vertical scale of

the function, and σ2
y is the noise variance. Figure 18.15 illustrates the effects of changing these

parameters. We sampled 20 noisy datapoints from the SE kernel using (ℓ, σf , σy) = (1, 1, 0.1), and
then made predictions various parameters, conditional on the data. In Figure 18.15(a), we use
(ℓ, σf , σy) = (1, 1, 0.1), and the result is a good fit. In Figure 18.15(b), we increase the length scale
to ℓ = 3; now the function looks smoother, but we are arguably underfitting.

To estimate the kernel parameters θ (sometimes called hyperparameters), we could use exhaustive
search over a discrete grid of values, with validation loss as an objective, but this can be quite slow.
(This is the approach used by nonprobabilistic methods, such as SVMs, to tune kernels.) Here we
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Figure 18.15: Some 1d GPs with RBF kernels but different hyper-parameters fit to 20 noisy observations.
The hyper-parameters (ℓ, σf , σy) are as follows: (a) (1, 1, 0.1) (b) (3.0, 1.16, 0.89). Adapted from Figure 2.5
of [RW06]. Generated by gpr_demo_change_hparams.ipynb.

consider an empirical Bayes approach, which will allow us to use continuous optimization methods,
which are much faster. In particular, we will maximize the marginal likelihood

p(y|X,θ) =
∫
p(y|f ,X)p(f |X,θ)df (18.162)

(The reason it is called the marginal likelihood, rather than just likelihood, is because we have marginal-
ized out the latent Gaussian vector f .) Since p(f |X) = N (f |0,K), and p(y|f) =∏N

n=1N (yn|fn, σ2
y),

the marginal likelihood is given by

log p(y|X,θ) = logN (y|0,Kσ) = −
1

2
yK−1σ y −

1

2
log |Kσ| −

N

2
log(2π) (18.163)

where the dependence of Kσ on θ is implicit. The first term is a data fit term, the second term is a
model complexity term, and the third term is just a constant. To understand the tradeoff between
the first two terms, consider a SE kernel in 1d, as we vary the length scale ℓ and hold σ2

y fixed.
Let J(ℓ) = − log p(y|X, ℓ). For short length scales, the fit will be good, so yTK−1σ y will be small.
However, the model complexity will be high: K will be almost diagonal, since most points will not
be considered “near” any others, so the log |Kσ| will be large. For long length scales, the fit will be
poor but the model complexity will be low: K will be almost all 1’s, so log |Kσ| will be small.

We now discuss how to maximize the marginal likelihood. One can show that

∂

∂θj
log p(y|X,θ) = 1

2
yTK−1σ

∂Kσ

∂θj
K−1σ y −

1

2
tr(K−1σ

∂Kσ

∂θj
) (18.164)

=
1

2
tr

(
(ααT −K−1σ )

∂Kσ

∂θj

)
(18.165)

where α = K−1σ y. It takes O(N3) time to compute K−1σ , and then O(N2) time per hyper-parameter
to compute the gradient.
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Figure 18.16: Illustration of local minima in the marginal likelihood surface. (a) We plot the log marginal
likelihood vs σ2

y and ℓ, for fixed σ2
f = 1, using the 7 datapoints shown in panels b and c. (b) The function

corresponding to the lower left local minimum, (ℓ, σ2
n) ≈ (1, 0.2). This is quite “wiggly” and has low noise. (c)

The function corresponding to the top right local minimum, (ℓ, σ2
n) ≈ (10, 0.8). This is quite smooth and has

high noise. The data was generated using (ℓ, σ2
n) = (1, 0.1). Adapted from Figure 5.5 of [RW06]. Generated

by gpr_demo_marglik.ipynb.

The form of ∂Kσ

∂θj
depends on the form of the kernel, and which parameter we are taking derivatives

with respect to. Often we have constraints on the hyper-parameters, such as σ2
y ≥ 0. In this case, we

can define θ = log(σ2
y), and then use the chain rule.

Given an expression for the log marginal likelihood and its derivative, we can estimate the kernel
parameters using any standard gradient-based optimizer. However, since the objective is not convex,
local minima can be a problem, as we illustrate below, so we may need to use multiple restarts.

18.6.1.1 Example

Consider Figure 18.16. We use the SE kernel in Equation (18.161) with σ2
f = 1, and plot

log p(y|X, ℓ, σ2
y) (where X and y are the 7 datapoints shown in panels b and c as we vary ℓ

and σ2
y. The two local optima are indicated by + in panel a. The bottom left optimum corresponds

to a low-noise, short-length scale solution (shown in panel b). The top right optimum corresponds
to a high-noise, long-length scale solution (shown in panel c). With only 7 datapoints, there is not
enough evidence to confidently decide which is more reasonable, although the more complex model
(panel b) has a marginal likelihood that is about 60% higher than the simpler model (panel c). With
more data, the more complex model would become even more preferred.

Figure 18.16 illustrates some other interesting (and typical) features. The region where σ2
y ≈ 1

(top of panel a) corresponds to the case where the noise is very high; in this regime, the marginal
likelihood is insensitive to the length scale (indicated by the horizontal contours), since all the data
is explained as noise. The region where ℓ ≈ 0.5 (left hand side of panel a) corresponds to the case
where the length scale is very short; in this regime, the marginal likelihood is insensitive to the noise
level (indicated by the vertical contours), since the data is perfectly interpolated. Neither of these
regions would be chosen by a good optimizer.
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Figure 18.17: Three different approximations to the posterior over hyper-parameters: grid-based, Monte Carlo,
and central composite design. From Figure 3.2 of [Van10]. Used with kind permission of Jarno Vanhatalo.

18.6.2 Bayesian inference for the kernel parameters

When we have a small number of datapoints (e.g., when using GPs for blackbox optimization, as
we discuss in Section 6.6), using a point estimate of the kernel parameters can give poor results
[Bul11; WF14]. As a simple example, if the function values that have been observed so far are all
very similar, then we may estimate σ̂ ≈ 0, which will result in overly confident predictions.5

To overcome such overconfidence, we can compute a posterior over the kernel parameters. If the
dimensionality of θ is small, we can compute a discrete grid of possible values, centered on the MAP
estimate θ̂ (computed as above). We can then approximate the posterior using

p(f |D) =
S∑

s=1

p(f |D,θs)p(θs|D)ws (18.166)

where ws denotes the weight for grid point s.
In higher dimensions, a regular grid suffers from the curse of dimensionality. One alternative is

place grid points at the mode, and at a distance ±1sd from the mode along each dimension, for a
total of 2|θ|+ 1 points. This is called a central composite design [RMC09]. See Figure 18.17 for
an illustration.

In higher dimensions, we can use Monte Carlo inference for the kernel parameters when computing
Equation (18.166). For example, [MA10] shows how to use slice sampling (Section 12.4.1) for this task,
[Hen+15] shows how to use HMC (Section 12.5), and [BBV11a] shows how to use SMC (Chapter 13).

In Figure 18.18, we illustrate the difference between kernel optimization vs kernel inference. We fit
a 1d dataset using a kernel of the form

K(r) = σ2
1KSE(r; τ)Kcos(r; ρ1) + σs2K32(r; ρ2) (18.167)

where KSE(r; ℓ) is the squared exponential kernel (Equation (18.12)), Kcos(r; ρ1) is the cosine kernel
(Equation (18.19)), and K32(r; ρ2) is the Matérn 3

2 kernel (Equation (18.15)). We then compute a

5. In [WSN00; BBV11b], they show how we can put a conjugate prior on σ2 and integrate it out, to generate a Student
version of the GP, which is more robust.
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Figure 18.18: Difference between estimation and inference for kernel hyper-parameters. (a) Empirical Bayes
approach based on optimization. We plot the posterior predicted mean given a plug-in estimate, E

[
f(x)|D, θ̂

]
.

(b) Bayesian approach based on HMC. We plot the posterior predicted mean, marginalizing over hyper-
parameters, E [f(x)|D]. Generated by gp_kernel_opt.ipynb.

point-estimate of the kernel parameters using empirical Bayes, and posterior samples using HMC.
We then predicting the posterior mean of f on a 1d test set by plugging in the MLE or averaging
over samples. We see that the latter captures more uncertainty (beyond the uncertainty captured by
the Gaussian itself).

18.6.3 Multiple kernel learning for additive kernels

A special case of kernel learning arises when the kernel is a sum of B base kernels

K(x,x′) =
B∑

b=1

wbKb(x,x′) (18.168)

Optimizing the weights wb > 0 using structural risk minimization is known as multiple kernel
learning; see e.g., [Rak+08] for details.

Now suppose we constrain the base kernels to depend on a subset of the variables. Furthermore,
suppose we enforce a hierarchical inclusion property (e.g., including the kernel k123 means we must
also include k12, k13 and k23), as illustrated in Figure 18.19(left). This is called hierarchical kernel
learning. We can find a good subset from this model class using convex optimization [Bac09];
however, this requires the use of cross validation to estimate the weights. A more efficient approach
is to use the empirical Bayes approach described in [DNR11].

In many cases, it is common to restrict attention to first order additive kernels:

K(x,x′) =
D∑

d=1

Kd(xd, x′d) (18.169)
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Figure 18.19: Comparison of different additive model classes for a 4d function. Circles represent different
interaction terms, ranging from first-order to fourth-order. Left: hierarchical kernel learning uses a nested
hierarchy of terms. Right: additive GPs use a weighted sum of additive kernels of different orders. Color
shades represent different weighting terms. Adapted from Figure 6.2 of [Duv14].

The resulting function then has the form

f(x) = f1(x1) + . . .+ fD(xD) (18.170)

This is called a generalized additive model or GAM.
Figure 18.20 shows an example of this, where each base kernel has the form Kd(xd, x′d) =

σ2
dSE(xd, x

′
d|ℓd), In Figure 18.20, we see that the σ2

d terms for the coarse and fine features are
set to zero, indicating that these inputs have no impact on the response variable.

[DBW20] considers additive kernels operating on different linear projections of the inputs:

K(x,x′) =
B∑

b=1

wbKb(Pbx,Pbx
′) (18.171)

Surprisingly, they show that these models can match or exceed the performance of kernels operating
on the original space, even when the projections are into a single dimension, and not learned. In
other words, it is possible to reduce many regression problems to a single dimension without loss
in performance. This finding is particularly promising for scalable inference, such as KISS (see
Section 18.5.5.3), and active learning, which are greatly simplified in a low dimensional setting.

More recently, [LBH22] has proposed the orthogonal additive kernel (OAK), which imposes
an orthogonality constraint on the additive functions. This ensures an identifiable, low-dimensional
representation of the functional relationship, and results in improved performance.

18.6.4 Automatic search for compositional kernels

Although the above methods can estimate the hyperparameters of a specified set of kernels, they do
not choose the kernels themselves (other than the special case of selecting a subset of kernels from a
set). In this section, we describe a method, based on [Duv+13], for sequentially searching through
the space of increasingly complex GP models so as to find a parsiminous description of the data.
(See also [BHB22] for a review.)
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Figure 18.20: Predictive distribution of each term im a GP-GAM model applied to a dataset with 8 continuous
inputs and 1 continuous output, representing the strength of some concrete. From Figure 2.7 of [Duv14].
Used with kind permission of David Duvenaud.

No structure

SE RQ Lin Per

Per + RQ...SE + RQ ... Per × RQ

SE + Per + RQ ... SE × (Per + RQ) ...

... ... ...

Figure 18.21: Example of a search tree over kernel expressions. Adapted from Figure 3.2 of [Duv14].
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Figure 18.22: Top row: airline dataset and posterior distribution of the model discovered after a search of
depth 10. Subsequent rows: predictions of the individual components. From Figure 3.5 of [Duv14], based on
[Llo+14]. Used with kind permission of David Duvenaud.

We start with a simple kernel, such as the white noise kernel, and then consider replacing it
with a set of possible alternative kernels, such as an SE kernel, RQ kernel, etc. We use the BIC
score (Section 3.8.7.2) to evaluate each candidate model (choice of kernel) m. This has the form
BIC(m) = log p(D|m)− 1

2 |m| logN , where p(D|m) is the marginal likelihood, and |m| is the number of
parameters. The first term measures fit to the data, and the second term is a complexity penalty. We
can also consider replacing a kernel by the addition of two kernels, k → (k+ k′), or the multiplication
of two kernels, k → (k × k′). See Figure 18.21 for an illustration of the search space.

Searching through this space is similar to what a human expert would do. In particular, if we
find structure in the residuals, such as periodicity, we can propose a certain “move” through the
space. We can also start with some structure that is assumed to hold globally, such as linearity, but
if we find this only holds locally, we can multiply the kernel by an SE kernel. We can also add input
dimensions incrementally, to capture higher order interactions.

Figure 18.22 shows the output of this process applied to a dataset of monthly totals of international
airline passengers. The input to the GP is the set of time stamps, x = 1 : t; there are no other
features.

The observed data lies in between the dotted vertical lines; curves outside of this region are
extrapolations. We see that the system has discovered a fairly interpretable set of patterns in the
data. Indeed, it is possible to devise an algorithm to automatically convert the output of this search
process to a natural language summary, as shown in [Llo+14]. In this example, it summarizes the
data as being generated by the addition of 4 underlying trends: a linearly increasing function; an
approximately periodic function with a period of 1.0 years, and with linearly increasing amplitude; a
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Figure 18.23: Illustration of a GP with a spectral mixture kernel in 1d. (a) Learned vs true kernel. (b)
Predictions using learned kernel. Generated by gp_spectral_mixture.ipynb.

smooth function; and uncorrelated noise with linearly increasing standard deviation.
Recently, [Sun+18] showed how to create a DNN which learns the kernel given two input vectors.

The hidden units are defined as sums and products of elementary kernels, as in the above search
based approach. However, the DNN can be trained in a differentiable way, so is much faster.

18.6.5 Spectral mixture kernel learning

Any shift-invariant (stationary) kernel can be converted via the Fourier transform to its dual form,
known as its spectral density. This means that learning the spectral density is equivalent to
learning any shift-invariant kernel. For example, if we take the Fourier transform of an RBF kernel,
we get a Gaussian spectral density centered at the origin. If we take the Fourier transform of a
Matérn kernel, we get a Student spectral density centred at the origin. Thus standard approaches to
multiple kernel learning, which typically involve additive compositions of RBF and Matérn kernels
with different length-scale parameters, amount to density estimation with a scale mixture of Gaussian
or Student distributions at the origin. Such models are very inflexible for density estimation, and
thus also very limited in being able to perform kernel learning.

On the other hand, scale-location mixture of Gaussians can model any density to arbitrary precision.
Moreover, with even a small number of components these mixtures of Gaussians are highly flexible.
Thus a spectral density corresponding to a scale-location mixture of Gaussians forms an expressive
basis for all shift-invariant kernels. One can evaluate the inverse Fourier transform for a Gaussian
mixture analytically, to derive the spectral mixture kernel [WA13], which we can express for
one-dimensional inputs x as:

K(x, x′) =
∑

i

wicos((x− x′)(2πµi)) exp(−2π2(x− x′)2vi) (18.172)

The mixture weights wi, as well as the means µi and variances vi of the Gaussians in the spectral
density, can be learned by empirical Bayes optimization (Section 18.6.1) or in a fully-Bayesian
procedure (Section 18.6.2) [Jan+17]. We illustrate the former approach in Figure 18.23.

By learning the parameters of the spectral mixture kernel, we can discover representations that
enable extrapolation — to make reasonable predictions far away from the data. For example, in
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Figure 18.24: Extrapolations (point predictions and 95% credible set) on CO2 and airline datasets using
Gaussian processes with Matérn, rational quadratic, periodic, RBF (SE), and spectral mixture kernels, each
with hyperparameters learned using empirical Bayes. From [Wil14].

Section 18.8.1, compositions of kernels are carefully hand-crafted to extrapolate CO2 concentrations.
But in this instance, the human statistician is doing all of the interesting representation learning.
Figure 18.24 shows Gaussian processes with learned spectral mixture kernels instead automatically
extrapolating on CO2 and airline passenger problems.

These kernels can also be used to extrapolate higher dimensional large-scale spatio-temporal
patterns. Large datasets can provide relatively more information for expressive kernel learning.
However, scaling an expressive kernel learning approach poses different challenges than scaling a
standard Gaussian process model. One faces additional computational constraints, and the need
to retain significant model structure for expressing the rich information available in a large dataset.
Indeed, in Figure 18.24 we can separately understand the effects of the kernel learning approach and
scalable inference procedure, in being able to discover structure necessary to extrapolate textures.
An expressive kernel model and a scalable inference approach that preserves a non-parametric
representation are needed for good performance.

Structure exploiting inference procedures, such as Kronecker methods, as well as KISS-GP and
conjugate gradient based approaches, are appropriate for these tasks — since they generally preserve
or exploit existing structure, rather than introducing approximations that corrupt the structure.
Spectral mixture kernels combined with these scalable inference techniques have been used to great
effect for spatiotemporal extrapolation problems, including land-surface temperature forecasting,
epidemiological modeling, and policy-relevant applications.

18.6.6 Deep kernel learning

Deep kernel learning [SH07; Wil+16] combines the structural properties of neural networks with
the non-parametric flexibility and uncertainty representation provided by Gaussian processes. For
example, we can define a “deep RBF kernel” as follows:

Kθ(x,x′) = exp

[
− 1

2σ2
||hLθ (x)− hLθ (x′)||2

]
(18.173)
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Figure 18.25: Deep kernel learning: a Gaussian process with a deep kernel maps D dimensional inputs x
through L parametric hidden layers followed by a hidden layer with an infinite number of basis functions,
with base kernel hyperparameters θ. Overall, a Gaussian process with a deep kernel produces a probabilistic
mapping with an infinite number of adaptive basis functions parameterized by γ = {w,θ}. All parameters γ
are learned through the marginal likelihood of the Gaussian process. From Figure 1 of [Wil+16].
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Figure 18.26: Modeling a discontinuous function with (a) a GP with a “shallow” Matérn 3
2

kernel, and (b) a
GP with a “deep” MLP + Matérn kernel. Generated by gp_deep_kernel_learning.ipynb.

where hLθ (x) are the outputs of layer L from a DNN. We can then learn the parameters θ by
maximizing the marginal likelihood of the Gaussian processes.

This framework is illustrated in Figure 18.25. We can understand the neural network features as
inputs into a base kernel. The neural network can either be (1) pre-trained, (2) learned jointly with
the base kernel parameters, or (3) pre-trained and then fine-tuned through the marginal likelihood.
This approach can be viewed as a “last-layer” Bayesian model, where a Gaussian process is applied
to the final layer of a neural network. The base kernel often provides a good measure of distance in
feature space, desirably encouraging predictions to have high uncertainty as we move far away from
the data.

We can use deep kernel learning to help the GP learn discontinuous functions, as illustrated in
Figure 18.26. On the left we show the results of a GP with a standard Matérn 3

2 kernel. It is clear
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Figure 18.27: Left: the learned covariance matrix of a deep kernel with spectral mixture base kernel on a set
of test cases for the Olivetti faces dataset, where the test samples are ordered according to the orientations
of the input faces. Middle: the respective covariance matrix using a deep kernel with RBF base kernel. Right:
the respective covariance matrix using a standard RBF kernel. From Figure 5 of [Wil+16].

that the out-of-sample predictions are poor. On the right we show the results of the same model
where we first transform the input through a learned 2 layer MLP (with 15 and 10 hidden units). It
is clear that the model is working much better.

As a more complex example, we consider a regression problem where we wish to map faces (vectors
of pixel intensities) to a continuous valued orientation angle. In Figure 18.27, we evaluate the deep
kernel matrix (with RBF and spectral mixture base kernels, discussed in Section 18.6.5) on data
ordered by orientation angle. We can see that the learned deep kernels, in the left two panels, have a
pronounced diagonal band, meaning that they have discovered that faces with similar orientation
angles are correlated. On the other hand, in the right panel we see that the entries even for a learned
RBF kernel are highly diffuse. Since the RBF kernel essentially uses Euclidean distance as a metric
for similarity, it is unable to learn a representation that effectively solves this problem. In this case,
one must do highly non-Euclidean metric learning.

However, [ORW21] show that the approach to DKL based on maximizing the marginal likelihood
can result in overfitting that is worse than standard DNN learning. They propose a fully Bayesian
approach, in which they use SGLD (Section 12.7.1) to sample the DNN weights as well as the GP
hyperparameters.

18.7 GPs and DNNs

In Section 18.6.6, we showed how we can combine the structural properties of neural networks with
GPs. In Section 18.7.1 we show that, in the limit of infinitely wide networks, a neural network defines
a GP with a certain kernel. These kernels are fixed, so the method is not performing representation
learning, as a standard neural network would (see e.g., [COB18; Woo+19]). Nonetheless, these kernels
are interesting in their own right, for example in modelling non-stationary covariance structure.
In Section 18.7.2, we discuss the connection between SGD training of DNNs and GPs. And in
Section 18.7.3, we discuss deep GPs, which are similar to DNNs in that they consist of many layers
of functions which are composed together, but each layer is a nonparametric function.
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18.7.1 Kernels derived from infinitely wide DNNs (NN-GP)

In this section, we show that an MLP with one hidden layer, whose width goes to infinity, and which
has a Gaussian prior on all the parameters, converges to a Gaussian process with a well-defined
kernel.6 This result was first shown for in [Nea96; Wil98], and was later extended to deep MLPs in
[DFS16; Lee+18], to CNNs in [Nov+19], and to general DNNs in [Yan19]. The resulting kernel is
called the NN-GP kernel [Lee+18].

We will consider the following model:

fk(x) = bk +

H∑

j=1

vjkhj(x), hj(x) = φ(u0j + x
Tuj) (18.174)

where H is the number of hidden units, and φ() is some nonlinear activation function, such as ReLU.
We will assume Gaussian priors on the parameters:

bk ∼ N (0, σb), vjk ∼ N (0, σv), u0j ∼ N (0, σ0),uj ∼ N (0,Σ) (18.175)

Let θ = {bk, vjk, u0j ,uj} be all the parameters. The expected output from unit k when applied to
one input vector is given by

Eθ [fk(x)] = Eθ


bk +

H∑

j=1

vjkhj(x)


 = Eθ [bk]︸ ︷︷ ︸

=0

+

H∑

j=1

Eθ [vjk]︸ ︷︷ ︸
=0

Eu [hj(x)] = 0 (18.176)

The covariance in the output for unit k when the function is applied to two different inputs is given
by the following:7

Eθ [fk(x)fk(x′)] = Eθ




bk +

H∑

j=1

vjkhj(x)




bk +

H∑

j=1

vjkhj(x)




 (18.177)

= σ2
b +

H∑

j=1

Eθ
[
v2jk
]
Eu [hj(x)hj(x′)] = σ2

b + σ2
vHEu [hj(x)hj(x′)] (18.178)

Now consider the limit H → ∞. We scale the magnitude of the output by defining σ2
v = ω/H.

Since the input to k’th output unit is an infinite sum of random variables (from the hidden units
hj(x)), we can use the central limit theorem to conclude that the output converges to a Gaussian
with mean and variance given by

E [fk(x)] = 0, V [fk(x)] = σ2
b + ωEu

[
h(x)2

]
(18.179)

Furthermore, the joint distribution over {fk(xn) : n = 1 : N} for any N ≥ 2 converges to a
multivariate Gaussian with covariance given by

E [fk(x)fk(x
′)] = σ2

b + ωEu [h(x)h(x′)] ≜ K(x,x′) (18.180)

6. Our presentation is based on http://cbl.eng.cam.ac.uk/pub/Intranet/MLG/ReadingGroup/presentation_
matthias.pdf.
7. We are using the fact that u ∼ N (0, σ2) implies E

[
u2

]
= V [u] = σ2.
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h(x̃) C(x̃, x̃′)
erf(x̃Tũ) 2

π arcsin(f1(x̃, x̃
′))

I
(
x̃Tũ ≥ 0

)
π − θ(x̃, x̃′)

ReLU(x̃Tũ) f2(x̃,x̃
′)

π sin(θ(x̃, x̃′)) + π−θ(x̃,x̃′)
π x̃TΣ̃x̃′

Table 18.4: Some neural net GP kernels. Here we define f1(x̃, x̃′) = 2x̃TΣ̃x̃′√
(1+2x̃TΣ̃x̃)(1+2(x̃′)TΣ̃x̃′)

, f2(x̃, x̃′) =

||Σ̃ 1
2 x̃|| ||Σ̃ 1

2 x̃′||, f3(x̃, x̃′) =
√

(x̃TΣ̃x̃)((x̃′)TΣ̃x̃′), and θ(x̃, x̃′) = arccos(f3(x̃, x̃
′)). Results are derived in

[Wil98; CS09].

−4 −2 0 2 4

−1.0

−0.5

0.0

0.5

1.0

σ0 = 0

σ = 1

σ = 3

σ = 10

−4 −2 0 2 4

−2

−1

0

1

σ0 = 5

σ = 1

σ = 3

σ = 10

Figure 18.28: Sample output from a GP with an NNGP kernel derived from an infinitely wide one layer MLP
with activation function of the form h(x) = erf(x · u+ u0) where u ∼ N (0, σ) and u0 ∼ N (0, σ0). Generated
by nngp_1d.ipynb. Used with kind permission of Matthias Bauer.

Thus the MLP converges to a GP. To compute the kernel function, we need to evaluate

C(x,x′) = Eu
[
h(u0 + u

Tx)h(u0 + u
Tx′)

]
= Eu

[
h(ũTx̃)h(ũTx̃′)

]
(18.181)

where we have defined x̃ = (1,x) and ũ = (u0,u). Let us define

Σ̃ =

(
σ2
0 0
0 Σ

)
(18.182)

Then we have

C(x,x′) =
∫
h(ũTx̃)h(ũTx̃′)N (ũ|0, Σ̃)dũ (18.183)

This can be computed in closed form for certain activation functions, as shown in Table 18.4.
This is sometimes called the neural net kernel. Note that this is a non-stationary kernel, and

sample paths from it are nearly discontinuous and tend to constant values for large positive or
negative inputs, as illustrated in Figure 18.28.
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18.7.2 Neural tangent kernel (NTK)

In Section 18.7.1 we derived the NN-GP kernel, under the assumption that all the weights are random.
A natural question is: can we derive a kernel from a DNN after it has been trained, or more generally,
while it is being trained. It turns out that this can be done, as we show below.

Let f = [f(xn; θ)]
N
n=1 be the N × 1 prediction vector, let ∇fL = [ ∂L

∂f(xn)
]Nn=1 be the N × 1 loss

gradient vector, let θ = [θp]
P
p=1 be the P × 1 vector of parameters, and let ∇θf = [∂f(xn)∂θp

] be the
P ×N matrix of partials. Suppose we perform continuous time gradient descent with fixed learning
rate η. The parameters evolve over time as follows:

∂tθt = −η∇θL(ft) = −η∇θft · ∇fL(ft) (18.184)

Thus the function evolves over time as follows:

∂tft = ∇θfTt ∂tθt = −η∇θfTt ∇θft · ∇fL(ft) = −ηTt · ∇fL(ft) (18.185)

where Tt is the N ×N kernel matrix

Tt(x,x′) ≜ ∇θft(x) · ∇θft(x′) =
P∑

p=1

∂f(x;θ)

∂θp

∣∣
θt

∂f(x′;θ)
∂θp

∣∣
θt

(18.186)

If we let the learning rate η become infinitesimally small, and the widths go to infinity, one can show
that this kernel converges to a constant matrix, this is known as the neural tangent kernel or
NTK [JGH18]:

T (x,x′) ≜ ∇θf(x;θ∞) · ∇θf(x′;θ∞) (18.187)

Details on how to compute this kernel for various models, such as CNNs, graph neural nets, and
general neural nets, can be found in [Aro+19; Du+19; Yan19]. A software libary to compute the
NN-GP kernel and NTK is available in [Ano19].

The assumptions behind the NTK results in the parameters barely changing from their initial
values (which is why a linear approximation around the starting parameters is valid). This can
still lead to a change in the final predictions (and zero final training error), because the final layer
weights can learn to use the random features just like in kernel regression. However, this phenomenon
— which has been called “lazy training” [COB18] — is not representative of DNN behavior in
practice [Woo+19], where parameters often change a lot. Fortunately it is possible to use a different
parameterization which does result in feature learning in the infinite width limit [YH21].

18.7.3 Deep GPs

A deep Gaussian process or DGP is a composition of GPs [DL13]. More formally, a DGP of L
layers is a hierachical model of the form

DGP(x) = fL ◦ · · · ◦ f1(x), fi(·) = [f
(1)
i (·), . . . , f (Hi)i (·)], f (j)i ∼ GP(0,Ki(·, ·)) (18.188)

This is similar to a deep neural network, except the hidden nodes are now hidden functions.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



730 Chapter 18. Gaussian processes

1960 1970 1980 1990

year

320

330

340

350

360

C
O

2
in

p
p

m

Data

(a)

1960 1980 2000 2020

year

320

340

360

380

400

C
O

2
in

p
p

m

Data

Mean

Confidence

(b)

Figure 18.29: (a) The observed Mauna Loa CO2 time series. (b) Forecasts from a GP. Generated by
gp_mauna_loa.ipynb.

A natural question is: what is gained by this approach compared to a standard GP? Although
conventional single-layer GPs are nonparametric, and can model any function (assuming the use of a
non-degenerate kernel) with enough data, in practice their performance is limited by the choice of
kernel. It is tempting to think that deep kernel learning (Section 18.6.6) can solve this problem, but
in theory a GP on top of a DNN is still just a GP. However, one can show that a composition of GPs
is strictly more general. Unfortunately, inference in deep GPs is rather complicated, so we leave the
details to Supplementary Section 18.1. See also [Jak21] for a recent survey on this topic.

18.8 Gaussian processes for time series forecasting

It is possible to use Gaussian processes to perform time series forecasting (see e.g., [Rob+13]). The
basic idea is to model the unknown output as a function of time, f(t), and to represent a prior about
the form of f as a GP; we then update this prior given the observed evidence, and forecast into the
future. Naively this would take O(T 3) time. However, for certain stationary kernels, it is possible to
reformulate the problem as a linear-Gaussian state space model, and then use the Kalman smoother
to perform inference in O(T ) time, as explained in [SSH13; SS19; Ada+20]. This conversion can be
done exactly for Matérn kernels and approximately for Gaussian (RBF) kernels (see [SS19, Ch. 12]).
In [SGF21], they describe how to reduce the linear dependence on T to log(T ) time using a parallel
prefix scan operator, that can be run efficiently on GPUs (see Section 8.2.3.4).

18.8.1 Example: Mauna Loa

In this section, we use the Mauna Loa CO2 dataset from Section 29.12.5.1. We show the raw
data in Figure 18.29(a). We see that there is periodic (or quasi-periodic) signal with a year-long
period superimposed on a long term trend. Following [RW06, Sec 5.4.3], we will model this with a
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composition of kernels:

K(r) = K1(r) +K2(r) +K3(r) +K4(r) (18.189)

where Ki(t, t′) = Ki(t− t′) for the i’th kernel.
To capture the long term smooth rising trend, we let K1 be a squared exponential (SE) kernel,

where θ0 is the amplitude and θ1 is the length scale:

K1(r) = θ20 exp

(
− r2

2 θ21

)
(18.190)

To model the periodicity, we can use a periodic or exp-sine-squared kernel from Equation (18.18)
with a period of 1 year. However, since it is not clear if the seasonal trend is exactly periodic, we
multiply this periodic kernel with another SE kernel to allow for a decay away from periodicity; the
result is K2, where θ2 is the magnitude, θ3 is the decay time for the periodic component, θ4 = 1 is
the period, and θ5 is the smoothness of the periodic component.

K2(r) = θ22 exp

(
− r2

2 θ23
− θ5 sin2

(
π r

θ4

))
(18.191)

To model the (small) medium term irregularitries, we use a rational quadratic kernel (Equa-
tion (18.20)):

K3(r) = θ26

[
1 +

r2

2 θ27 θ8

]−θ8
(18.192)

where θ6 is the magnitude, θ7 is the typical length scale, and θ8 is the shape parameter.
The magnitude of the independent noise can be incorporated into the observation noise of the

likelihood function. For the correlated noise, we use another SE kernel:

K4(r) = θ29 exp

(
− r2

2 θ210

)
(18.193)

where θ9 is the magnitude of the correlated noise, and θ10 is the length scale. (Note that the
combination of K1 and K4 is non-identifiable, but this does not affect predictions.)

We can fit this model by optimizing the marginal likelihood wrt θ (see Section 18.6.1). The
resulting forecast is shown in Figure 18.29(b).

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license





19 Beyond the iid assumption

19.1 Introduction

The standard approach to supervised ML assumes the training and test sets both contain independent
and identically distributed (iid) samples from the same distribution. However, there are many
settings in which the test distribution may be different from the training distribution; this is known
as distribution shift, as we discuss in Section 19.2.

In some cases, we may have data from multiple related distributions, not just train and test, as
we discuss in Section 19.6. We may also encounter data in a streaming setting, where the data
distribution may be changing continuously, or in a piecewise constant fashion, as we discuss in
Section 19.7. Finally, in Section 19.8, we discuss settings in which the test distribution is chosen by
an adversary to minimize performance of a prediction system.

19.2 Distribution shift

Suppose we have a labeled training set from a source distribution p(x,y) which we use to fit a
predictive model p(y|x). At test time we encounter data from the target distribution q(x,y).
If p ̸= q, we say that there has been a distribution shift or dataset shift [QC+08; BD+10].
This can adversely affect the performance of predictive models, as we illustrate in Section 19.2.1.
In Section 19.2.2 we give a taxonomy of some kinds of distribution shift using the language of
causal graphical models. We then proceed to discuss a variety of strategies that can be adopted to
ameliorate the harm caused by distribution shift. In particular, in Section 19.3, we discuss techniques
for detecting shifts, so that we can abstain from giving an incorrect prediction if the model is not
confident. In Section 19.4, we discuss techniques to improve robustness to shifts; in particular, given
labeled data from p(x,y), we aim to create a model that approximates q(y|x). In Section 19.5, we
discuss techniques to adapt the model to the target distribution given some labeled or unlabeled
data from the target.

19.2.1 Motivating examples

Figure 19.1 shows how shifting the test distribution slightly, by adding a small amount of Gaussian
noise, can hurt performance of an otherwise high accuracy image classifier. Similar effects occur with
other kinds of common corruptions, such as image blurring [HD19]. Analogous problems can also
occur in the text domain [Ryc+19], and the speech domain (see e.g., male vs female speakers in
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Figure 19.1: Effect of Gaussian noise of increasing magnitude on an image classifier. The model is a
ResNet-50 CNN trained on ImageNet. From Figure 23 of [For+19]. Used with kind permission of Justin
Gilmer.

(A) Cow: 0.99, Pasture: 0.99, Grass:

0.99, No Person: 0.98, Mammal: 0.98

(B) No Person: 0.99, Water: 0.98,

Beach: 0.97, Outdoors: 0.97,

Seashore: 0.97

(C) No Person: 0.97, Mammal: 0.96,

Water: 0.94, Beach: 0.94, Two: 0.94

Figure 19.2: Illustration of how image classifiers generalize poorly to new environments. (a) In the training
data, most cows ocur on grassy backgrounds. (b-c) In these test image, the cow occurs “out of context”, namely
on a beach. The background is considered a “spurious correlation”. In (b), the cow is not detected. In (c), it is
classified with a generic “mammal” label. Top five labels and their confidences are produced by ClarifAI.com,
which is a state of the art commerical vision system. From Figure 1 of [BVHP18]. Used with kind permission
of Sara Beery.

Figure 34.3). These examples illustrate that high performing predictive models can be very sensitive
to small changes in the input distribution.

Performance can also drop on “clean” images, but which exhibit other kinds of shift. Figure 19.2
gives an amusing example of this. In particular, it illustrates how the performance of a CNN image
classifier can be very accurate on in-domain data, but can be very inaccurate on out-of-domain
data, such as images with a different background, or taken at a different time or location (see e.g.,
[Koh+20b]) or from a novel viewing angle (see e.g., [KH22])).

The root cause of many of these problems is the fact that discriminative models often leverage
features that are predictive of the output in the training set, but which are not reliable in general. For
example, in an image classification dataset, we may find that green grass in the background is very
predictive of the class label “cow”, but this is not a feature that is stable across different distributions;
these are called spurious correlations or shortcut features. Unfortunately, such features are
often easier for models to learn, for reasons explained in [Gei+20a; Xia+21b; Sha+20; Pez+21].
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Figure 19.3: Models for distribution shift from source s to target t. Here Ds
L is the labeled training set from

the source, Dt
L is an optional labeled training set from the target, Dt

U is an optional unlabeled training set
from the target, and Dt

test is a labeled test set from the target. In the latter case, ŷn is the prediction on
the n’th test case (generated by the model), y∗

n is the true value, and ℓn = ℓ(y∗
n, ŷn) is the corresponding

loss. (Note that we don’t evaluate the loss on the source distribution.) (a) Discriminative (causal) model. (b)
Generative (anticausal).

Relying on these shortcuts can have serious real-world consequences. For example, [Zec+18a]
found that a CNN trained to recognize pneumonia was relying on hospital-specific metal tokens in
the chest X-ray scans, rather than focusing on the lungs themselves, and thus the model did not
generalize to new hospitals.

Analogous problems arise with other kinds of ML models, as well as other data types, such as
text (e.g., changing “he” to “she” can flip the output of a sentiment analysis system), audio (e.g.,
adding background noise can easily confuse speech recognition systems), and medical records [Ros22].
Furthermore, the changes to the input needed to change the output can often be imperceptible, as
we discuss in the section on adversarial robustness (Section 19.8).

19.2.2 A causal view of distribution shift

In the sections below, we briefly summarize some canonical kinds of distribution shift. We adopt
a causal view of the problem, following [Sch+12a; Zha+13b; BP16; Mei18a; CWG20; Bud+21;
SCS22]).1 (See Section 4.7 for a brief discussion of causal DAGs, and Chapter 36 for more details.)

We assume the inputs to the model (the covariates) are X and the outputs to be predicted (the
labels) are Y . If we believe that X causes Y , denoted X → Y , we call it causal prediction or
discriminative prediction. If we believe that Y causes X, denoted Y → X, we call it anticausal
prediction or generative prediction. [Sch+12a].

The decision about which model to use depends on our assumptions about the underlying data

1. In the causality literature, the question of whether a model can generalize to a new distribution is called the question
of external validity. If a model is externally valid, we say that it is transportable from one distribution to another
[BP16].

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Original Data
 Label Shift


p(y) changes
 p(y | X) changes


Concept Shift
Covariate Shift


p(x) changes
No Data Shift

Figure 19.4: Illustration of some kinds of distribution shift for a 2d binary classification problem. Adapted
from Figure 1 of [al21].

generating process. For example, suppose X is a medical image, and Y is an image segmentation
created by a human expert or an algorithm. If we change the image, we will change the annotation,
and hence X → Y . Now suppose X is a medical image and Y is the ground truth disease state of
the patient, as estimated by some other means (e.g., a lab test). In this case, we have Y → X, since
changing the disease state will change the appearance of the image. As another example, suppose X
is a text review of a movie, and Y is a measure of how informative the review is. Clearly we have
X → Y . Now suppose Y is the star rating of the movie, representing the degree to which the user
liked it; this will affect the words that they write, and hence Y → X.

Based on the above discussion, we can factor the joint distribution in two possible ways. One way
is to define a discriminative model:

pθ(x,y) = pψ(x)pw(y|x) (19.1)

See Figure 19.3a. Alternatively we can define a generative model:

pθ(x,y) = pπ(y)pϕ(x|y) (19.2)

See Figure 19.3b. For each of these 2 models model types, different parts of the distribution may
change from source to target. This gives rise to 4 canonical type of shift, as we discuss in Section 19.2.3.

19.2.3 The four main types of distribution shift

The four main types of distribution shift are summarized in Section 19.2 and are illustrated in
Figure 19.4. We give more details below (see also [LP20]).

19.2.3.1 Covariate shift

In a causal (discriminative) model, if pψ(x) changes (so ψs ≠ ψt), we call it covariate shift, also
called domain shift. For example, the training distribution may be clean images of coffee pots, and
the test distribution may be images of coffee pots with Gaussian noise, as shown in Figure 19.1; or the
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Name Source Target Joint
Covariate/domain shift p(X)p(Y |X) q(X)p(Y |X) Discriminative
Concept shift p(X)p(Y |X) p(X)q(Y |X) Discriminative
Label (prior) shift p(Y )p(X|Y ) q(Y )p(X|Y ) Generative
Manifestation shift p(Y )p(X|Y ) p(Y )q(X|Y ) Generative

Table 19.1: The 4 main types of distribution shift.

training distribution may be photos of objects in a catalog, with uncluttered white backgrounds, and
the test distribution may be photos of the same kinds of objects collected “in the wild”; or the training
data may be synthetically generated images, and the test distribution may be real images. Similar
shifts can occur in the text domain; for example, the training distribution may be movie reviews
written in English, and the test distribution may be translations of these reviews into Spanish.

Some standard strategies to combat covariate shift include importance weighting (Section 19.5.2)
and domain adaptation (Section 19.5.3).

19.2.3.2 Concept shift

In a causal (discriminative) model, if pw(y|x) changes (so ws ̸= wt), we call it concept shift, also
called annotation shift. For example, consider the medical imaging context: the conventions for
annotating images might be different between the training distribution and test distribution. Another
example of concept shift occurs when a new label can occur in the target distribution that was not
part of the source distribution. This is related to open world recognition, discussed in Section 19.3.4.

Since concept shift is a change in what we “mean” by a label, it is impossible to fix this problem
without seeing labeled examples from the target distribution, which defines each label by means of
examples.

19.2.3.3 Label/prior shift

In a generative model, if pπ(y) changes (i.e., πs ̸= πt), we call it label shift, also called prior shift
or prevalence shift. For example, consider the medical imaging context, where Y = 1 if the patient
has some disease and Y = 0 otherwise. If the training distribution is an urban hospital and the test
distribution is a rural hospital, then the prevalence of the disease, represented by p(Y = 1), might
very well be different.

Some standard strategies to combat label shift are to reweight the output of a discriminative
classifier using an estimate of the new label distribution, as we discuss in Section 19.5.4.

19.2.3.4 Manifestation shift

In a generative model, if pϕ(x|y) changes (i.e., ϕs ̸= ϕt), we call manifestation shift [CWG20],
or conditional shift [Zha+13b]. This is, in some sense, the inverse of concept shift. For example,
consider the medical imaging context: the way that the same disease Y manifests itself in the shape
of a tumor X might be different. This is usually due to the presence of a hidden confounding factor
that has changed between source and target (e.g., different age of the patients).

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



738 Chapter 19. Beyond the iid assumption

Figure 19.5: Causal diagrams for different sample selection strategies. Undirected edges can be oriented in
either direction. The selection variable S is set to 1 its parent nodes match the desired criterion; only these
samples are included in the dataset. (a) No selection. (b) Selection on X. (c) Selection on Y . (d) Selection
on X and Y . Adapted from Figure 4 of [CWG20].

19.2.4 Selection bias

In some cases, we may induce a shift in the distribution just due to the way the data is collected,
without any changes to the underlying distributions. In particular, let S = 1 if a sample from the
population is included in the training set, and S = 0 otherwise. Thus the source distribution is
p(X,Y ) = p(X,Y |S = 1) but the target distribution is q(X,Y ) = p(X,Y |S ∈ {0, 1}) = p(X,Y ), so
there is no selection.

In Figure 19.5 we visualize the four kinds of selection. For example, suppose we select based on X
meeting certain criteria, e.g., images of a certain quality, or exhibiting a certain pattern; this can
induce domain shift or covariate shift. Now suppose we select based on Y meeting certain criteria,
e.g., we are more likely to select rare examples where Y = 1, in order to balance the dataset (for
reasons of computational efficiency); this can induce label shift. Finally, suppose we select based on
both X and Y ; this can induce non-causal dependencies between X and Y , a phenomenon known as
selection bias (see Section 4.2.4.2 for details).

19.3 Detecting distribution shifts

In general it will not be possible to make a model robust to all of the ways a distribution can shift
at test time, nor will we always have access to test samples at training time. As an alternative, it
may be sufficient for the model to detect that a shift has happened, and then to respond in the
appropriate way. There are several ways of detecting distribution shift, some of which we summarize
below. (See also Section 29.5.6, where we discuss changepoint detection in time series data.) The
main distinction between methods is based on whether we have a set of samples from the target
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distribution, or just a single sample, and whether the test samples are labeled or unlabeled. We
discuss these different scenarios below.

19.3.1 Detecting shifts using two-sample testing

Suppose we collect a set of samples from the source and target distribution. We can then use standard
techniques for two-sample testing to estimate if the null hypothesis, p(x, y) = q(x, y), is true or
not. (If we have unlabeled samples, we just test if p(x) = q(x).) For example, we can use MMD
(Section 2.7.3) to measure the distance between the set of input samples (see e.g., [Liu+20a]). Or we
can measure (Euclidean) distances in the embedding space of a classifier trained on the source (see
e.g., [KM22]).

In some cases it may be possible to just test if the distribution of the labels p(y) has changed, which
is an easier problem than testing for changes in the distribution of inputs p(x). In particular, if the
label shift assumption (Section 19.2.3.3) holds (i.e., q(x|y) = p(x|y)), plus some other assumptions,
then we can use the blackbox shift estimation technique from Section 19.5.4 to estimate q(y). If
we find that q(y) = p(y), then we can conclude that q(x, y) = p(x, y). In [RGL19], they showed
experimentally that this method worked well for detecting distribution shifts even when the label
shift assumption does not hold.

It is also possible to use conformal prediction (Section 14.3) to develop “distribution free” methods
for detecting covariate shift, given only acccess to a calibration set and some conformity scoring
function [HL20].

19.3.2 Detecting single out-of-distribution (OOD) inputs

Now suppose we just have one unlabeled sample from the target distribution, x ∼ q, and we
want to know if x is in-distribution (ID) or out-of-distribution (OOD). We will call this problem
out-of-distribution detection, although it is also called anomaly detection, and novelty
detection.2

The OOD detection problem requires making a binary decision about whether the test sample is ID
or OOD. If it is ID, we may optionally require that we return its class label, as shown in Figure 19.6.
In the sections below, we give a brief overview of techniques that have been proposed for tackling
this problem, but for more details, see e.g., [Pan+21; Ruf+21; Bul+20; Yan+21; Sal+21; Hen+19b].

19.3.2.1 Supervised ID/OOD methods (outlier exposure)

The simplest method for OOD detection assumes we have access to labeled ID and OOD samples at
training time. Then we just fit a binary classifier to distinguish the OOD or background class (called
“known unknowns”) from the ID class (called “known knowns”) This technique is called outlier
exposure (see e.g., [HMD19; Thu+21; Bit+21]) and can work well. However, in most cases we will
not have enough examples from the OOD distribution, since the OOD set is basically the set of all
possible inputs except for the ones of interest.

2. The task of outlier detection is somewhat different from anomaly or OOD detection, despite the similar name. In
the outlier detection literature, the assumption is that there is a single unlabeled dataset, and the goal is to identify
samples which are “untypical” compared to the majority. This is often used for data cleaning. (Note that this is a
transductive learning task, where the model is trained and evaluated on the same data. We focus on inductive
tasks, where we train a model on one dataset, and then test it on another.)
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OOD?

{squirrel, chipmunk {

yes

no

O
"I've never seen 

anything like this before!"

"I'm 90% certain this is 
a squirrel or a chipmunk."

Figure 19.6: Illustration of a two-stage decision problem. First we must decide if the input image is out-of-
distribution (OOD) or not. If it is not, we must return the set of class labels that have high probabilitiy. From
[AB21]. Used with kind permission of Anastasios Angelopoulos.

19.3.2.2 Classification confidence methods

Instead of trying to solve the binary ID/OOD classification problem, we can directly try to predict
the class of the input. Let the probabilities over the C labels be pc = p(y = c|x), and let the logits
be ℓc = log pc. We can derive a confidence score or uncertainty metric in a variety of ways from
these quantities, e.g., the max probability s = maxc pc, the margin s = maxc ℓc −max2c ℓc (where
max2 means the second largest element), the entropy s = H(p1:C)

3, the “energy score” s =
∑
c ℓc

[Liu+21b], etc. In [Mil+21; Vaz+22] they show that the simple max probability baseline performs
very well in practice.

19.3.2.3 Conformal prediction

It is possible to create a method for OOD detection and ID classification that has provably bounded
risk using conformal prediction (Section 14.3). The details are in [Ang+21], but we sketch the basic
idea here.

We want to solve the two-stage decision problems illustrated in Figure 19.6. We define the
prediction set as follows:

Tλ(x) =
{
∅ if OOD(x) > λ1

APS(x) otherwise
(19.3)

where OOD(x) is some heuristic OOD score (such as max class probability), and APS(x) is the
adaptive prediction set method of Section 14.3.1, which returns the set of the top K class labels,
such that the sum of their probabilities exceeds threshold λ2. (Formally, APS(x) = {π1, . . . , πK}
where π sorts f(x)1:C in descending order, and K = min{K ′ :∑K′

c=1 f(x)c > λ2}.)
We choose the thresholds λ1 and λ2 using a calibration set and a frequentist hypothesis testing

3. [Kir+21] argues against using entropy, since it confuses uncertainty about which of the C labels to use with
uncertainty about whether any of the labels is suitable, compared to a “none-of-the-above” option.
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Figure 19.7: Likelihoods from a Glow normalizing flow model (Section 23.2.1) trained on CIFAR10 and
evaluated on different test sets. The SVHN street sign dataset has lower visual complexity, and hence higher
likelihood. Qualitatively similar results are obtained for other generative models and datasets. From Figure 1
of [Ser+20]. Used with kind permission of Joan Serrà.

method (see [Ang+21]). The resulting thresholds will jointly minimize the following risks:

R1(λ) = p(Tλ(x) = ∅) (19.4)
R2(λ) = p(y ̸∈ Tλ(x)|Tλ(x) ̸= ∅) (19.5)

where p(x, y) is the true but unknown source distribution (of ID samples, no OOD samples required),
R1 is the chance that an ID sample will be incorrectly rejected as OOD (type-I error), and R2 is the
chance (conditional on the decision to classify) that the true label is not in the predicted set. The goal
is to set λ1 as large as possible (so we can detect OOD examples when they arise) while controlling
the type-I error (e.g., we may want to ensure that we falsely flag (as OOD) no more than 10% of
in-distribution samples). We then set λ2 in the usual way for the APS method in Section 14.3.1.

19.3.2.4 Unsupervised methods

If we don’t have labeled examples, a natural approach to OOD detection is to fit an unconditional
density model (such as a VAE) to the ID samples, and then to evaluate the likelihood p(x) and
compare this to some threshold value. Unfortunately for many kinds of deep model and datasets, we
sometimes find that p(x) is lower for samples that are from the source distribution than from a novel
target distribution. For example, if we train a pixel-CNN model (Section 22.3.2) or a normalizing-flow
model (Chapter 23) on Fashion-MNIST and evaluate it on MNIST, we find it gives higher likelihood
to the MNIST samples [Nal+19a; Ren+19; KIW20; ZGR21]. This phenomenon occurs for several
other models and datasets (see Figure 19.7).

One solution to this is to use log a likelihood ratio relative to a baseline density model,
R(x) = log p(x)/q(x), as opposed to the raw log likelihood, L(x) = log p(x). (This technique was
explored in [Ren+19], amongst other papers.) An important advantage of this is that the ratio is
invariant to transformations of the data. To see this, let x′ = ϕ(x) be some invertible, but possibly
nonlinear, transformation. By the change of variables, we have p(x′) = p(x)|det Jac(ϕ−1)(x)|. Thus
L(x′) will differ from L(x) in a way that depends on the transformation. By contrast, we have
R(x) = R(x′), regardless of ϕ, since

R(x′) = log p(x′)− log q(x′) = log p(x) + log |det Jac(ϕ−1)(x)| − log q(x)− log |det Jac(ϕ−1)(x)|
(19.6)
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Various other strategies have been proposed, such as computing the log-likelihood adjusted by a
measure of the complexity (coding length computed by a lossless compression algorithm) of the input
[Ser+20], computing the likelihood of model features instead of inputs [Mor+21a], etc.

A closely related technique relies on reconstruction error. The idea is to fit an autoencoder or
VAE (Section 21.2) to the ID samples, and then measure the reconstruction error of the input: a
sample that is OOD is likely to incur larger error (see e.g., [Pol+19]). However, this suffers from the
same problems as density estimation methods.

An alternative to trying to estimate the likelihood, or reconstruct the output, is to use a GAN
(Chapter 26) that is trained to discriminate “real” from “fake” data. This has been extended to the
open set recognition setting in the OpenGAN method of [KR21b].

19.3.3 Selective prediction

Suppose the system has a confidence level of p that an input is OOD (see Section 19.3.4 for a
discussion of some ways to compute such confidence scores). If p is below some threshold, the system
may choose to abstain from classifying it with a specific label. By varying the threshold, we can
control the tradeoff between accuracy and abstention rate. This is called selective prediction (see
e.g., [EW10; GEY19; Ziy+19; JKG18]), and is useful for applications where an error can be more
costly than asking a human expert for help (e.g., medical image classification).

19.3.3.1 Example: SGLD vs SGD for MLPs

One way to improve performance of OOD detection is to “be Bayesian” about the parameters of the
model, so that the uncertainty in their values is reflected in the posterior predictive distribution.
This can result in better performance in selective prediction tasks.

In this section, we give a simple example of this, where we fit a shallow MLP to the MNIST dataset
using either standard SGD (specifically RMSprop) or stochastic gradient Langevin dynamics (see
Section 12.7.1), which is a form of MCMC inference. We use 6,000 training steps, where each step
uses a minibatch of size 1,000. After fitting the model to the training set, we evaluate its predictions
on the test set. To assess how well calibrated the model is, we select a subset of predictions whose
confidence is above a threshold t. (The confidence value is just the probability assigned to the MAP
class.) As we increase the threshold t from 0 to 1, we make predictions on fewer examples, but the
accuracy should increase. This is shown in Figure 19.8: the green curve is the fraction of the test set
for which we make a prediction, and the blue curve is the accuracy. On the left we show SGD, and
on the right we show SGLD. In this case, performance is quite similar, although SGD has slightly
higher accuracy. However, the story changes somewhat when there is distribution shift.

To study the effects under distribution shift, we apply both models to FashionMNIST data. We
show the results in Figure 19.9. The accuracy of both models is very low (less than the chance level
of 10%), but SGD remains quite confident in many more of its predictions than SGLD, which is
more conservative. To see this, consider a confidence threshold of 0.5: the SGD approach predicts on
about 97% of the examples (recall that the green curve corresponds to the right hand axis), whereas
the SGLD only predicts on about 70% of the examples.

More details on the behavior of Bayesian neural networks under distribution shift can be found in
Section 17.4.6.2.
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Figure 19.8: Accuracy vs confidence plots for an MLP fit to the MNIST training set, and then evaluated on
one batch from the MNIST test set. Scale for blue accuracy curve is on the left, scale for green percentage
predicted curve is on the right. (a) Plugin approach, computed using SGD. (b) Bayesian approach, computed
using 10 samples from SGLD. Generated by bnn_mnist_sgld.ipynb.
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Figure 19.9: Similar to Figure 19.8, except that performance is evaluated on the Fashion MNIST dataset. (a)
SGD. (b) SGLD. Generated by bnn_mnist_sgld.ipynb.

19.3.4 Open set and open world recognition

In Section 19.3.3, we discussed methods that “refuse to classify” if the system is not confident enough
about its predicted output. If the system detects that this lack of confidence is due to the input
coming from a novel class, rather than just being a novel instance of an existing class, we call the
problem open set recognition (see e.g., [GHC20] for a review).

Rather than “flagging” novel classes as OOD, we can instead allow the set of classes to grow over
time; this is called open world classification [BB15a]. Note that open world classification is most
naturally tackled in the context of a continual learning system, which we discuss in Section 19.7.3.

For a survey article that connects open set learning with OOD detection, see [Sal+22].

19.4 Robustness to distribution shifts

In this section, we discuss techniques to improve the robustness of a model to distribution shifts.
In particular, given labeled data from p(x,y), we aim to create a model that approximates q(y|x).
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19.4.1 Data augmentation

A simple approach to potentially increasing the robustness of a predictive model to distribution shifts
is to simulate samples from the target distribution by modifying the source data. This is called data
augmentation, and is widely used in the deep learning community. For example, it is standard to
apply small perturbations to images (e.g., shifting them or rotating them), while keeping the label
the same (assuming that the label should be invariant to such changes); see e.g., [SK19; Hen+20] for
details. Similarly, in NLP (natural language processing), it is standard to change words that should
not affect the label (e.g., replacing “he” with “she” in a sentiment analysis system), or to use back
translation (from a source language to a target language and back) to generate paraphrases; see
e.g., [Fen+21] for a review of such techniques. For a causal perspective on data augmentation, see
e.g., [Kau+21].

19.4.2 Distributionally robust optimization

We can make a discriminative model that is robust to (some forms of) covariate shift by solving the
following distributionally robust optimization (DRO) problem:

min
f∈F

max
w∈W

1

N

N∑

n=1

wnℓ(f(xn),yn) (19.7)

where the samples are from the source distribution, (xn,yn) ∼ p. This is an example of a min-max
optimization problem, in which we want to minimize the worst case risk. The specification of the
robustness set, W, is a key factor that determines how well the method works, and how difficult the
optimization problem is. Typically it is specified in terms of an ℓ2 ball around the inputs, but this
could also be defined in a feature (embedding space) It is also possible to define the robustness set
in terms of local changes to a structural causal model [Mei18a]. For more details on DRO, see e.g.,
[CP20a; LFG21; Sag+20; RM22].

19.5 Adapting to distribution shifts

In this section, we discuss techniques to adapt the model to the target distribution. If we have some
labeled data from the target distribution, we can use transfer learning, as we discuss in Section 19.5.1.
However, getting labeled data from the target distribution is often not an option. Therefore, in the
other sections, we discuss techniques that just rely on unlabeled data from the target distribution.

19.5.1 Supervised adaptation using transfer learning

Suppose we have labeled training data from a source distribution, Ds = {(xn,yn) ∼ p : n = 1 : Ns},
and also some labeled data from the target distribution, Dt = {(xn,yn) ∼ q : n = 1 : Nt}. Our goal
is to minimize the risk on the target distibution q, which can be computed using

R(f, q) = Eq(x,y) [ℓ(y, f(x))] (19.8)

We can approximate the risk empirically using

R̂(f,Dt) = 1

|Dt|
∑

(xn,yn)∈Dt
ℓ(yn, f(xn)) (19.9)
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If Dt is large enough, we can directly optimize this using standard empirical risk minimization (ERM).
However, if Dt is small, we might want to use Ds somehow as a regularizer. This is called transfer
learning, since we hope to “transfer knowledge” from p to q. There are many approaches to transfer
learning (see e.g., [Zhu+21] for a review). We briefly mention a few below.

19.5.1.1 Pre-train and fine-tune

The simplest and most widely used approach to transfer learning is the pre-train and fine-tune
approach. We first fit a model to the source distribution by computing fs = argminf R̂(f,Ds). (Note
that the source data may be unlabeled, in which case we can use self-supervised learning methods.)
We then adapt the model to work on the target distribution by computing

f t = argmin
f

R̂(f,Dt) + λ||f − fs|| (19.10)

where ||f−fs|| is some distance between the functions, and λ ≥ 0 controls the degree of regularization.
Since we assume that we have very few samples from the target distribution, we typically “freeze”

most of the parameters of the source model. (This makes an implicit assumption that the features that
are useful for the source distribution also work well for the target.) We can then solve Equation (19.10)
by “chopping off the head” from fs and replacing it with a new linear layer, to map to the new set of
labels for the target distribution, and then compute a new MAP estimate for the parameters on the
target distribution. (We can also compute a prior for the parameters of the source model, and use it
to compute a posterior for the parameters of the target model, as discussed in Section 17.2.3.)

This approach is very widely used in practice, since it is simple and effective. In particular, it is
common to take a large pre-trained model, such as a transformer, that has been trained (often using
self supervised learning, Section 32.3.3) on a lot of data, such as the entire web, and then to use this
model as a feature extractor (see e.g., [Kol+20]). The features are fed to the downstream model,
which may be a linear classifier or a shallow MLP, which is trained on the target distribution.

19.5.1.2 Prompt tuning (in-context learning)

Recently another approach to transfer learning has been developed, that leverages large models, such
as transformers (Section 22.4), which are trained on massive web datasets, usually in an unsupervised
way, and then adapted to a small, task-specific target distribution. The interesting thing about
this approach is the parameters of the original model are not changed; instead, the model is simply
“conditioned” on new training data, usually in the form of a text prompt z. That is, we compute

f t(x) = fs(x ∪ z) (19.11)

where we (manually or automatically) optimize z while keeping fs frozen. This approach is called
prompt tuning or in-context learning (see e.g., [Liu+21a]), and is an instance of few-shot
learning (see Figure 22.4 for an example).

Here z acts like a small training dataset, and fs uses attention (Section 16.2.7) to “look at” all
its inputs, comparing x with the examples in z, and uses this to make a prediction. This works
because the text training data often has a similar hierarchical structure (see [Xie+22] for a Bayesian
interpretation).
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19.5.2 Weighted ERM for covariate shift

In this section we reconsider the risk minimization objective in Equation (19.8), but leverage unlabeled
data from the target distribution to estimate it. If we make the covariate shift assumption (i.e.,
q(x,y) = q(x)p(y|x)), then we have

R(f, q) =

∫
q(x)q(y|x)ℓ(y, f(x))dxdy (19.12)

=

∫
q(x)p(y|x)ℓ(y, f(x))dxdy (19.13)

=

∫
q(x)

p(x)
p(x)p(y|x)ℓ(y, f(x))dxdy (19.14)

≈ 1

N

∑

(xn,yn)∈DsL

wnℓ(yn, f(xn)) (19.15)

where the weights are given by the ratio

wn = w(xn) =
q(xn)

p(xn)
(19.16)

Thus we can solve the covariate shift problem by using weighted ERM [Shi00a; SKM07].
However, this raises two questions. First, why do we need to use this technique, since a discriminative

model p(y|x) should work for any input x, regardless of which distribution it comes from? Second,
given that we do need to use this method, in practice how should we estimate the weights wn =

w(xn) =
q(xn)
p(xn)

? We discuss these issues below.

19.5.2.1 Why is covariate shift a problem for discriminative models?

For a discriminative model of the form p(y|x), it might seem that such a change in p(x) will not
affect the predictions. If the predictor p(y|x) is the correct model for all parts of the input space x,
then this conclusion is warranted. However, most models will only be accurate in certain parts of the
input space. This is illustrated in Figure 19.10b, where we show that a linear model fit to the source
distribution may perform much worse on the target distribution than a model that weights target
points more heavily during training.

19.5.2.2 How should we estimating the ERM weights?

One approach to estimating the ERM weights wn = w(xn) =
q(xn)
p(xn)

is to learn a density model for
the source and target. However, density esimation is difficult for high dimensional features. An
alternative approach is to try to approximate the density ratio, by fitting a binary classifier to
distinguish the two distributions, as discussed in Section 2.7.5. In particular, suppose we have an
equal number of samples from p(x) and q(x). Let us label the first set with c = −1 and the second
set with c = 1. Then we have

p(c = 1|x) = q(x)

q(x) + p(x)
(19.17)
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(a) (b)

Figure 19.10: (a) Illustration of covariate shift. Light gray represents training distribution, dark gray
represents test distribution. We see the test distribution has shifted to the right but the underlying input-output
function is constant. (b) Dashed line: fitting a linear model across the full support of X. Solid black line:
fitting the same model only on parts of input space that have high likelihood under the test distribution. From
Figures 1–2 of [Sto09]. Used with kind permission of Amos Storkey.

and hence p(c=1|x)
p(c=−1|x) = q(x)

p(x) . If the classifier has the form f(x) = p(c = 1|x) = σ(h(x)) = 1
1+exp(−h(x)) ,

where h(x) is the prediction function that returns the logits, then the importance weights are given
by

wn =
1/(1 + exp(−h(xn)))

exp(−h(xn))/(1 + exp(−h(xn)))
= exp(h(xn)) (19.18)

Of course this method requires that x values that may occur in the test distribution should also
be possible in the training distribution, i.e., q(x) > 0 =⇒ p(x) > 0. Hence there are no guarantees
about this method being able to interpolate beyond the training distribution.

19.5.3 Unsupervised domain adaptation for covariate shift

We now turn to methods that only need access to unlabeled examples from the target distribution.
The technique of unsupervised domain adaptation or UDA assumes access to a labeled

dataset from the source distribution, D1 = DsL ∼ p(x,y) and an unlabeled dataset from the target
distribution, D2 = DtU ∼ q(x). It then uses the unlabeled target data to improve robustness or
invariance of the predictor, rather than using a weighted ERM method.

There are many forms of UDA (see e.g., [KL21; CB20] for reviews). Here we just focus on one
method, called domain adversarial learning [Gan+16a]. Let fα : X1 ∪ X2 → H be a feature
extractor defined on the two input domains, let cβ : H → {1, 2} be a classifier that maps from the
feature space to the domain from which the input was taken, either domain 1 or 2 (source or target),
and let gγ : H → Y be a classifier that maps from the feature space to the label space. We want
to train the feature extractor so that it cannot distinguish whether the input is coming from the
source or target distribution; in this case, it will only be able to use features that are common to
both domains. Hence we optimize

min
γ

max
α,β

1

N1 +N2

∑

xn∈D1,D2

ℓ(dn, cβ(fα(xn))) +
1

N1

∑

(xn,yn)∈D1

ℓ(yn, gγ(fα(xn))) (19.19)

The objective in Equation (19.19) minimizes the loss on the desired task of classifying y, but maximizes
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the loss on the auxiliary task of classifying the domain label d. This can be implemented by the
gradient sign reversal trick, and is related to GANs (Section 26.7.6).

19.5.4 Unsupervised techniques for label shift

In this section, we describe an approach known as blackbox shift estimation, due to [LWS18],
which can be used to tackle the label shift problem in an unsupervised way. We assume that the
only thing that changes in the target distribution is the label prior, i.e., if the source distribution is
denoted by p(x,y) and target distribution is denoted by q(x,y), we assume q(x,y) = p(x|y)q(y).

First note that, for any deterministic function f : X → Y, we have

p(x|y) = q(x|y) =⇒ p(f(x)|y) = q(f(x)|y) =⇒ p(ŷ|y) = q(ŷ|y) (19.20)

where ŷ = f(x) is the predicted label. Let µi = q(ŷ = i) be the empirical fraction of times the model
predicts class i on the test set, and let q(y = i) be the true but unknown label distribution on the
test set, and let Cij = p(ŷ = i|y = j) be the class confusion matrix estimated on the training set.
Then we have

µŷ =
∑

y

q(ŷ|y)q(y) =
∑

y

p(ŷ|y)q(y) =
∑

y

p(ŷ, y)
q(y)

p(y)
(19.21)

We can write this in matrix-vector form as follows:

µi =
∑

i

Cijqj , =⇒ µ = Cq (19.22)

Hence we can solve q = C−1µ, providing that C is not singular (this will be the case if C is strongly
diagonal, i.e., the model predicts class yi correctly more often than any other class yj). We also
require that for every q(y) > 0 we have p(y) > 0, which means we see every label at training time.

Once we know the new label distribution, q(y), we can adjust our discriminative classifier to take
the new label prior into account as follows:

q(y|x) = q(x|y)q(y)
q(x)

=
p(x|y)q(y)

q(x)
=
p(y|x)p(x)

p(y)

q(y)

q(x)
= p(y|x)q(y)

p(y)

p(x)

q(x)
(19.23)

We can safely ignore the p(x)
q(x) term, which is constant wrt y, and we can plug in our estimates of the

label distributions to compute the q(y)
p(y) .

In summary, there are three requirements for this method: (1) the confusion matrix is invertible; (2)
no new labels at test time; (3) the only thing that changes is the label prior. If these three conditions
hold, the above approach is a valid estimator. See [LWS18] for more details, and [Gar+20] for an
alternative approach, based on maximum likelihood (rather than moment matching) for estimating
the new marginal label distribution.

19.5.5 Test-time adaptation

In some settings, it is possible to continuously update the model parameters. This allows the model
to adapt to changes in the input distribution. This is called test time adaptation or TTA. The
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difference from the unsupervised domain adaptation methods of Section 19.5.3 is that, in the online
setting, we just have the model which was trained on the source, and not the source distribution.

In [Sun+20] they proposed an approach called TTT (“test-time training”) for adapting a discrimi-
native model. In this approach, a self-supervised proxy task is used to create proxy-labels, which
can then be used to adapt the model at run time. In more detail, suppose we create a Y-structured
network, where we first perform feature extraction, x→ h, and then use h to predict the output y
and some proxy output r, such as the angle of rotation of the input image. The rotation angle is
known if we use data augmentation. Hence we can apply this technique at test time, even if y is
unknown, and update the x→ h→ r part of the network, which influences the prediction for y via
the shared bottleneck (feature layer) h.

Of course, if the proxy output, such as the rotation angle, is not known, we cannot use proxy-
supervised learning methods such as TTT. In [Wan+20a], they propose an approach, inspired by
semi-supervised learning methods, which they call TENT, which stands for “test-time adaptation by
entropy minimization”. The idea is to update the classifier parameters to minimize the entropy of
the predictive distribution on a batch of test examples. In [Goy+22], they give a justification for this
heuristic from the meta-learning perspective. In [ZL21], they present a Bayesian version of TENT,
which they call BACS, which stands for “Bayesian adaptation under covariate shift”. In [ZLF21],
they propose a method called MEMO (“marginal entropy minimization with one test point”) that
can be used for any architecture. The idea is, once again, to apply data augmentation at test time to
the input x, to create a set of inputs, x̃1, . . . , x̃B . Now we update the parameters so as to minimize
the predictive entropy produced by the averaged distribution

p(y|x,w) =
1

B

B∑

b=1

p(y|x̃b,w) (19.24)

This ensures that the model gives the same predictions for each perturbation of the input, and that
the predictions are confident (low entropy).

An alternative to entropy based methods is to use pseudolabels (predicted outputs on the
unlaneled target generated by the source model), and then to self-train on these (see e.g., [KML20;
LHF20; Che+22]), often with additional regularizers to prevent over-fitting.

19.6 Learning from multiple distributions

In Section 19.2, we discussed the setting in which a model is trained on a single source distribution,
and then evaluated on a distinct target distribution. In this section, we generalize this to a setting in
which the model is trained on data from J ≥ 2 source distributions, before being tested on data from
a target distribution. This includes a variety of different problem settings, depending on the value of
J , as we summarize in Figure 19.11.

19.6.1 Multitask learning

In multi-task learning (MTL) [Car97], we have labeled data from J different distributions,
Dj = {(xjn,yjn) : n = 1 : Nj}, and the goal is to learn a model that predicts well on all J of them
simultaneously, where f(x, j) : X → Yj is the output for the j’th task. For example, we might want
to map a color image of size H ×W × 3 to a set of semantic labels per pixel, Y1 = {1, . . . , C}HW , as
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Figure 19.11: Schematic overview of techniques for learning from 1 or more different distributions. Adapted
from slide 3 of [Sca21].

well as a set of predicted depth values per pixel, Y2 = RHW . We can do this using ERM where we
have multiple samples for each task:

f∗ = argmin
f

J∑

j=1

Nj∑

n=1

ℓj(y
j
n, f(x

j
n, j)) (19.25)

where ℓj is the loss function for task j (suitably scaled).
There are many approaches to solving MTL. The simplest is to fit a single model with multiple

“output heads”, as illustrated in Figure 19.12. This is called a “shared trunk network”. Unfortu-
nately this often leads to worse performance than training J single task networks. In [Mis+16], they
propose to take a weighted combination of the activations of each single task network, an approach
they called “cross-stitch networks”. See [ZY21] for a more detailed review of neural approaches,
and [BLS11] for a theoretical analysis of this problem.

Note that multi-task learning does not always help performance on each task because sometimes
there can be “task interference” or “negative transfer” (see e.g., [MAP17; Sta+20; WZR20]).
In such cases, we should use separate networks, rather than using one model with multiple output
heads.

19.6.2 Domain generalization

The problem of domain generalization assumes we train on J different labeled source distributions
or “environments” (also called “domains”), and then test on a new target distribution (denoted by
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Figure 19.12: Illustration of multi-headed network for multi-task learning.
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Figure 19.13: Hierarchical Bayesian discriminative model for learning from J different environments (distri-
butions), and then testing on a new target distribution t = J + 1. Here ŷn is the prediction for test example
xn, y∗

n is the true output, and ℓn = ℓ(yt
n,y

∗
n) is the associated loss. The parameters of the distribution over

input features pϕ(x) are shown with dotted edges, since these distributions do not need to be learned in a
discriminative model.
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Figure 19.14: Illustration of invariant causal prediction. The hammer symbol represents variables whose
distribution is perturbed in the given environment. An invariant predictor must use features {X2, X4}.
Considering indirect causes instead of direct ones (e.g. {X2, X5}) or an incomplete set of direct causes (e.g.,
{X4}) may not be sufficient to guarantee invariant prediction. From Figure 1 of [PBM16b]. Used with kind
permission of Jonas Peters.

t = J + 1). In some cases each environment is just identified with a meaningless integer id. In more
realistic settings, each different distribution has associated meta-data or context variables that
characterizes the environment in which the data was collected, such as the time, location, imaging
device, etc.

Domain generalization (DG) is similar to multi-task learning, but differs in what we want to
predict. In particular, in DG, we only care about prediction accuracy on the target distribution, not
the J training distribution. Furthermore, we assume we don’t have any labeled data from the target
distribution. We therefore have to make some assumptions about how pt(x,y) relates to pj(x,y) for
j = 1 : J .

One way to formalize this is to create a hierarchical Bayesian model, as proposed in [Bax00], and
illustrated in Figure 19.13. This encodes the assumption that pt(x,y) = p(x|ϕt)p(y|x,wt) where
wt is derived from a common “population level” model w0, shared across all distributions, and
similarly for ϕt. (Note, however, that in a discriminative model, we don’t need to model p(x|ϕt).)
See Section 15.5 for discussion of hierarchical Bayesian GLMs, and Section 17.6 for discussion of
hierarchical Bayesian MLPs.

Many other techniques have been proposed for DG. Note, however, that [GLP21] found that none
of these methods worked consistently better than the baseline approach of performing empirical
risk minimization across all the provided datasets. For more information, see e.g., [GLP21; She+21;
Wan+21; Chr+21].

19.6.3 Invariant risk minimization

One approach to domain generalization that has received a lot of attention is called invariant
risk minimization or IRM [Arj+19]. The goal is to learn a predictor that works well across all
environments, yet is less prone to depending on the kinds of “spurious features” we discussed in
Section 19.2.1.

IRM is an extension of an earlier method called invariant causal prediction (ICP) [PBM16b].
This uses hypothesis testing methods to find the set of predictors (features) that directly cause the
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outcome in each environment, rather than features that are indirect causes, or are just correlated
with the outcome. See Figure 19.14 for an illustration.

In [Arj+19], they proposed an extension of ICP to handle the case of high dimensional inputs,
where the individual variables do not have any causal meaning (e.g., they correspond to pixels).
Their approach requires finding a predictor that works well on average, across all environments, while
also being optimal for each individual environment. That is, we want to find

f∗ = argmin
f∈F

J∑

j=1

1

Nj

Nj∑

n=1

ℓ(yjn, f(x
j
n)) (19.26)

such that f ∈ argmin
g∈F

1

Nj

Nj∑

n=1

ℓ(yjn, g(x
j
n)) for all j ∈ E (19.27)

where E is the set of environments, and F is the set of prediction functions. The intuition behind
this is as follows: there may be many functions that achieve low empirical loss on any given
environment, since the problem may be underspecified, but if we pick the one that also works well on
all environments, it is more likely to rely on causal features rather than spurious features.

Unfortunately, more recent work has shown that the IRM principle often does not work well for
covariate shift, both in theory [RRR21] and practice [GLP21], although it can work well in some
anti-causal (generative) models [Ahu+21].

19.6.4 Meta learning

The goal of meta-learning is to “learn the learning algorithm” [TP97]. A common way to do this is
to provide the meta-learner with a set of datasets from different distributions. This is very similar
to domain generalization (Section 19.6.2), except that we partition each training distribution into
training and test, so we can “practice” learning to generalize from a training set to a test set. A
general review of meta-learning can be found in [Hos+20a]. Here we present a unifying summary
based on the hierarchical Bayesian framework proposed in [Gor+19].

19.6.4.1 Meta-learning as probabilistic inference for prediction

We assume there are J tasks (distributions), each of which has a training set Djtrain = {(xjn,yjn) :
n = 1 : N j} and a test set Djtest = {(x̃jm, ỹjm) : m = 1 : M j}. In addition, wj are the task specific
parameters, and w0 are the shared parameters, as shown in Figure 19.15. This is very similar to
the domain generalization model in Figure 19.13, except for two differences: first there is the trivial
difference due to the use of plate notation; second, in meta learning, we have both training and test
partitions for all distributions, whereas in DG, we only have a test set for the target distribution.

We will learn a point estimate for the global parameters w0, since it is shared across all datasets,
and thus has little uncertainty. However, we will compute an approximate posterior for wj , since
each task often has little data. We denote this posterior by p(wj |Djtrain,w0). From this, we can
compute the posterior predictive distribution for each task:

p(ỹj |x̃j ,Djtrain,w0) =

∫
p(ỹj |x̃j ,wj)p(wj |Djtrain,w0)dwj (19.28)
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Figure 19.15: Hierarchical Bayesian model for meta-learning. There are J tasks, each of which has a training
set Dj = {(xj
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n) : n = 1 : N j} and a test set Dj

test = {(x̃j
m, ỹ

j
m) : m = 1 : M j}. wj are the task specific

parameters, and θ are the shared parameters. Adapted from Figure 1 of [Gor+19].

Since computing the posterior is in general intractable, we will learn an amortized approximation
(see Section 10.1.5) to the predictive distribution, denoted by qϕ(ỹj |x̃j ,Djtrain,w0). We choose the
parameters of the prior w0 and the inference network ϕ to make this predictive posterior as accurate
as possible for any given input dataset:

ϕ∗ = argmin
ϕ

Ep(Dtrain,x̃)

[
DKL

(
p(ỹ|x̃,Dtrain,w

0) ∥ qϕ(ỹ|x̃,Dtrain,w
0)
)]

(19.29)

= argmin
ϕ

Ep(Dtrain,x̃)

[
Ep(ỹ|x̃,Dtrain,w0)

[
log qϕ(ỹ|x̃,Dtrain,w

0)
]]

(19.30)

= argmin
ϕ

Ep(Dtrain,x̃,ỹ)

[
log

∫
p(ỹ|x̃,w)qϕ(w|Dtrain,w

0)dw

]
(19.31)

where we made the approximation p(ỹ|x̃,Dtrain,w
0) ≈ p(ỹ|x̃,Dtrain). We can then make a Monte

Carlo approximation to the outer expectation by sampling J tasks (distributions) from p(D), each
of which gets partitioned into a train and test set, {(Djtrain,Djtest) ∼ p(D) : j = 1 : J}, where
Djtest = {(x̃m, ỹm}. We can make an MC approximation to the inner expectation (the integral) by
drawing S samples from the task-specific parameter posterior wj

s ∼ qϕ(wj |Dj ,w0). The resulting
objective has the following form (where we assume each test set has M samples for notational
simplicity):

Lmeta(w
0,ϕ) =

1

MJ

M∑

m=1

J∑

j=1

log

(
1

S

S∑

s=1

p(ỹjm|x̃jm,wj
s)

)
(19.32)

Note that this is different from standard (amortized) variational inference, that focuses on ap-
proximating the expected accuracy of the parameter posterior given all of the data for a task,
Djall = D

j
train ∪ Djtest, rather than focusing on predictive accuracy of a test set given a training set.
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Indeed, the standard objective has the form

LVI(w
0,ϕ) =

1

J

J∑

j=1


 ∑

(x,y)∈Djall

[
1

S

S∑

s=1

log p(ỹj |x̃j ,wj
s)

]
−DKL

(
qϕ(w

j |Djall,w0) ∥ p(wj |w0)
)



(19.33)

where wj
s ∼ qϕ(wj |Djall). We see that the standard formulation takes the average of a log, but the

meta-learning formulation takes the log of an average. The latter can give provably better predictive
accuracy, as pointed out in [MAD20]. Another difference is that the meta-learning formulation
optimizes the forward KL, not reverse KL. Finally, in the meta-learning formulation, we do not have
the KL penalty term on the parameter posterior.

Below we show how this framework includes several common approaches to meta-learning.

19.6.4.2 Neural processes

In the special case that the task-specific inference network computes a point estimate, q(wj |Dj ,w0) =
δ(wj −Aϕ(Dj ,w0)), the posterior predictive distribution becomes

q(ỹj |x̃j ,Dj ,w0) =

∫
p(ỹj |x̃j ,wj)q(wj |Dj ,w0)dwj = p(ỹj |x̃j ,Aϕ(Dj ,w0),w0) (19.34)

where Aϕ(Dj ,w0) is a function that takes in a set, and returns some parameters. We can evaluate
this predictive distribution empirically, and directly optimize it (wrt ϕ and w0) using standard
supervised maximum likelihood methods. This approach is called a neural process [Gar+18e;
Gar+18d; Dub20; Jha+22]).

19.6.4.3 Gradient-based meta-learning (MAML)

In gradient-based meta-learning, we define the task specific inference procedure as follows:

ŵj = A(Dj ,w0) = w0 + η∇w log

Nj∑

n=1

p(yjn|xjn,w)|w0 (19.35)

That is, we set the task specific parameters to be shared parametersw0, modified by one step along the
gradient of the log conditional likelihood. This approach is called model-agnostic meta-learning
or MAML [FAL17]. It is also possible to take multiple gradient steps, by feeding the gradient into
an RNN [RL17].

19.6.4.4 Metric-based few-shot learning (prototypical networks)

Now suppose w0 correspond to the parameters of a shared neural feature extractor, hw0(x), and
the task specific parameters are the weights and biases of the last linear layer of a classifier,
wj = {wj

c , b
j
c}Cc=1. Let us compute the average of the feature vectors for each class in each task’s

training set:

µjc =
1

|Djc |
∑

xcn∈Djc

hw0(xcn) (19.36)
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Now define the task specific inference procedure as follows. We first compute the vector containing
the centroid and norm for each class:

ŵj = A(Dj ,w0) = [µjc, −
1

2
||µjc||2]Cc=1 (19.37)

The predictive distribution becomes

q(ỹj = c|x̃j ,Dj ,w0) ∝ exp
(
−d(hw0(x̃),µjc)

)
= exp

(
hw0(x̃)Tµjc −

1

2
||µjc||2

)
(19.38)

where d(u,v) is the Euclidean distance. This is equivalent to the technique known as prototypical
networks [SSZ17].

19.7 Continual learning

In this section, we discuss continual learning (see e.g., [Had+20; Del+21; Qu+21; LCR21; Mai+22;
Wan+23]), also called life-long learning (see e.g., [Thr98; CL18]), in which the system learns from
a sequence of different distributions, p1, p2, . . .. In particular, at each time step t, the model receives
a batch of labeled data,

Dt = {(xn,yn) ∼ pt(x,y) : n = 1 : Nt} (19.39)

where pt(x,y) is the unknown data distribution, which we represent as pt(x,y) = pt(x)p(y|ft(x)),
where ft : Xt → Yt is the unknown prediction function. Each distribution defines a different task.
The learner is then expected to update its belief state about the underlying distribution, and to use
its beliefs to make predictions on an independent test set,

Dtest
t = {(xn,yn) ∼ ptest

t (x,y) : n = 1 : N test
t } (19.40)

Depending on how we assume pt(x,y) evolve over time, and how the test set is defined, we can
create a variety of different CL scenarios. In particular, if the test distribution at time t contains
samples from all the tasks up to (and including) time t, then we require that the model not “forget”
past data, which can be tricky for many methods, as discussed in Section 19.7.4. By contrast, if the
test distribution at time t is same as the current distribution, as in online learning (Section 19.7.5),
then we just require that the learner adapt to changes, but it need not remember the past. (Note
that we focus on supervised problems, but non-stationarity also arises in reinforcement learning;
in particular, the input distribution changes due to the agent’s changing policy, and the desired
prediction function changes due to the value function for that policy being updated.)

19.7.1 Domain drift

The problem of domain drift refers to the setting in which pt(x) changes over time (i.e., covariate
shift), but the functional mapping ft : X → Y is constant. For example, the vision system of a
self driving car may have to classify cars vs pedestrians under shifting lighting conditions (see e.g.,
[Sun+22]).

To evaluate such a model, we assume f test
t = ft and define ptest

t (x) to be the current input
distribution pt (e.g., if it is currently night time, we want the detector to work well on dark images).
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Figure 19.16: An illustration of domain drift.
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Figure 19.17: An illustration of concept drift.

Alternatively we can define ptest
t (x) to be the union of all the input distributions seen so far,

ptest
t = ∪Ts=1ps (e.g., we want the detector to work well on dark and light images)/ This latter

assumption is illustrated in Figure 19.16.

19.7.2 Concept drift

The problem of concept drift refers to the setting where the functional mapping ft : X → Y changes
over time, but the input distribution pt(x) is constant [WK96]. For example, we can imagine a
setting in which people engage in certain behaviors, and at step t some of these are classified as
illegal, and at step t′ > t, the definition of what is legal changes, and hence the decision boundary
changes. This is illustrated in Figure 19.17.

As another example, we might initially be faced with a sort-by-color task, where red objects go on
the left and blue objects on the right, and then a sort-by-shape task, where square objects go on the
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Figure 19.18: An illustration of class incremental learning. Adapted from Figure 1 of [LCR21].

left and circular objects go on the right.4 We can think of this as a problem where p(y|x, task) is
stationary, but the task is unobserved, so p(y|x) changes.

In the concept drift scenario, we see that the prediction for the same underlying input point x ∈ X
will change depending on when the prediction is performed. This means that the test distribution
also needs to change over time for meaningful identification. Alternatively, we can “tag” each input
with the corresponding time stamp or task id.

19.7.3 Class incremental learning

A very widely studied form of continual learning focuses on the setting in which new class labels are
“revealed” over time. That is, there is assumed to be a true static prediction function f : X → Y,
but at step t, the learner only sees samples from (X ,Yt), where Yt ⊂ Y. For example, consider the
problem of digit classification from images. Y1 might be {0, 1}, and Y2 might be {2, . . . , 9}. Learning
to classify with an increasing number of categories is called class incremental learning (see e.g.,
[Mas+20]). See Figure 19.18 for an illustration.

The problem of class incremental learning has been studied under a variety of different assumptions,
as discussed in [Hsu+18; VT18; FG18; Del+21]. The most common scenarios are shown in Figure 19.19.
If we assume there are no well defined boundaries between tasks, we have continuous task-agnostic
learning (see e.g., [SKM21; Zen+21]). If there are well defined boundaries (i.e., discontinuous
changes of the training distribution), then we can distinguish two subcases. If the boundaries are not
known during training (similar to detecting distribution shift), we have discrete task-agnostic
learning. Finally, if the boundaries are given to the training algorithm, we have a task-aware
learning problem.

A common experimental setup in the task-aware setting is to define each task to be a different
version of the MNIST dataset, e.g., with all 10 classes present but with the pixels randomly permuted
(this is called permuted MNIST) or with a subset of 2 classes present at each step (this is called
split MNIST).5 In the task-aware setting, the task label may or may not be known at test time.

4. This example is from Mike Mozer.
5. In the split MNIST setup, for task 1, digits (0,1) get labeled as (0,1), but in task 2, digits (2,3) get labeled as (0,1).
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Figure 19.19: Different kinds of incremental learning. Adapted from Figure 1 of [Zen+18].

If it is, the problem is essentially equivalent to multi-task learning (see Section 19.6.1). If it is not,
the model must predict the task and corresponding class label within that task (which is a standard
supervised problem with a hierarchical label space); this is commonly done by using a multi-headed
DNN, with CT outputs, where C is the number of classes, and T is the number of tasks.

In the multi-headed approach, the number of “heads” is usually specified as input to the algorithm,
because the softmax imposes a sum-to-one constraint that prevents incremental estimation of the
output weights in the open-class setting. An alternative approach is to wait until a new class label
is encountered for the first time, and then train the model with an enlarged output head. This
requires storing past data from each class, as well as data for the new class (see e.g., [PTD20]).
Alternatively, we can use generative classifiers where we do not need to worry about “output heads”. If
we use a “deep” nearest neighbor classifier, with a shared feature extractor (embedding function), the
main challenge is to efficiently update the stored prototypes for past classes as the feature extractor
parameters change (see e.g., [DLT21]). If we fit a separate generative model per class (e.g., a VAE,
as in [VLT21]), then online learning becomes easier, but the method may be less sample efficient.

At the time of writing, most of the CL literature focuses on the task-aware setting. However, from
a practical point of view, the assumption that task boundaries are provided at training or test time is
very unrealistic. For example, consider the problem of training a robot to perform various activities:
The data just streams in, and the robot must learn what to do, without anyone telling it that it is
now being given an example from a new task or distribution (see e.g., [Fon+21; Woł+21]). Thus
future research should focus on the task-agnostic setting, with either discrete or continuous changes.

So the “meaning” of the output label depends on what task we are solving. Thus the output space is really hierarchical,
namely the cross product of task id and class label.
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Figure 19.20: Some failure modes in class incremental learning. We train on task 1 (blue) and evaluate on
tasks 1–3 (blue, orange, yellow); we then train on task 2 and evaluate on tasks 1–3; etc. (a) Catastrophic
forgetting refers to the phenomenon in which performance on a previous task drops when trained on a new
task. (b) Too little plasticity (e.g., due to too much regularization) refers to the phenomenon in which only
the first task is learned. Adapted from Figure 2 of [Had+20].
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Figure 19.21: What success looks like for class incremental learning. We train on task 1 (blue) and evaluate
on tasks 1–3 (blue, orange, yellow); we then train on task 2 and evaluate on tasks 1–3; etc. (a) No forgetting
refers to the phenomenon in which performance on previous tasks does not degrade over time. (b) Forwards
transfer refers to the phenomenon in which training on past tasks improves performance on future tasks beyond
what would have been obtained by training from scratch. (c) Backwards transfer refers to the phenomenon in
which training on future tasks improves performance on past tasks beyond what would have been obtained by
training from scratch. Adapted from Figure 2 of [Had+20].

19.7.4 Catastrophic forgetting

In the class incremental learning literature, it is common to train on a sequence of tasks, but to test
(at each step) on all tasks. In this scenario, there are two main possible failure modes. The first
possible problem is called “catastrophic forgetting” (see e.g., [Rob95b; Fre99; Kir+17]). This
refers to the phenomenon in which performance on a previous task drops when trained on a new task
(see Figure 19.20(a)). Another possible problem is that only the first task is learned, and the model
does not adapt to new tasks (see Figure 19.20(b)).

If we avoid these problems, we should expect to see the performance profile in Figure 19.21(a),
where performance of incremental training is equal to training on each task separately. However, we
might hope to do better by virtue of the fact that we are training on multiple tasks, which are often
assumed to be related. In particular, we might hope to see forwards transfer, in which training on
past tasks improves performance on future tasks beyond what would have been obtained by training
from scratch (see Figure 19.21(b)). Additionally, we might hope to see backwards transfer, in
which training on future tasks improves performance on past tasks (see Figure 19.21(c)).
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We can quantify the degree of transfer as follows, following [LPR17]. If Rij is the performance on
task j after it was trained on task i, Rind

j is the performance on task j when trained just on j, and
there are T tasks, then the amount of forwards transfer is

FWT =
1

T

T∑

j=1

Rj,j −Rind
j (19.41)

and the amount of backwards transfer is

BWT =
1

T

T∑

j=1

RT,j −Rj,j (19.42)

There are many methods that have been devised to overcome the problem of catastrophic forgetting,
but we can group them into three main types. The first is regularization methods, which add a
loss to preserve information that is relevant to old tasks. (For example, online Bayesian inference is
of this type, since the posterior for the parameters is derived from the new data and the past prior;
see e.g., the elastic weight consolidation method discussed in Section 17.5.1, or the variational
continual learning method discussed in Supplementary Section 10.2). The second is memory
methods, which rely on some kind of experience replay or rehearsal of past data (see e.g.,
[Hen+21]), or some kind of generative model of past data. The third is architectural methods,
that add capacity to the network whenever a task boundary is encountered, such as a new class label
(see e.g., [Rus+16]).

Of course, these techniques can be combined. For example, we can create a semi-parametric model,
in which we store some past data (exemplars) while also learning parameters online in a Bayesian
(regularized) way (see e.g., [Kur+20]). The “right” method depends, as usual, on what inductive bias
you want to use, and want your computational budget is in terms of time and memory.

19.7.5 Online learning

The problem of online learning is similar to continual learning, except the loss metric is different,
and we usually assume that learning and evaluation occur at each step. More precisely, we assume
the data generating distribution, p∗t (x,y) = p(x|ϕt)p(y|x,wt), evolves over time, as shown in
Figure 19.22. At each step t nature generates a data sample, (xt,yt) ∼ p∗t . The agent sees xt and is
asked to predict yt by computing the posterior predictive distribution

p̂t|t−1 = p(y|xt,D1:t−1) (19.43)

where D1:t−1 = {(xs,ys) : s = 1 : t− 1} is all past data. It then incurs a loss of

Lt = ℓ(p̂t|t−1,yt) (19.44)

See Figure 19.22. This approach is called prequential prediction [DV99; GSR13], and also forms
the basis of online conformal prediction [VGS22].

In contrast to the continual learning scenarios studied above, the loss incurred at each step is what
matters, rather than loss on a fixed test set. That is, we want to minimize L =

∑T
t=1 Lt. In the

case of log-loss, this is equal to the (conditional) log marginal likelihood of the data, log p(D1:T ) =
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Figure 19.22: Online learning illustrated as an influence diagram (Section 34.2). Here ŷt =
argmaxy p(y|xt,D1:t−1) is the action (MAP predicted output) at time t, and Lt = ℓ(yt, ŷt) is the corre-
sponding loss (utility) function. We then update the parameters of the model, θt = (wt,ϕt), given the input
and true output (xt,yt). The parameters of the world model can change arbitrarily over time.

log p(y1:T |x1:T ). This can be used to compute the prequential minimum description length (MDL)
of a model [BLH22], which is useful for model selection.

Another metric that is widely used, especially if it assumed that the distributions can be generated
by an adversary, is to compare the cumulative loss to the optimal value one could have obtained in
hindsight. This yields a quantity called the regret:

regret =
T∑

t=1

[
ℓ(p̂t|t−1,yt)− ℓ(p̂t|T ,yt)

]
(19.45)

where p̂t|t−1 = p(y|xt,D1:t−1) is the online prediction, and p̂t|T = p(y|xt,D1:T ) is the optimal
estimate at the end of training. Bounds on the regret can be derived when the loss is convex [Ora19;
Haz22]. It is possible to convert bounds on regret, which are backwards looking, into bounds on risk
(i.e., expected future loss), which is forwards looking. See [HT15] for details.

Online learning is very useful for decision and control problems, such as multi-armed bandits
(Section 34.4) and reinforcement learning (see Chapter 35), where the agent “lives forever”, and where
there is no fixed training phase followed by a test phase. (See e.g., Section 17.5 where we discuss
online Bayesian inference for neural networks.)

The previous continual learning scenarios can be derived as special cases of online learning: we use
a different distribution (task) per time step, and provide a set of examples as input, instead of a
single example. On odd time steps, we train on the data from the current distribution, and incur a
loss of 0; and on even time steps, we evaluate on the test distribution, which may consist of the union
of all previously seen tasks, and return the empirical loss. (Thus doing well on old distributions
is relevant because we assume such distributions keep recurring.) Typically in CL the amount of
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Figure 19.23: Example of an adversarial attack on an image classifier. Left column: original image which is
correctly classified. Middle column: small amount of structured noise which is added to the input (magnitude
of noise is magnified by 10×). Right column: new image, which is confidently misclassified as a “gibbon”,
even though it looks just like the original “panda” image. Here ϵ = 0.007. From Figure 1 of [GSS15]. Used
with kind permission of Ian Goodfellow.

data per task is large, whereas online learning is more concerned with fast adaptation to slowly (or
piecewise continuously) changing distributions using small amounts of data per time step.

19.8 Adversarial examples

This section is coauthored with Justin Gilmer.

In Section 19.2, we discussed what happens to a predictive model when the input distribution
shifts for some reason. In this section, we consider the case where an adversary deliberately chooses
inputs to minimize the performance of a predictive model. That is, suppose an input x is classified
as belonging to class c. We then choose a new input xadv which minimizes the probability of this
label, subject to the constraint that xadv is “perceptually similar” to the original input x. This gives
rise to the following objective:

xadv = argmin
x′∈∆(x)

log p(y = c|x′) (19.46)

where ∆(x) is the set of images that are “similar” to x (we discuss different notions of similarity
below).

Equation (19.46) is an example of an adversarial attack. We illustrate this in Figure 19.23. The
input image x is on the left, and is predicted to be a panda with probability 57%. By adding a tiny
amount of carefully chosen noise (shown in the middle) to the input, we generate the adversarial
image xadv on the right: this “looks like” the input, but is now classified as a gibbon with probability
99%.

The ability to create adversarial images was first noted in [Sze+14]. It is suprisingly easy to create
such examples, which seems paradoxical, given the fact that modern classifiers seem to work so well
on normal inputs, and the perturbed images “look” the same to humans. We explain this paradox in
Section 19.8.5.

The existence of adversarial images also raises security concerns. For example, [Sha+16] showed
they could force a face recognition system to misclassify person A as person B, merely by asking
person A to wear a pair of sunglasses with a special pattern on them, and [Eyk+18] show that is
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possible to attach small “adversarial stickers” to traffic signs to classify stop signs as speed limit
signs.

Below we briefly discuss how to create adversarial attacks, why they occur, and how we can try to
defend against them. We focus on the case of deep neural nets for images, although it is important
to note that many other kinds of models (including logistic regression and generative models) can
also suffer from adversarial attacks. Furthermore, this is not restricted to the image domain, but
occurs with many kinds of high dimensional inputs. For example, [Li+19] contains an audio attack
and [Dal+04; Jia+19] contains a text attack. More details on adversarial examples can be found in
e.g., [Wiy+19; Yua+19].

19.8.1 Whitebox (gradient-based) attacks

To create an adversarial example, we must find a “small” perturbation δ to add to the input x to
create xadv = x+ δ so that f(xadv) = y′, where f() is the classifier, and y′ is the label we want to
force the system to output. This is known as a targeted attack. Alternatively, we may just want
to find a perturbation that causes the current predicted label to change from its current value to any
other value, so that f(x+ δ) ̸= f(x), which is known as untargeted attack.

In general, we define the objective for the adversary as maximizing the following loss:

xadv = argmax
x′∈∆(x)

L(x′, y;θ) (19.47)

where y is the true label. For the untargeted case, we can define L(x′, y;θ) = − log p(y|x′), so we
minimize the probability of the true label; and for the targeted case, we can define L(x′, y;θ) =
log p(y′|x′), where we maximize the probability of the desired label y′ ̸= y.

To define what we mean by “small” perturbation, we impose the constraint that xadv ∈ ∆(x),
which is the set of “perceptually similar” images to the input x. Most of the literature has focused
on a simplistic setting in which the adversary is restricted to making bounded lp perturbations of a
clean input x, that is

∆(x) = {x′ : ||x′ − x||p < ϵ} (19.48)

Typically people assume p = 1 or p = 0. We will discuss more realistic threat models in Section 19.8.3.
In this section, we assume that the attacker knows the model parameters θ; this is called a

whitebox attack, and lets us use gradient based optimization methods. We relax this assumption
in Section 19.8.2.)

To solve the optimization problem in Equation (19.47), we can use any kind of constrained
optimization method. In [Sze+14] they used bound-constrained BFGS. [GSS15] proposed the more
efficient fast gradient sign (FGS) method, which performs iterative updates of the form

xt+1 = xt + δt (19.49)
δt = ϵ sign(∇x log p(y′|x,θ)|xt) (19.50)

where ϵ > 0 is a small learning rate. (Note that this gradient is with respect to the input pixels, not
the model parameters.) Figure 19.23 gives an example of this process.

More recently, [Mad+18] proposed the more powerful projected gradient descent (PGD)
attack; this can be thought of as an iterated version of FGS. There is no “best” variant of PGD for
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Figure 19.24: Images that look like random noise but which cause the CNN to confidently predict a specific
class. From Figure 1 of [NYC15]. Used with kind permission of Jeff Clune.

Figure 19.25: Synthetic images that cause the CNN to confidently predict a specific class. From Figure 1 of
[NYC15]. Used with kind permission of Jeff Clune.

solving 19.47. Instead, what matters more is the implementation details, e.g. how many steps are
used, the step size, and the exact form of the loss. To avoid local minima, we may use random restarts,
choosing random points in the constraint space ∆ to initialize the optimization. The algorithm
should be carefully tuned to the specific problem, and the loss should be monitored to check for
optimization issues. For best practices, see [Car+19].

19.8.2 Blackbox (gradient-free) attacks

In this section, we no longer assume that the adversary knows the parameters θ of the predictive model
f . This is known as a black box attack. In such cases, we must use derivative-free optimization
(DFO) methods (see Section 6.7).

Evolutionary algorithms (EA) are one class of DFO solvers. These were used in [NYC15] to create
blackbox attacks. Figure 19.24 shows some images that were generated by applying an EA to a
random noise image. These are known as fooling images, as opposed to adversarial images, since
they are not visually realistic. Figure 19.25 shows some fooling images that were generated by
applying EA to the parameters of a compositional pattern-producing network (CPPN) [Sta07].6 By
suitably perturbing the CPPN parameters, it is possible to generate structured images with high
fitness (classifier score), but which do not look like natural images [Aue12].

6. A CPPN is a set of elementary functions (such as linear, sine, sigmoid, and Gaussian) which can be composed in
order to specify the mapping from each coordinate to the desired color value. CPPN was originally developed as a way
to encode abstract properties such as symmetry and repetition, which are often seen during biological development.
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766 Chapter 19. Beyond the iid assumption

Figure 19.26: An adversarially modified image to evade spam detectors. The image is constructed from
scratch, and does not involve applying a small perturbation to any given image. This is an illustrative example
of how large the space of possible adversarial inputs ∆ can be when the attacker has full control over the input.
From [Big+11]. Used with kind permission of Battista Biggio.

In [SVK19], they used differential evolution to attack images by modifying a single pixel. This is
equivalent to bounding the ℓ0 norm of the perturbation, so that ||xadv − x||0 = 1.

In [Pap+17], they learned a differentiable surrogate model of the blackbox, by just querying its
predictions y for different inputs x. They then used gradient-based methods to generate adversarial
attacks on their surrogate model, and then showed that these attacks transferred to the real model.
In this way, they were able to attack various the image classification APIs of various cloud service
providers, including Google, Amazon, and MetaMind.

19.8.3 Real world adversarial attacks

Typically, the space of possible adversarial inputs ∆ can be quite large, and will be difficult to exactly
define mathematically as it will depend on semantics of the input based on the attacker’s goals
[BR18]. (The set of variations ∆ that we want the model to be invariant to is called the threat
model.)

Consider for example of the content constrained threat model discussed in [Gil+18a]. One instance
of this threat model involves image spam, where the attacker wishes to upload an image attachment
in an email that will not be classified as spam by a detection model. In this case ∆ is incredibly
large as it consists of all possible images which contain some semantic concept the attacker wishes to
upload (in this case an advertisement). To explore ∆, spammers can utilize different fonts, word
orientations or add random objects to the background as is the case of the adversarial example in
Figure 19.26 (see [Big+11] for more examples). Of course, optimization based methods may still be
used here to explore parts of ∆. However, in practice it may be preferable to design an adversarial
input by hand as this can be significantly easier to execute with only limited-query black-box access
to the underlying classifier.
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19.8.4 Defenses based on robust optimization

As discussed in Section 19.8.3, securing a system against adversarial inputs in more general threat
models seems extraordinarily difficult, due to the vast space of possible adversarial inputs ∆. However,
there is a line of research focused on producing models which are invariant to perturbations within
a small constraint set ∆(x), with a focus on lp-robustness where ∆(x) = {x′ : ||x − x′||p < ϵ}.
Although solving this toy threat model has little application to security settings, enforcing smoothness
priors has in some cases improved robustness to random image corruptions [SHS], led to models which
transfer better [Sal+20], and has biased models towards different features in the data [Yin+19a].

Perhaps the most straightforward method for improving lp-robustness is to directly optimize for
it through robust optimization [BTEGN09], also known as adversarial training [GSS15]. We
define the adversarial risk to be

min
θ

E(x,y)∼p(x,y)

[
max

x′∈∆(x)
L(x′,y; θ)

]
(19.51)

The min max formulation in equation 19.51 poses unique challenges from an optimization perspective
— it requires solving both the non-concave inner maximization and the non-convex outer minimization
problems. Even worse, the inner max is NP-hard to solve in general [Kat+17]. However, in practice it
may be sufficient to compute the gradient of the outer objective ∇θL(xadv,y, ; θ) at an approximately
maximal point in the inner problem xadv ≈ argmaxx′ L(x′,y; θ) [Mad+18]. Currently, best practice
is to approximate the inner problem using a few steps of PGD.

Other methods seek to certify that a model is robust within a given region ∆(x). One method
for certification uses randomized smoothing [CRK19] — a technique for converting a model robust
to random noise into a model which is provably robust to bounded worst-case perturbations in
the l2-metric. Another class of methods applies specifically for networks with ReLU activations,
leveraging the property that the model is locally linear, and that certifying in region defined by linear
constraints reduces to solving a series of linear programs, for which standard solvers can be applied
[WK18].

19.8.5 Why models have adversarial examples

The existence of adversarial inputs is paradoxical, since modern classifiers seem to do so well on
normal inputs. However, the existence of adversarial examples is a natural consequence of the
general lack of robustness to distribution shift discussed in Section 19.2. To see this, suppose a
model’s accuracy drops on some shifted distribution of inputs pte(x) that differs from the training
distribution ptr(x); in this case, the model will necessarily be vunerable to an adversarial attack:
if errors exist, there must be a nearest such error. Furthermore, if the input distribution is high
dimensional, then we should expect the nearest error to be significantly closer than errors which are
sampled randomly from some out-of-distribution pte(x).

A cartoon illustration of what is going on is shown in Figure 19.27a, where x0 is the clean input
image, B is an image corrupted by Gaussian noise, and A is an adversarial image. If we assume a
linear decision boundary, then the error set E is a half space a certain distance from x0. We can
relate the distance to the decision boundary d(x0, E) with the error rate in noise at some input x0,
denoted by µ = Pδ∼N(0,σI) [x0 + δ ∈ E]. With a linear decision boundary the relationship between
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(a) (b)

Figure 19.27: (a) When the input dimension n is large and the decision boundary is locally linear, even a
small error rate in random noise will imply the existence of small adversarial perturbations. Here, d(x0, E)
denotes the distance from a clean input x0 to an adversarial example (A) while the distance from x0 to a
random sample N(0;σ2I (B) will be approximately σ

√
n. As n→ ∞ the ratio of d(x0, A) to d(x0, B) goes

to 0. (b) A 2d slice of the InceptionV3 decision boundary through three points: a clean image (black), an
adversarial example (red), and an error in random noise (blue). The adversarial example and the error
in noise lie in the same region of the error set which is misclassified as “miniature poodle”, which closely
resembles a halfspace as in a. Used with kind permission of Justin Gilmer.

these two quantities is determined by

d(x0, E) = −σΦ−1(µ) (19.52)

where Φ−1 denotes the inverse cdf of the gaussian distribution. When the input dimension is large,
this distance will be significantly smaller than the distance to a randomly sampled noisy image
x0 + δ for δ ∼ N(0, σI), as the noise term will with high propbability have norm ||δ||2 ≈ σ

√
d. As a

concrete example consider the ImageNet dataset, where d = 224× 224× 3 and suppose we set σ = .2.
Then if the error rate in noise is just µ = .01, equation 19.52 will imply that d(x0, E) = .5. Thus the
distance to an adversarial example will be more than 100 times closer than the distance to a typical
noisy images, which will be σ

√
d ≈ 77.6. This phenomenon of small volume error sets being close

to most points in a data distribution p(x) is called concentration of measure, and is a property
common among many high dimensional data distributions [MDM19; Gil+18b].

In summary, although the existence of adversarial examples is often discussed as an unexpected
phenomenon, there is nothing special about the existence of worst-case errors for ML classifiers —
they will always exist as long as errors exist.
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20 Generative models: an overview

20.1 Introduction

A generative model is a joint probability distribution p(x), for x ∈ X . In some cases, the model
may be conditioned on inputs or covariates c ∈ C, which gives rise to a conditional generative
model of the form p(x|c).

There are many kinds of generative models. We give a brief summary in Section 20.2, and go into
more detail in subsequent chapters. See also [Tom22] for a recent book on this topic that goes into
more depth.

20.2 Types of generative model

There are many kinds of generative model, some of which we list in Table 20.1. At a high level, we
can distinguish between deep generative models (DGM) — which use deep neural networks to
learn a complex mapping from a single latent vector z to the observed data x — and more “classical”
probabilistic graphical models (PGM), that map a set of interconnected latent variables z1, . . . ,zL
to the observed variables x1, . . . ,xD using simpler, often linear, mappings. Of course, many hybrids
are possible. For example, PGMs can use neural networks, and DGMs can use structured state spaces.
We discuss PGMs in general terms in Chapter 4, and give examples in Chapter 28, Chapter 29,
Chapter 30. In this part of the book, we mostly focus on DGMs.

The main kinds of DGM are: variational autoencoders (VAE), autoregressive models
(ARM) models, normalizing flows, diffusion models, energy based models (EBM), and
generative adversarial networks (GAN). We can categorize these models in terms of the following
criteria (see Figure 20.1 for a visual summary):

• Density: does the model support pointwise evaluation of the probability density function p(x),
and if so, is this fast or slow, exact, approximate or a bound, etc? For implicit models, such
as GANs, there is no well-defined density p(x). For other models, we can only compute a lower
bound on the density (VAEs), or an approximation to the density (EBMs, UPGMs).

• Sampling: does the model support generating new samples, x ∼ p(x), and if so, is this fast or slow,
exact or approximate? Directed PGMs, VAEs, and GANs all support fast sampling. However,
undirected PGMs, EBMs, ARM, diffusion, and flows are slow for sampling.

• Training: what kind of method is used for parameter estimation? For some models (such as AR,
flows and directed PGMs), we can perform exact maximum likelihood estimation (MLE), although
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Model Chapter Density Sampling Training Latents Architecture
PGM-D Section 4.2 Exact, fast Fast MLE Optional Sparse DAG
PGM-U Section 4.3 Approx, slow Slow MLE-A Optional Sparse graph
VAE Chapter 21 LB, fast Fast MLE-LB RL Encoder-Decoder
ARM Chapter 22 Exact, fast Slow MLE None Sequential
Flows Chapter 23 Exact, slow/fast Slow MLE RD Invertible
EBM Chapter 24 Approx, slow Slow MLE-A Optional Discriminative
Diffusion Chapter 25 LB Slow MLE-LB RD Encoder-Decoder
GAN Chapter 26 NA Fast Min-max RL Generator-Discriminator

Table 20.1: Characteristics of common kinds of generative model. Here D is the dimensionality of the observed
x, and L is the dimensionality of the latent z, if present. (We usually assume L≪ D, although overcomplete
representations can have L ≫ D.) Abbreviations: Approx = approximate, ARM = autoregressive model,
EBM = energy based model, GAN = generative adversarial network, MLE = maximum likelihood estimation,
MLE-A = MLE (approximate), MLE-LB = MLE (lower bound), NA = not available, PGM = probabilistic
graphical model, PGM-D = directed PGM, PGM-U = undirected PGM, VAE = variational autoencoder.
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Figure 20.1: Summary of various kinds of deep generative models. Here x is the observed data, z is the latent
code, and x′ is a sample from the model. AR models do not have a latent code z. For diffusion models and
flow models, the size of z is the same as x. For AR models, xd is the d’th dimension of x. R represents
real-valued output, 0/1 represents binary output. Adapted from Figure 1 of [Wen21].
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the objective is usually non-convex, so we can only reach a local optimum. For other models, we
cannot tractably compute the likelihood. In the case of VAEs, we maximize a lower bound on the
likelihood; in the case of EBMs and UGMs, we maximize an approximation to the likelihood. For
GANs we have to use min-max training, which can be unstable, and there is no clear objective
function to monitor.

• Latents: does the model use a latent vector z to generate x or not, and if so, is it the same size as
x or is it a potentially compressed representation? For example, ARMs do not use latents; flows
and diffusion use latents, but they are not compressed.1 Graphical models, including EBMs, may
or may not use latents.

• Architecture: what kind of neural network should we use, and are there restrictions? For flows,
we are restricted to using invertible neural networks where each layer has a tractable Jacobian.
For EBMs, we can use any model we like. The other models have different restrictions.

20.3 Goals of generative modeling

There are several different kinds of tasks that we can use generative models for, as we discuss below.

20.3.1 Generating data

One of the main goals of generative models is to generate (create) new data samples. This is
sometimes called generative AI (see e.g., [GBGM23] for a recent survey). For example, if we fit
a model p(x) to images of faces, we can sample new faces from it, as illustrated in Figure 25.10.2
Similar methods can be used to create samples of text, audio, etc. When this technology is abused
to make fake content, they are called deep fakes (see e.g., [Ngu+19]). Generative models can also
be used to create synthetic data for training discriminative models (see e.g., [Wil+20; Jor+22]).

To control what is generated, it is useful to use a conditional generative model of the form
p(x|c). Here are some examples:

• c = text prompt, x = image. This is a text-to-image model (see Figure 20.2, Figure 20.3 and
Figure 22.6 for examples).

• c = image, x = text. This is an image-to-text model, which is useful for image captioning.

• c = image, x = image. This is an image-to-image model, and can be used for image colorization,
inpainting, uncropping, JPEG artefact restoration, etc. See Figure 20.4 for examples.

• c = sequence of sounds, x = sequence of words. This is a speech-to-text model, which is useful
for automatic speech recognition (ASR).

• c = sequence of English words, x = sequence of French words. This is a sequence-to-sequence
model, which is useful for machine translation.

1. Flow models define a latent vector z that has the same size as x, although the internal deterministic computation
may use vectors that are larger or smaller than the input (see e.g., the DenseFlow paper [GGS21]).
2. These images were made with a technique called score-based generative modeling (Section 25.3), although similar
results can be obtained using many other techniques. See for example https://this-person-does-not-exist.com/en
which shows results from a GAN model (Chapter 26).
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(a) Teddy bears swimming at the
Olympics 400m Butterfly event.

(b) A cute corgi lives in a house
made out of sushi.

(c) A cute sloth holding a small trea-
sure chest. A bright golden glow is
coming from the chest.

Figure 20.2: Some 1024 × 1024 images generated from text prompts by the Imagen diffusion model (Sec-
tion 25.6.4). From Figure 1 of [Sah+22b]. Used with kind permission of William Chan.

Figure 20.3: Some images generated from the Parti transformer model (Section 22.4.2) in response to a
text prompt. We show results from models of increasing size (350M, 750M, 3B, 20B). Multiple samples are
generated, and the highest ranked one is shown. From Figure 10 of [Yu+22]. Used with kind permission of
Jiahui Yu.

• c = initial prompt, x = continuation of the text. This is another sequence-to-sequence model,
which is useful for automatic text generation (see Figure 22.5 for an example).

Note that, in the conditional case, we sometimes denote the inputs by x and the outputs by y. In
this case the model has the familiar form p(y|x). In the special case that y denotes a low dimensional
quantity, such as a integer class label, y ∈ {1, . . . , C}, we get a predictive (discriminative) model.
The main difference beween a discriminative model and a conditional generative model is this: in a
discriminative model, we assume there is one correct output, whereas in a conditional generative
model, we assume there may be multiple correct outputs. This makes it harder to evaluate generative
models, as we discuss in Section 20.4.
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Figure 20.4: Illustration of some image-to-image tasks using the Palette conditional diffusion model (Sec-
tion 25.6.4). From Figure 1 of [Sah+22a]. Used with kind permission of Chitwan Saharia.

20.3.2 Density estimation

The task of density estimation refers to evaluating the probablity of an observed data vector,
i.e., computing p(x). This can be useful for outlier detection (Section 19.3.2), data compression
(Section 5.4), generative classifiers, model comparison, etc.

A simple approach to this problem, which works in low dimensions, is to use kernel density
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Figure 20.5: A nonparametric (Parzen) density estimator in 1d estimated from 6 datapoints, denoted by x.
Top row: uniform kernel. Bottom row: Gaussian kernel. Left column: bandwidth parameter h = 1. Right
column: bandwidth parameter h = 2. Adapted from http: // en. wikipedia. org/ wiki/ Kernel_ density_
estimation . Generated by parzen_window_demo.ipynb.

estimation or KDE, which has the form

p(x|D) = 1

N

N∑

n=1

Kh (x− xn) (20.1)

Here D = {x1, . . . ,xN} is the data, and Kh is a density kernel with bandwidth h, which is a
function K : R→ R+ such that

∫
K(x)dx = 1 and

∫
xK(x)dx = 0. We give a 1d example of this in

Figure 20.5: in the top row, we use a uniform (boxcar) kernel, and in the bottom row, we use a
Gaussian kernel.

In higher dimensions, KDE suffers from the curse of dimensionality (see e.g., [AHK01]), and we
need to use parametric density models pθ(x) of some kind.

20.3.3 Imputation

The task of imputation refers to “filling in” missing values of a data vector or data matrix. For
example, suppose X is an N ×D matrix of data (think of a spreadsheet) in which some entries, call
them Xm, may be missing, while the rest, Xo, are observed. A simple way to fill in the missing
data is to use the mean value of each feature, E [xd]; this is called mean value imputation, and is
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Output

Figure 20.6: Missing data imputation. Left: input data: NA means “not available” (missing), and the bottom
row (in red) shows the mean of each column. Right: output data, where NA values are replaced by the mean.

illustrated in Figure 20.6. However, this ignores dependencies between the variables within each row,
and does not return any measure of uncertainty.

We can generalize this by fitting a generative model to the observed data, p(Xo), and then
computing samples from p(Xm|Xo). This is called multiple imputation. A generative model can
be used to fill in more complex data types, such as in-painting occluded pixels in an image (see
Figure 20.4).

See Section 3.11 for a more general discussion of missing data.

20.3.4 Structure discovery

Some kinds of generative models have latent variables z, which are assumed to be the “causes”
that generated the observed data x. We can use Bayes’ rule to invert the model to compute
p(z|x) ∝ p(z)p(x|z). This can be useful for discovering latent, low-dimensional patterns in the data.

For example, suppose we perturb various proteins in a cell and measure the resulting phosphorylation
state using a technique known as flow cytometry, as in [Sac+05]. An example of such a dataset is
shown in Figure 20.7(a). Each row represents a data sample xn ∼ p(·|an, z), where x ∈ R11 is a
vector of outputs (phosphorylations), a ∈ {0, 1}6 is a vector of input actions (perturbations) and
z is the unknown cellular signaling network structure. We can infer the graph structure p(z|D)
using graphical model structure learning techniques (see Section 30.3). In particular, we can use
the dynamic programming method described in [EM07] to get the result is shown in Figure 20.7(b).
Here we plot the median graph, which includes all edges for which p(zij = 1|D) > 0.5. (For a more
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Figure 20.7: (a) A design matrix consisting of 5400 datapoints (rows) measuring the state (using flow
cytometry) of 11 proteins (columns) under different experimental conditions. The data has been discretized
into 3 states: low (black), medium (grey), and high (white). Some proteins were explicitly controlled using
activating or inhibiting chemicals. (b) A directed graphical model representing dependencies between various
proteins (blue circles) and various experimental interventions (pink ovals), which was inferred from this data.
We plot all edges for which p(Gij = 1|D) > 0.5. Dotted edges are believed to exist in nature but were not
discovered by the algorithm (1 false negative). Solid edges are true positives. The light colored edges represent
the effects of intervention. From Figure 6d of [EM07].

Start Image 0.2 0.4 0.6 0.8 End Image

Figure 20.8: Interpolation between two MNIST images in the latent space of a β-VAE (with β = 0.5).
Generated by mnist_vae_ae_comparison.ipynb.

recent approach to this problem, see e.g., [Bro+20b].)

20.3.5 Latent space interpolation

One of the most interesting abilities of certain latent variable models is the ability to generate samples
that have certain desired properties by interpolating between existing datapoints in latent space.
To explain how this works, let x1 and x2 be two inputs (e.g., images), and let z1 = e(x1) and
z2 = e(x2) be their latent encodings. (The method used for computing these will depend on the
type of model; we discuss the details in later chapters.) We can regard z1 and z2 as two “anchors” in
latent space. We can now generate new images that interpolate between these points by computing
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Start Image 0.2 0.4 0.6 0.8 End Image

Figure 20.9: Interpolation between two CelebA images in the latent space of a β-VAE (with β = 0.5).
Generated by celeba_vae_ae_comparison.ipynb.

Original -2 -1 0 1 2

Figure 20.10: Arithmetic in the latent space of a β-VAE (with β = 0.5). The first column is an input
image, with embedding z. Subsequent columns show the decoding of z + s∆, where s ∈ {−2,−1, 0, 1, 2} and
∆ = z+ − z− is the difference in the average embeddings of images with or without a certain attribute (here,
wearing sunglasses). Generated by celeba_vae_ae_comparison.ipynb.

z = λz1 + (1− λ)z2, where 0 ≤ λ ≤ 1, and then decoding by computing x′ = d(z), where d() is the
decoder. This is called latent space interpolation, and will generate data that combines semantic
features from both x1 and x2. (The justification for taking a linear interpolation is that the learned
manifold often has approximately zero curvature, as shown in [SKTF18]. However, sometimes it is
better to use nonlinear interpolation [Whi16; MB21; Fad+20].)

We can see an example of this process in Figure 20.8, where we use a β-VAE model (Section 21.3.1)
fit to the MNIST dataset. We see that the model is able to produce plausible interpolations between
the digit 7 and the digit 2. As a more interesting example, we can fit a β-VAE to the CelebA
dataset [Liu+15].3 The results are shown in Figure 20.9, and look reasonable. (We can get much
better quality if we use a larger model trained on more data for a longer amount of time.)

It is also possible to perform interpolation in the latent space of text models, as illustrated in
Figure 21.7.

20.3.6 Latent space arithmetic

In some cases, we can go beyond interpolation, and can perform latent space arithmetic, in which
we can increase or decrease the amount of a desired “semantic factor of variation”. This was first
shown in the word2vec model [Mik+13], but it also is possible in other latent variable models. For

3. CelebA contains about 200k images of famous celebrities. The images are also annotated with 40 attributes. We
reduce the resolution of the images to 64× 64, as is conventional.
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example, consider our VAE model fit to the CelebA dataset, which has faces of celebrities and some
corresponding attributes. Let X+

i be a set of images which have attribute i, and X−i be a set of
images which do not have this attribute. Let Z+

i and Z−i be the corresponding embeddings, and z+i
and z−i be the average of these embeddings. We define the offset vector as ∆i = z+i − z−i . If we
add some positive multiple of ∆i to a new point z, we increase the amount of the attribute i; if we
subtract some multiple of ∆i, we decrease the amount of the attribute i [Whi16].

We give an example of this in Figure 20.10. We consider the attribute of wearing sunglasses. The
j’th reconstruction is computed using x̂j = d(z + sj∆), where z = e(x) is the encoding of the
original image, and sj is a scale factor. When sj > 0 we add sunglasses to the face. When sj < 0 we
remove sunglasses; but this also has the side effect of making the face look younger and more female,
possibly a result of dataset bias.

20.3.7 Generative design

Another interesting use case for (deep) generative models is generative design, in which we use
the model to generate candidate objects, such as molecules, which have desired properties (see
e.g., [RNA22]). One approach is to fit a VAE to unlabeled samples, and then to perform Bayesian
optimization (Section 6.6) in its latent space, as discussed in Section 21.3.5.2.

20.3.8 Model-based reinforcement learning

We discuss reinforcement learning (RL) in Chapter 35. The main success stories of RL to date have
been in computer games, where simulators exist and data is abundant. However, in other areas, such
as robotics, data is expensive to acquire. In this case, it can be useful to learn a generative “world
model”, so the agent can do planning and learning “in its head”. See Section 35.4 for more details.

20.3.9 Representation learning

Representation learning refers to learning (possibly uninterpretable) latent factors z that generate
the observed data x. The primary goal is for these features to be used in “downstream” supervised
tasks. This is discussed in Chapter 32.

20.3.10 Data compression

Models which can assign high probability to frequently occuring data vectors (e.g., images, sentences),
and low probability to rare vectors, can be used for data compression, since we can assign shorter
codes to the more common items. Indeed, the optimal coding length for a vector x from some
stochastic source p(x) is l(x) = − log p(x), as proved by Shannon. See Section 5.4 for details.

20.4 Evaluating generative models

This section is written by Mihaela Rosca, Shakir Mohamed, and Balaji Lakshminarayanan.

Evaluating generative models requires metrics which capture

• sample quality — are samples generated by the model a part of the data distribution?
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• sample diversity — are samples from the model distribution capturing all modes of the data
distribution?

• generalization — is the model generalizing beyond the training data?

There is no known metric which meets all these requirements, but various metrics have been proposed
to capture different aspects of the learned distribution, some of which we discuss below.

20.4.1 Likelihood-based evaluation

A standard way to measure how close a model q is to a true distribution p is in terms of the KL
divergence (Section 5.1):

DKL (p ∥ q) =
∫
p(x) log

p(x)

q(x)
= −H (p) +Hce (p, q) (20.2)

where H (p) is a constant, and Hce (p, q) is the cross entropy. If we approximate p(x) by the empirical
distribution, we can evaluate the cross entropy in terms of the empirical negative log likelihood
on the dataset:

NLL = − 1

N

N∑

n=1

log q(xn) (20.3)

Usually we care about negative log likelihood on a held-out test set.4

20.4.1.1 Computing the log-likelihood

For models of discrete data, such as language models, it is easy to compute the (negative) log
likelihood. However, it is common to measure performance using a quantity called perplexity, which
is defined as 2H , where H = NLL is the cross entropy or negative log likelihood.

For image and audio models, one complication is that the model is usually a continuous distribution
p(x) ≥ 0 but the data is usually discrete (e.g., x ∈ {0, . . . , 255}D if we use one byte per pixel).
Consequently the average log likelihood can be arbitrary large, since the pdf can be bigger than 1.
To avoid this it is standard pratice to use uniform dequantization [TOB16], in which we add
uniform random noise to the discrete data, and then treat it as continuous-valued data. This gives a
lower bound on the average log likelihood of the discrete model on the original data.

To see this, let z be a continuous latent variable, and x be a vector of binary observations computed
by rounding, so p(x|z) = δ(x− round(z)), computed elementwise. We have p(x) =

∫
p(x|z)p(z)dz.

Let q(z|x) be a probabilistic inverse of x, that is, it has support only on values where p(x|z) = 1. In
this case, Jensen’s inequality gives

log p(x) ≥ Eq(z|x) [log p(x|z) + log p(z)− log q(z|x)] (20.4)
= Eq(z|x) [log p(z)− log q(z|x)] (20.5)

Thus if we model the density of z ∼ q(z|x), which is a dequantized version of x, we will get a lower
bound on p(x).

4. In some applications, we report bits per dimension, which is the log likelihood using log base 2, divided by the
dimensionality of x. To compute this metric, recall that log2 L =

loge L
loge 2

, and hence bpd = NLL loge(2)
1
|x| .
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20.4.1.2 Likelihood can be hard to compute

Unfortunately, for many models, computing the likelihood can be computationally expensive, since
it requires knowing the normalization constant of the probability model. One solution is to use
variational inference (Chapter 10), which provides a way to efficiently compute lower (and sometimes
upper) bounds on the log likelihood. Another solution is to use annealed importance sampling
(Section 11.5.4.1), which provides a way to estimate the log likelihood using Monte Carlo sampling.
However, in the case of implicit generative models, such as GANs (Chapter 26), the likelihood is not
even defined, so we need to find evaluation metrics that do not rely on likelihood.

20.4.1.3 Likelihood is not related to sample quality

A more subtle concern with likelihood is that it is often uncorrelated with the perceptual quality of
the samples, at least for real-valued data, such as images and sound. In particular, a model can have
great log-likelihood but create poor samples and vice versa.

To see why a model can have good likelihoods but create bad samples, consider the following
argument from [TOB16]. Suppose q0 is a density model for D-dimensional data x which performs
arbitrarily well as judged by average log-likelihood, and suppose q1 is a bad model, such as white
noise. Now consider samples generated from the mixture model

q2(x) = 0.01q0(x) + 0.99q1(x) (20.6)

Clearly 99% of the samples will be poor. However, the log-likelihood per pixel will hardly change
between q2 and q0 if D is large, since

log q2(x) = log[0.01q0(x) + 0.99q1(x)] ≥ log[0.01q0(x)] = log q0(x)− 2 (20.7)

For high-dimensional data, | log q0(x)| ∼ D ≫ 100, so log q2(x) ≈ log q0(x), and hence mixing in the
poor sampler does not significantly impact the log likelihood.

Now consider a case where the model has good samples but bad likelihoods. To achieve this,
suppose q is a GMM centered on the training images:

q(x) =
1

N

N∑

n=1

N (x|xn, ϵ2I) (20.8)

If ϵ is small enough that the Gaussian noise is imperceptible, then samples from this model will look
good, since they correspond to the training set of real images. But this model will almost certainly
have poor likelihood on the test set due to overfitting. (In this case we say the model has effectively
just memorized the training set.)

20.4.2 Distances and divergences in feature space

Due to the challenges associated with comparing distributions in high dimensional spaces, and the
desire to compare distributions in a semantically meaningful way, it is common to use domain-specific
perceptual distance metrics, that measure how similar data vectors are to each other or to the
training data. However, most metrics used to evaluate generative models do not directly compare
raw data (e.g., pixels) but use a neural network to obtain features from the raw data and compare
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the feature distribution obtained from model samples with the feature distribution obtained from
the dataset. The neural network used to obtain features can be trained solely for the purpose of
evaluation, or can be pretrained; a common choice is to use a pretrained classifier (see e.g., [Sal+16;
Heu+17b; Bin+18; Kyn+19; SSG18a]).

The Inception score [Sal+16] measures the average KL divergence between the marginal distri-
bution of class labels obtained from the samples pθ(y) =

∫
pdisc(y|x)pθ(x)dx (where the integral is

approximated by sampling images x from a fixed dataset) and the distribution p(y|x) induced by
samples from the model, x ∼ pθ(x). (The term comes from the “Inception” model [Sze+15b] that is
often used to define pdisc(y|x).) This leads to the following score:

IS = exp
[
Epθ(x)DKL (pdisc(Y |x) ∥ pθ(Y ))

]
(20.9)

To understand this, let us rewrite the log score as follows:

log(IS) = H(pθ(Y ))− Epθ(x) [H(pdisc(Y |x))] (20.10)

Thus we see that a high scoring model will be equally likely to generate samples from all classes,
thus maximizing the entropy of pθ(Y ), while also ensuring that each individual sample is easy to
classify, thus minimizing the entropy of pdisc(Y |x).

The Inception score solely relies on class labels, and thus does not measure overfitting or sample
diversity outside the predefined dataset classes. For example, a model which generates one perfect
example per class would get a perfect Inception score, despite not capturing the variety of examples
inside a class, as shown in Figure 20.11a. To address this drawback, the Fréchet Inception distance
or FID score [Heu+17b] measures the Fréchet distance between two Gaussian distributions on sets
of features of a pre-trained classifier. One Gaussian is obtained by passing model samples through
a pretrained classifier, and the other by passing dataset samples through the same classifier. If we
assume that the mean and covariance obtained from model features are µm and Σm and those from
the data are µd and Σd, then the FID is

FID = ∥µm − µd∥22 + tr
(
Σd +Σm − 2(ΣdΣm)1/2

)
(20.11)

Since it uses features instead of class logits, the Fréchet distance captures more than modes captured
by class labels, as shown in Figure 20.11b. Unlike the Inception score, a lower score is better since
we want the two distributions to be as close as possible.

Unfortunately, the Fréchet distance has been shown to have a high bias, with results varying
widely based on the number of samples used to compute the score. To mitigate this issue, the kernel
Inception distance has been introduced [Bin+18], which measures the squared MMD (Section 2.7.3)
between the features obtained from the data and features obtained from model samples.

20.4.3 Precision and recall metrics

Since the FID only measures the distance between the data and model distributions, it is difficult
to use it as a diagnostic tool: a bad (high) FID can indicate that the model is not able to generate
high quality data, or that it puts too much mass around the data distribution, or that the model
only captures a subset of the data (e.g., in Figure 26.6). Trying to disentangle between these two
failure modes has been the motivation to seek individual precision (sample quality) and recall (sample
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(a) (b)

Figure 20.11: (a) Model samples with good (high) inception score are visually realistic. (b) Model samples
with good (low) FID score are visually realistic and diverse.

diversity) metrics in the context of generative models [LPO17; Kyn+19]. (The diversity question is
especially important in the context of GANs, where mode collapse (Section 26.3.3) can be an issue.)

A common approach is to use nearest neighbors in the feature space of a pretrained classifier to
define precision and recall [Kyn+19]. To formalize this, let us define

fk(ϕ,Φ) =

{
1 if ∃ϕ′ ∈ Φs.t. ∥ϕ− ϕ′∥22 ≤ ∥ϕ′ −NNk(ϕ

′,Φ)∥22
0 otherwise

(20.12)

where Φ is a set of feature vectors and NNk(ϕ
′,Φ) is a function returning the k’th nearest neighbor

of ϕ′ in Φ. We now define precision and recall as follows:

precision(Φmodel,Φdata) =
1

|Φmodel|
∑

ϕ∈Φmodel
fk(ϕ,Φdata); (20.13)

recall(Φmodel,Φdata) =
1

|Φdata|
∑

ϕ∈Φdata
fk(ϕ,Φmodel); (20.14)

Precision and recall are always between 0 and 1. Intuitively, the precision metric measures whether
samples are as close to data as data is to other data examples, while recall measures whether data
is as close to model samples as model samples are to other samples. The parameter k controls
how lenient the metrics will be — the higher k, the higher both precision and recall will be. As in
classification, precision and recall in generative models can be used to construct a trade-off curve
between different models which allows practitioners to make an informed decision regarding which
model they want to use.

20.4.4 Statistical tests

Statistical tests have long been used to determine whether two sets of samples have been generated
from the same distribution; these types of statistical tests are called two sample tests. Let us
define the null hypothesis as the statement that both set of samples are from the same distribution.
We then compute a statistic from the data and compare it to a threshold, and based on this we
decide whether to reject the null hypothesis. In the context of evaluating implicit generative models
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such as GANs, statistics based on classifiers [Saj+18] and the MMD [Liu+20b] have been used. For
use in scenarios with high dimensional input spaces, which are ubiquitous in the era of deep learning,
two sample tests have been adapted to use learned features instead of raw data.

Like all other evaluation metrics for generative models, statistical tests have their own advantages
and disadvantages: while users can specify Type 1 error — the chance they allow that the null
hypothesis is wrongly rejected — statistical tests tend to be computationally expensive and thus
cannot be used to monitor progress in training; hence they are best used to compare fully trained
models.

20.4.5 Challenges with using pretrained classifiers

While popular and convenient, evaluation metrics that rely on pretrained classifiers (such as IS, FID,
nearest neighbors in feature space, and statistical tests in feature space) have significant drawbacks.
One might not have a pretrained classifier available for the dataset at hand, so classifiers trained on
other datasets are used. Given the well known challenges with neural network generalization (see
Section 17.4), the features of a classifier trained on images from one dataset might not be reliable
enough to provide a fine grained signal of quality for samples obtained from a model trained on a
different dataset. If the generative model is trained on the same dataset as the pre-trained classifier
but the model is not capturing the data distribution perfectly, we are presenting the pre-trained
classifier with out-of-distribution data and relying on its features to obtain score to evaluate our
models. Far from being purely theoretical concerns, these issues have been studied extensively and
have been shown to affect evaluation in practice [RV19; BS18].

20.4.6 Using model samples to train classifiers

Instead of using pretrained classifiers to evaluate samples, one can train a classifier on samples from
conditional generative models, and then see how good these classifiers are at classifying data. For
example, does adding synthetic (sampled) data to the real data help? This is closer to a reliable
evaluation of generative model samples, since ultimately, the performance of generative models is
dependent on the downstream task they are trained for. If used for semisupervised learning, one
should assess how much adding samples to a classifier dataset helps with test accuracy. If used for
model based reinforcement learning, one should assess how much the generative model helps with
agent performance. For examples of this approach, see e.g., [SSM18; SSA18; RV19; SS20b; Jor+22].

20.4.7 Assessing overfitting

Many of the metrics discussed so far capture the sample quality and diversity, but do not capture
overfitting to the training data. To capture overfitting, often a visual inspection is performed: a set
of samples is generated from the model and for each sample its closest K nearest neighbors in the
feature space of a pretrained classifier are obtained from the dataset. While this approach requires
manually assessing samples, it is a simple way to test whether a model is simply memorizing the
data. We show an example in Figure 20.12: since the model sample in the top left is quite different
than its neighbors from the dataset (remaining images), we can conclude the sample is not simply
memorised from the dataset. Similarly, sample diversity can be measured by approximating the
support of the learned distribution by looking for similar samples in a large sample pool — as in the
pigeonhole principle — but it is expensive and often requires manual human assessment[AZ17].

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 20.12: Illustration of nearest neighbors in feature space: in the top left we have the query sample
generated using BigGAN, and the rest of the images are its nearest neighbors from the dataset. The nearest
neighbors search is done in the feature space of a pretrained classifier. From Figure 13 of [BDS18]. Used with
kind permission of Andy Brock.

For likelihood-based models — such as variational autoencoders (Chapter 21), autoregressive
models (Chapter 22), and normalizing flows (Chapter 23) — we can assess memorization by seeing
how much the log-likelihood of a model changes when a sample is included in the model’s training
set or not [BW21].

20.4.8 Human evaluation

One approach to evaluate generative models is to use human evaluation, by presenting samples from
the model alongside samples from the data distribution, and ask human raters to compare the quality
of the samples [Zho+19b]. Human evaluation is a suitable metric if the model is used to create art or
other data for human display, or if reliable automated metrics are hard to obtain. However, human
evaluation can be difficult to standardize, hard to automate, and can be expensive or cumbersome to
set up.
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21 Variational autoencoders

21.1 Introduction

In this chapter, we discuss generative models of the form

z ∼ pθ(z) (21.1)
x|z ∼ Expfam(x|dθ(z)) (21.2)

where p(z) is some kind of prior on the latent code z, dθ(z) is a deep neural network, known as the
decoder, and Expfam(x|η) is an exponential family distribution, such as a Gaussian or product of
Bernoullis. This is called a deep latent variable model or DLVM. When the prior is Gaussian
(as is often the case), this model is called a deep latent Gaussian model or DLGM.

Posterior inference (i.e., computing pθ(z|x)) is computationally intractable, as is computing the
marginal likelihood

pθ(x) =

∫
pθ(x|z)pθ(z) dz (21.3)

Hence we need to resort to approximate inference. For most of this chapter, we will use amortized
inference, which we discussed in Section 10.1.5. This trains another model, qϕ(z|x), called the
recognition network or inference network, simultaneously with the generative model to do
approximate posterior inference. This combination is called a variational autoencoder or VAE
[KW14; RMW14b; KW19a], since it can be thought of as a probabilistic version of a deterministic
autoencoder, discussed in Section 16.3.3.

In this chapter, we introduce the basic VAE, as well as some extensions. Note that the literature
on VAE-like methods is vast1, so we will only discuss a small subset of the ideas that have been
explored.

21.2 VAE basics

In this section, we discuss the basics of variational autoencoders.
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Figure 21.1: Schematic illustration of a VAE. From a figure in [Haf18]. Used with kind permission of Danijar
Hafner.

21.2.1 Modeling assumptions

In the simplest setting, a VAE defines a generative model of the form

pθ(z,x) = pθ(z)pθ(x|z) (21.4)

where pθ(z) is usually a Gaussian, and pθ(x|z) is usually a product of exponential family distributions
(e.g., Gaussians or Bernoullis), with parameters computed by a neural network decoder, dθ(z). For
example, for binary observations, we can use

pθ(x|z) =
D∏

d=1

Ber(xd|σ(dθ(z)) (21.5)

In addition, a VAE fits a recognition model

qϕ(z|x) = q(z|eϕ(x)) ≈ pθ(z|x) (21.6)

to perform approximate posterior inference. Here qϕ(z|x) is usually a Gaussian, with parameters
computed by a neural network encoder eϕ(x):

qϕ(z|x) = N (z|µ,diag(exp(ℓ))) (21.7)
(µ, ℓ) = eϕ(x) (21.8)

where ℓ = logσ. The model can be thought of as encoding the input x into a stochastic latent
bottleneck z and then decoding it to approximately reconstruct the input, as shown in Figure 21.1.

The idea of training an inference network to “invert” a generative network, rather than running
an optimization algorithm to infer the latent code, is called amortized inference, and is discussed in
Section 10.1.5. This idea was first proposed in the Helmholtz machine [Day+95]. However, that
paper did not present a single unified objective function for inference and generation, but instead
used the wake-sleep (Section 10.6) method for training. By contrast, the VAE optimizes a variational
lower bound on the log-likelihood, which means that convergence to a locally optimal MLE of the
parameters is guaranteed.

We can use other approaches to fitting the DLGM (see e.g., [Hof17; DF19]). However, learning an
inference network to fit the DLGM is often faster and can have some regularization benefits (see e.g.,
[KP20]).2

1. For example, the website https://github.com/matthewvowels1/Awesome-VAEs lists over 900 papers.
2. Combining a generative model with an inference model in this way results in what has been called a “monference”,
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21.2.2 Model fitting

We can fit a VAE using amortized stochastic variational inference, as we discuss in Section 10.2.1.6.
For example, suppose we use a VAE with a diagonal Bernoulli likelihood model, and a full covariance
Gaussian as our variational posterior. Then we can use the methods discussed in Section 10.2.1.2 to
derive the fitting algorithm. See Algorithm 21.1 for the corresponding pseudocode.

Algorithm 21.1: Fitting a VAE with Bernoulli likelihood and full covariance Gaussian
posterior. Based on Algorithm 2 of [KW19a].

1 Initialize θ, ϕ
2 repeat
3 Sample x ∼ pD
4 Sample ϵ ∼ q0
5 (µ, logσ,L′) = eϕ(x)
6 M = np.triu(np.ones(K),−1)
7 L = M⊙L′ + diag(σ)
8 z = Lϵ+ µ
9 pp = dθ(z)

10 Llogqz = −
∑K
k=1

[
1
2ϵ

2
k +

1
2 log(2π) + log σk

]
// from qϕ(z|x) in Equation (10.47)

11 Llogpz = −
∑K
k=1

[
1
2z

2
k +

1
2 log(2π)

]
// from pθ(z) in Equation (10.48)

12 Llogpx = −∑D
d=1 [xd log pd + (1− xd) log(1− pd)] // from pθ(x|z)

13 L = Llogpx + Llogpz − Llogqz
14 Update θ := θ − η∇θL
15 Update ϕ := ϕ− η∇ϕL
16 until converged

21.2.3 Comparison of VAEs and autoencoders

VAEs are very similar to deterministic autoencoders (AE). There are 2 main differences: in the AE,
the objective is the log likelihood of the reconstruction without any KL term; and in addition, the
encoding is deterministic, so the encoder network just needs to compute E [z|x] and not V [z|x]. In
view of these similarities, one can use the same codebase to implement both methods. However, it
is natural to wonder what the benefits and potential drawbacks of the VAE are compared to the
deterministic AE.

We shall answer this question by fitting both models to the CelebA dataset. Both models have the
same convolutional structure with the following number of hidden channels per convolutional layer in
the encoder: (32, 64, 128, 256, 512). The spatial size of each layer is as follows: (32, 16, 8, 4, 2). The
final 2× 2× 512 convolutional layer then gets reshaped and passed through a linear layer to generate
the mean and (marginal) variance of the stochastic latent vector, which has size 256. The structure

i.e., model-inference hybrid. See the blog by Jacob Andreas, http://blog.jacobandreas.net/monference.html, for
further discussion.
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Figure 21.2: Illustration of unconditional image generation using (V)AEs trained on CelebA. Row 1:
deterministic autoencoder. Row 2: β-VAE with β = 0.5. Row 3: VAE (with β = 1). Generated by
celeba_vae_ae_comparison.ipynb.

of the decoder is the mirror image of the encoder. Each model is trained for 5 epochs with a batch
size of 256, which takes about 20 minutes on a GPU.

The main advantage of a VAE over a deterministic autoencoder is that it defines a proper generative
model, that can create sensible-looking novel images by decoding prior samples z ∼ N (0, I). By
contrast, an autoencoder only knows how to decode latent codes derived from the training set, so
does poorly when fed random inputs. This is illustrated in Figure 21.2.

We can also use both models to reconstruct a given input image. In Figure 21.3, we see that both
AE and VAE can reconstruct the input images reasonably well, although the VAE reconstructions are
somewhat blurry, for reasons we discuss in Section 21.3.1. We can reduce the amount of blurriness
by scaling down the KL penalty term by a factor of β; this is known as the β-VAE, and is discussed
in more detail in Section 21.3.1.

21.2.4 VAEs optimize in an augmented space

In this section, we derive several alternative expressions for the ELBO which shed light on how VAEs
work.

First, let us define the joint generative distribution

pθ(x, z) = pθ(z)pθ(x|z) (21.9)
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Figure 21.3: Illustration of image reconstruction using (V)AEs trained and applied to CelebA. Row 1: original
images. Row 2: deterministic autoencoder. Row 3: β-VAE with β = 0.5. Row 4: VAE (with β = 1).
Generated by celeba_vae_ae_comparison.ipynb.

from which we can derive the generative data marginal

pθ(x) =

∫

z

pθ(x, z)dz (21.10)

and the generative posterior

pθ(z|x) = pθ(x, z)/pθ(x) (21.11)

Let us also define the joint inference distribution

qD,ϕ(z,x) = pD(x)qϕ(z|x) (21.12)

where

pD(x) =
1

N

N∑

n=1

δ(xn − x) (21.13)

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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is the empirical distribution. From this we can derive the inference latent marginal, also called the
aggregated posterior:

qD,ϕ(z) =
∫

x

qD,ϕ(x, z)dx (21.14)

and the inference likelihood

qD,ϕ(x|z) = qD,ϕ(x, z)/qD,ϕ(z) (21.15)

See Figure 21.4 for a visual illustration.
Having defined our terms, we can now derive various alternative versions of the ELBO, following

[ZSE19]. First note that the ELBO averaged over all the data is given by

Ł(θ,ϕ|D) = EpD(x)

[
Eqϕ(z|x) [log pθ(x|z)]

]
− EpD(x) [DKL (qϕ(z|x) ∥ pθ(z))] (21.16)

= EqD,ϕ(x,z) [log pθ(x|z) + log pθ(z)− log qϕ(z|x)] (21.17)

= EqD,ϕ(x,z)
[
log

pθ(x, z)

qD,ϕ(x, z)
+ log pD(x)

]
(21.18)

= −DKL (qD,ϕ(x, z) ∥ pθ(x, z)) + EpD(x) [log pD(x)] (21.19)

If we define c
= to mean equal up to additive constants, we can rewrite the above as

Ł(θ,ϕ|D) c
= −DKL (qϕ(x, z) ∥ pθ(x, z)) (21.20)
c
= −DKL (pD(x) ∥ pθ(x))− EpD(x) [DKL (qϕ(z|x) ∥ pθ(z|x))] (21.21)

Thus maximizing the ELBO requires minimizing the two KL terms. The first KL term is minimized
by MLE, and the second KL term is minimized by fitting the true posterior. Thus if the posterior
family is limited, there may be a conflict between these objectives.

Finally, we note that the ELBO can also be written as

Ł(θ,ϕ|D) c
= −DKL (qD,ϕ(z) ∥ pθ(z))− EqD,ϕ(z) [DKL (qϕ(x|z) ∥ pθ(x|z))] (21.22)

We see from Equation (21.22) that VAEs are trying to minimize the difference between the inference
marginal and generative prior, DKL (qϕ(z) ∥ pθ(z)), while simultaneously minimizing reconstruction
error, DKL (qϕ(x|z) ∥ pθ(x|z)) Since x is typically of much higher dimensionality than z, the latter
term usually dominates. Consequently, if there is a conflict between these two objectives (e.g., due to
limited modeling power), the VAE will favor reconstruction accuracy over posterior inference. Thus
the learned posterior may not be a very good approximation to the true posterior (see [ZSE19] for
further discussion).

21.3 VAE generalizations

In this section, we discuss some variants of the basic VAE model.
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Decoder: pθ(x|z)

Prior distribution: pθ(z)

Marginal: pθ(x)

x-space

z-space

Encoder: qφ(z|x)

Marginal: qφ(z)

Data distribution: qD(x)

ML objective = - DKL( qD(x) || pθ(x) ) 
   ELBO objective = - DKL( qD,φ(x,z) || pθ(x,z) )

qD,φ(x,z) = qD(x) qφ(z|x) pθ(x,z) = pθ(z) pθ(x|z)

Figure 21.4: The maximum likelihood (ML) objective can be viewed as the minimization of DKL (pD(x) ∥ pθ(x)).
(Note: in the figure, pD(x) is denoted by qD(x).) The ELBO objective is minimization of
DKL (qD,ϕ(x,z) ∥ pθ(x,z)), which upper bounds DKL (qD(x) ∥ pθ(x)). From Figure 2.4 of [KW19a]. Used
with kind permission of Durk Kingma.

21.3.1 β-VAE

It is often the case that VAEs generate somewhat blurry images, as illustrated in Figure 21.3,
Figure 21.2 and Figure 20.9. This is not the case for models that optimize the exact likelihood, such
as pixelCNNs (Section 22.3.2) and flow models (Chapter 23). To see why VAEs are different, consider
the common case where the decoder is a Gaussian with fixed variance, so

log pθ(x|z) = −
1

2σ2
||x− dθ(z)||22 + const (21.23)

Let eϕ(x) = E [qϕ(z|x)] be the encoding of x, and X (z) = {x : eϕ(x) = z} be the set of inputs that
get mapped to z. For a fixed inference network, the optimal setting of the generator parameters,
when using squared reconstruction loss, is to ensure dθ(z) = E [x : x ∈ X (z)]. Thus the decoder
should predict the average of all inputs x that map to that z, resulting in blurry images.

We can solve this problem by increasing the expressive power of the posterior approximation
(avoiding the merging of distinct inputs into the same latent code), or of the generator (by adding
back information that is missing from the latent code), or both. However, an even simpler solution is
to reduce the penalty on the KL term, making the model closer to a deterministic autoencoder:

Lβ(θ,ϕ|x) = −Eqϕ(z|x) [log pθ(x|z)]︸ ︷︷ ︸
LE

+β DKL (qϕ(z|x) ∥ pθ(z))︸ ︷︷ ︸
LR

(21.24)

where LE is the reconstruction error (negative log likelihood), and LR is the KL regularizer. This is

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



794 Chapter 21. Variational autoencoders

called the β-VAE objective [Hig+17a]. If we set β = 1, we recover the objective used in standard
VAEs; if we set β = 0, we recover the objective used in standard autoencoders.

By varying β from 0 to infinity, we can reach different points on the rate distortion curve, as
discussed in Section 5.4.2. These points make different tradeoffs between reconstruction error (distor-
tion) and how much information is stored in the latents about the input (rate of the corresponding
code). By using β < 1, we store more bits about each input, and hence can reconstruct images in a
less blurry way. If we use β > 1, we get a more compressed representation.

21.3.1.1 Disentangled representations

One advantage of using β > 1 is that it encourages the learning of a latent representation that is
“disentangled”. Intuitively this means that each latent dimension represents a different factor of
variation in the input. This is often formalized in terms of the total correlation (Section 5.3.5.1),
which is defined as follows:

TC(z) =
∑

k

H (zk)−H (z) = DKL

(
p(z) ∥

∏

k

pk(zk)

)
(21.25)

This is zero iff the components of z are all mutually independent, and hence disentangled. In [AS18],
they prove that using β > 1 will decrease the TC.

Unfortunately, in [Loc+18] they prove that nonlinear latent variable models are unidentifiable, and
therefore for any disentangled representation, there is an equivalent fully entangled representation
with exactly the same likelihood. Thus it is not possible to recover the correct latent representation
without choosing the appropriate inductive bias, via the encoder, decoder, prior, dataset, or learning
algorithm, i.e., merely adjusting β is not sufficient. See Section 32.4.1 for more discussion.

21.3.1.2 Connection with information bottleneck

In this section, we show that the β-VAE is an unsupervised version of the information bottleneck
(IB) objective from Section 5.6. If the input is x, the hidden bottleneck is z, and the target outputs
are x̃, then the unsupervised IB objective becomes

LUIB = β I(z;x)− I(z; x̃) (21.26)

= βEp(x,z)
[
log

p(x, z)

p(x)p(z)

]
− Ep(z,x̃)

[
log

p(z, x̃)

p(z)p(x̃)

]
(21.27)

where

p(x, z) = pD(x)p(z|x) (21.28)

p(z, x̃) =

∫
pD(x)p(z|x)p(x̃|z)dx (21.29)

Intuitively, the objective in Equation (21.26) means we should pick a representation z that can
predict x̃ reliably, while not memorizing too much information about the input x. The tradeoff
parameter is controlled by β.
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From Equation (5.181), we have the following variational upper bound on this unsupervised
objective:

LUVIB = −EqD,ϕ(z,x) [log pθ(x|z)] + βEpD(x) [DKL (qϕ(z|x) ∥ pθ(z))] (21.30)

which matches Equation (21.24) when averaged over x.

21.3.2 InfoVAE

In Section 21.2.4, we discussed some drawbacks of the standard ELBO objective for training VAEs,
namely the tendency to ignore the latent code when the decoder is powerful (Section 21.4), and the
tendency to learn a poor posterior approximation due to the mismatch between the KL terms in
data space and latent space (Section 21.2.4). We can fix these problems to some degree by using a
generalized objective of the following form:

Ł(θ,ϕ|x) = −λDKL (qϕ(z) ∥ pθ(z))− Eqϕ(z) [DKL (qϕ(x|z) ∥ pθ(x|z))] + α Iq(x; z) (21.31)

where α ≥ 0 controls how much we weight the mutual information Iq(x; z) between x and z, and
λ ≥ 0 controls the tradeoff between z-space KL and x-space KL. This is called the InfoVAE objective
[ZSE19]. If we set α = 0 and λ = 1, we recover the standard ELBO, as shown in Equation (21.22).

Unfortunately, the objective in Equation (21.31) cannot be computed as written, because of the
intractable MI term:

Iq(x; z) = Eqϕ(x,z)
[
log

qϕ(x, z)

qϕ(x)qϕ(z)

]
= −Eqϕ(x,z)

[
log

qϕ(z)

qϕ(z|x)

]
(21.32)

However, using the fact that qϕ(x|z) = pD(x)qϕ(z|x)/qϕ(z), we can rewrite the objective as follows:

Ł = Eqϕ(x,z)
[
−λ log qϕ(z)

pθ(z)
− log

qϕ(x|z)
pθ(x|z)

− α log
qϕ(z)

qϕ(z|x)

]
(21.33)

= Eqϕ(x,z)
[
log pθ(x|z)− log

qϕ(z)
λ+α−1pD(x)

pθ(z)λqϕ(z|x)α−1
]

(21.34)

= EpD(x)

[
Eqϕ(z|x) [log pθ(x|z)]

]
− (1− α)EpD(x) [DKL (qϕ(z|x) ∥ pθ(z))]

− (α+ λ− 1)DKL (qϕ(z) ∥ pθ(z))− EpD(x) [log pD(x)] (21.35)

where the last term is a constant we can ignore. The first two terms can be optimized using the
reparameterization trick. Unfortunately, the last term requires computing qϕ(z) =

∫
x
qϕ(x, z)dx,

which is intractable. Fortunately, we can easily sample from this distribution, by sampling x ∼ pD(x)
and z ∼ qϕ(z|x). Thus qϕ(z) is an implicit probability model, similar to a GAN (see Chapter 26).

As long as we use a strict divergence, meaning D(q, p) = 0 iff q = p, then one can show that this
does not affect the optimality of the procedure. In particular, proposition 2 of [ZSE19] tells us the
following:

Theorem 1. Let X and Z be continuous spaces, and α < 1 (to bound the MI) and λ > 0. For any
fixed value of Iq(x; z), the approximate InfoVAE loss, with any strict divergence D(qϕ(z), pθ(z)), is
globally optimized if pθ(x) = pD(x) and qϕ(z|x) = pθ(z|x).

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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21.3.2.1 Connection with MMD VAE

If we set α = 1, the InfoVAE objective simplifies to

Ł c
= EpD(x)

[
Eqϕ(z|x) [log pθ(x|z)]

]
− λDKL (qϕ(z) ∥ pθ(z)) (21.36)

The MMD VAE3 replaces the KL divergence in the above term with the (squared) maximum mean
discrepancy or MMD divergence defined in Section 2.7.3. (This is valid based on the above theorem.)
The advantage of this approach over standard InfoVAE is that the resulting objective is tractable. In
particular, if we set λ = 1 and swap the sign we get

L = EpD(x)

[
Eqϕ(z|x) [− log pθ(x|z)]

]
+ MMD(qϕ(z), pθ(z)) (21.37)

As we discuss in Section 2.7.3, we can compute the MMD as follows:

MMD(p, q) = Ep(z),p(z′) [K(z, z′)] + Eq(z),q(z′) [K(z, z′)]− 2Ep(z),q(z′) [K(z, z′)] (21.38)

where K() is some kernel function, such as the RBF kernel, K(z, z′) = exp(− 1
2σ2 ||z−z′||22). Intuitively

the MMD measures the similarity (in latent space) between samples from the prior and samples from
the aggregated posterior.

In practice, we can implement the MMD objective by using the posterior predicted mean zn =
eϕ(xn) for all B samples in the current minibatch, and comparing this to B random samples from
the N (0, I) prior.

If we use a Gaussian decoder with fixed variance, the negative log likelihood is just a squared error
term:

− log pθ(x|z) = ||x− dθ(z)||22 (21.39)

Thus the entire model is deterministic, and just predicts the means in latent space and visible space.

21.3.2.2 Connection with β-VAEs

If we set α = 0 and λ = 1, we get back the original ELBO. If λ > 0 is freely chosen, but we use
α = 1− λ, we get the β-VAE.

21.3.2.3 Connection with adversarial autoencoders

If we set α = 1 and λ = 1, and D is chosen to be the Jensen-Shannon divergence (which can be
minimized by training a binary discriminator, as explained in Section 26.2.2), then we get a model
known as an adversarial autoencoder [Mak+15a].

21.3.3 Multimodal VAEs

It is possible to extend VAEs to create joint distributions over different kinds of variables, such as
images and text. This is sometimes called a multimodal VAE or MVAE. Let us assume there are

3. Proposed in https://ermongroup.github.io/blog/a-tutorial-on-mmd-variational-autoencoders/.
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Figure 21.5: Illustration of multi-modal VAE. (a) The generative model with N = 2 modalities. (b) The
product of experts (PoE) inference network is derived from N individual Gaussian experts Ei. µ0 and σ0 are
parameters of the prior. (c) If a modality is missing, we omit its contribution to the posterior. From Figure 1
of [WG18]. Used with kind permission of Mike Wu.

M modalities. We assume they are conditionally independent given the latent code, and hence the
generative model has the form

pθ(x1, . . . ,xM , z) = p(z)

M∏

m=1

pθ(xm|z) (21.40)

where we treat p(z) as a fixed prior. See Figure 21.5(a) for an illustration.
The standard ELBO is given by

Ł(θ,ϕ|X) = Eqϕ(z|X)

[∑

m

log pθ(xm|z)
]
−DKL (qϕ(z|X) ∥ p(z)) (21.41)

where X = (x1, . . . ,xM ) is the observed data. However, the different likelihood terms p(xm|z) may
have different dynamic ranges (e.g., Gaussian pdf for pixels, and categorical pmf for text), so we
introduce weight terms λm ≥ 0 for each likelihood. In addition, let β ≥ 0 control the amount of KL
regularization. This gives us a weighted version of the ELBO, as follows:

Ł(θ,ϕ|X) = Eqϕ(z|X)

[∑

m

λm log pθ(xm|z)
]
− βDKL (qϕ(z|X) ∥ p(z)) (21.42)

Often we don’t have a lot of paired (aligned) data from all M modalities. For example, we may
have a lot of images (modality 1), and a lot of text (modality 2), but very few (image, text) pairs.
So it is useful to generalize the loss so it fits the marginal distributions of subsets of the features. Let
Om = 1 if modality m is observed (i.e., xm is known), and let Om = 0 if it is missing or unobserved.
Let X = {xm : Om = 1} be the visible features. We now use the following objective:

Ł(θ,ϕ|X) = Eqϕ(z|X)

[ ∑

m:Om=1

λm log pθ(xm|z)
]
− βDKL (qϕ(z|X) ∥ p(z)) (21.43)
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The key problem is how to compute the posterior qϕ(z|X) given different subsets of features. In
general this can be hard, since the inference network is a discriminative model that assumes all
inputs are available. For example, if it is trained on (image, text) pairs, qϕ(z|x1,x2), how can we
compute the posterior just given an image, qϕ(z|x1), or just given text, qϕ(z|x2)? (This issue arises
in general with VAE when we have missing inputs.)

Fortunately, based on our conditional independence assumption between the modalities, we can
compute the optimal form for qϕ(z|X) given set of inputs by computing the exact posterior under
the model, which is given by

p(z|X) =
p(z)p(x1, . . . ,xM |z)

p(x1, . . . ,xM )
=

p(z)

p(x1, . . . ,xM )

M∏

m=1

p(xm|z) (21.44)

=
p(z)

p(x1, . . . ,xM )

M∏

m=1

p(z|xm)p(xm)

p(z)
(21.45)

∝ p(z)
M∏

m=1

p(z|xm)

p(z)
≈ p(z)

M∏

m=1

q̃(z|xm) (21.46)

This can be viewed as a product of experts (Section 24.1.1), where each q̃(z|xm) is an “expert” for
the m’th modality, and p(z) is the prior. We can compute the above posterior for any subset of
modalities for which we have data by modifying the product over m. If we use Gaussian distributions
for the prior p(z) = N (z|µ0,Λ

−1
0 ) and marginal posterior ratio q̃(z|xm) = N (z|µm,Λ−1m ), then we

can compute the product of Gaussians using the result from Equation (2.154):
M∏

m=0

N (z|µm,Λ−1m ) ∝ N (z|µ,Σ), Σ = (
∑

m

Λm)−1, µ = Σ(
∑

m

Λmµm) (21.47)

Thus the overall posterior precision is the sum of individual expert posterior precisions, and the
overall posterior mean is the precision weighted average of the individual expert posterior means.
See Figure 21.5(b) for an illustration. For a linear Gaussian (factor analysis) model, we can ensure
q(z|xm) = p(z|xm), in which case the above solution is the exact posterior [WN18], but in general it
will be an approximation.

We need to train the individual expert recognition models q(z|xm) as well as the joint model
q(z|X), so the model knows what to do with fully observed as well as partially observed inputs at
test time. In [Ved+18], they propose a somewhat complex “triple ELBO” objective. In [WG18], they
propose the simpler approach of optimizing the ELBO for the fully observed feature vector, all the
marginals, and a set of J randomly chosen joint modalities:

Ł(θ,ϕ|X) = Ł(θ,ϕ|()x1, . . . ,xM ) +

M∑

m=1

Ł(θ,ϕ|xm) +
∑

j∈J
Ł(θ,ϕ|Xj) (21.48)

This generalizes nicely to the semi-supervised setting, in which we only have a few aligned
(“labeled”) examples from the joint, but have many unaligned (“unlabeled”) examples from the
individual marginals. See Figure 21.5(c) for an illustration.

Note that the above scheme can only handle the case of a fixed number of missingness patterns;
we can generalize to allow for arbitrary missingness as discussed in [CNW20]. (See also Section 3.11
for a more general discussion of missing data.)
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21.3.4 Semisupervised VAEs

In this section, we discuss how to extend VAEs to the semi-supervised learning setting in which
we have both labeled data, DL = {(xn, yn)}, and unlabeled data, DU = {(xn)}. We focus on the
M2 model, proposed in [Kin+14a].

The generative model has the following form:

pθ(x, y) = pθ(y)pθ(x|y) = pθ(y)

∫
pθ(x|y,z)pθ(z)dz (21.49)

where z is a latent variable, pθ(z) = N (z|0, I) is the latent prior, pθ(y) = Cat(y|π) the label prior,
and pθ(x|y,z) = p(x|fθ(y,z)) is the likelihood, such as a Gaussian, with parameters computed by f
(a deep neural network). The main innovation of this approach is to assume that data is generated
according to both a latent class variable y as well as the continuous latent variable z. The class
variable y is observed for labeled data and unobserved for unlabled data.

To compute the likelihood for the labeled data, pθ(x, y), we need to marginalize over z, which we
can do by using an inference network of the form

qϕ(z|y,x) = N (z|µϕ(y,x),diag(σϕ(y,x)) (21.50)

We then use the following variational lower bound

log pθ(x, y) ≥ Eqϕ(z|x,y) [log pθ(x|y,z) + log pθ(y) + log pθ(z)− log qϕ(z|x, y)] = −L(x, y) (21.51)

as is standard for VAEs (see Section 21.2). The only difference is that we observe two kinds of data:
x and y.

To compute the likelihood for the unlabeled data, pθ(x), we need to marginalize over z and y,
which we can do by using an inference network of the form

qϕ(z, y|x) = qϕ(z|x)qϕ(y|x) (21.52)
qϕ(z|x) = N (z|µϕ(x),diag(σϕ(x)) (21.53)

qϕ(y|x) = Cat(y|πϕ(x)) (21.54)

Note that qϕ(y|x) acts like a discriminative classifier, that imputes the missing labels. We then use
the following variational lower bound:

log pθ(x) ≥ Eqϕ(z,y|x) [log pθ(x|y,z) + log pθ(y) + log pθ(z)− log qϕ(z, y|x)] (21.55)

= −
∑

y

qϕ(y|x)L(x, y) +H (qϕ(y|x)) = −U(x) (21.56)

Note that the discriminative classifier qϕ(y|x) is only used to compute the log-likelihood of the
unlabeled data, which is undesirable. We can therefore add an extra classification loss on the
supervised data, to get the following overall objective function:

L(θ) = E(x,y)∼DL [L(x, y)] + Ex∼DU [U(x)] + αE(x,y)∼DL [− log qϕ(y|x)] (21.57)

where DL is the labeled data, DU is the unlabeled data, and α is a hyperparameter that controls the
relative weight of generative and discriminative learning.
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Figure 21.6: Illustration of a VAE with a bidirectional RNN encoder and a unidirectional RNN decoder. The
output generator can use a GMM and/or softmax distribution. From Figure 2 of [HE18]. Used with kind
permission of David Ha.

21.3.5 VAEs with sequential encoders/decoders

In this section, we discuss VAEs for sequential data, such as text and biosequences, in which the
data x is a variable-length sequence, but we have a fixed-sized latent variable z ∈ RK . (We consider
the more general case in which z is a variable-length sequence of latents — known as sequential
VAE or dynamic VAE — in Section 29.13.) All we have to do is modify the decoder p(x|z) and
encoder q(z|x) to work with sequences.

21.3.5.1 Models

If we use an RNN for the encoder and decoder of a VAE, we get a model which is called a VAE-RNN,
as proposed in [Bow+16a]. In more detail, the generative model is p(z,x1:T ) = p(z)RNN(x1:T |z),
where z can be injected as the initial state of the RNN, or as an input to every time step. The
inference model is q(z|x1:T ) = N (z|µ(h),Σ(h)), where h = [h→T ,h

←
1 ] is the output of a bidirectional

RNN applied to x1:T . See Figure 21.6 for an illustration.
More recently, people have tried to combine transformers with VAEs. For example, in the Optimus

model of [Li+20], they use a BERT model for the encoder. In more detail, the encoder q(z|x) is
derived from the embedding vector associated with a dummy token corresponding to the “class label”
which is appended to the input sequence x. The decoder is a standard autoregressive model (similar
to GPT), with one additional input, namely the latent vector z. They consider two ways of injecting
the latent vector. The simplest approach is to add z to the embedding layer of every token in the
decoding step, by defining h′i = hi +Wz, where hi ∈ RH is the original embedding for the i’th
token, and W ∈ RH×K is a decoding matrix, where K is the size of the latent vector. However, they
get better results in their experiments by letting all the layers of the decoder attend to the latent
code z. An easy way to do this is to define the memory vector hm = Wz, where W ∈ RLH×K ,
where L is the number of layers in the decoder, and then to append hm ∈ RL×H to all the other
embeddings at each layer.

An alternative approach, known as transformer VAE, was proposed in [Gre20]. This model uses
a funnel transformer [Dai+20b] as the encoder, and the T5 [Raf+20a] conditional transformer for
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he was silent for a long moment .
he was silent for a moment .
it was quiet for a moment .
it was dark and cold .
there was a pause .
it was my turn .

(a)

i went to the store to buy some groceries .
i store to buy some groceries .
i were to buy any groceries .
horses are to buy any groceries .
horses are to buy any animal .
horses the favorite any animal .
horses the favorite favorite animal .
horses are my favorite animal .

(b)

Figure 21.7: (a) Samples from the latent space of a VAE text model, as we interpolate between two sentences
(on first and last line). Note that the intermediate sentences are grammatical, and semantically related to
their neighbors. From Table 8 of [Bow+16b]. (b) Same as (a), but now using a deterministic autoencoder
(with the same RNN encoder and decoder). From Table 1 of [Bow+16b]. Used with kind permission of Sam
Bowman.

the decoder. In addition, it uses an MMD VAE (Section 21.3.2.1) to avoid posterior collapse.

21.3.5.2 Applications

In this section, we discuss some applications of VAEs to sequence data.

Text

In [Bow+16b], they apply the VAE-RNN model to natural language sentences. (See also [MB16;
SSB17] for related work.) Although this does not improve performance in terms of the standard
perplexity measures (predicting the next word given the previous words), it does provide a way to
infer a semantic representation of the sentence. This can then be used for latent space interpolation,
as discussed in Section 20.3.5. The results of doing this with the VAE-RNN are illustrated in
Figure 21.7a. (Similar results are shown in [Li+20], using a VAE-transformer.) By contrast, if we use
a standard deterministic autoencoder, with the same RNN encoder and decoder networks, we learn
a much less meaningful space, as illustrated in Figure 21.7b. The reason is that the deterministic
autoencoder has “holes” in its latent space, which get decoded to nonsensical outputs.

However, because RNNs (and transformers) are powerful decoders, we need to address the problem
of posterior collapse, which we discuss in Section 21.4. One common way to avoid this problem is to
use KL annealing, but a more effective method is to use the InfoVAE method of Section 21.3.2, which
includes adversarial autoencoders (used in [She+20] with an RNN decoder) and MMD autoencoders
(used in [Gre20] with a transformer decoder).

Sketches

In [HE18], they apply the VAE-RNN model to generate sketches (line drawings) of various animals
and hand-written characters. They call their model sketch-rnn. The training data records the
sequence of (x, y) pen positions, as well as whether the pen was touching the paper or not. The
emission model used a GMM for the real-valued location offsets, and a categorical softmax distribution
for the discrete state.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 21.8: Conditional generation of cats from sketch-RNN model. We increase the temperature parameter
from left to right. From Figure 5 of [HE18]. Used with kind permission of David Ha.

Figure 21.8 shows some samples from various class-conditional models. We vary the temperature
parameter τ of the emission model to control the stochasticity of the generator. (More precisely, we
multiply the GMM variances by τ , and divide the discrete probabilities by τ before renormalizing.)
When the temperature is low, the model tries to reconstruct the input as closely as possible. However,
when the input is untypical of the training set (e.g., a cat with three eyes, or a toothbrush), the
reconstruction is “regularized” towards a canonical cat with two eyes, while still keeping some features
of the input.

Molecular design

In [GB+18], they use VAE-RNNs to model molecular graph structure, represented as a string using
the SMILES representation.4 It is also possible to learn a mapping from the latent space to some
scalar quantity of interest, such as the solubility or drug efficacy of a molecule. We can then perform
gradient-based optimization in the continuous latent space to try to generate new graphs which
maximize this quantity. See Figure 21.9 for a sketch of this approach.

The main problem is to ensure that points in latent space decode to valid strings/molecules. There
are various solutions to this, including using a grammar VAE, where the RNN decoder is replaced
by a stochastic context free grammar. See [KPHL17] for details.

21.4 Avoiding posterior collapse

If the decoder pθ(x|z) is sufficiently powerful (e.g., a pixel CNN, or an RNN for text), then the VAE
does not need to use the latent code z for anything. This is called posterior collapse or variational

4. See https://en.wikipedia.org/wiki/Simplified_molecular-input_line-entry_system.
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Figure 21.9: Application of VAE-RNN to molecule design. (a) The VAE-RNN model is trained on a sequence
representation of molecules known as SMILES. We can fit an MLP to map from the latent space to properties
of the molecule, such as its “fitness” f(z). (b) We can perform gradient ascent in f(z) space, and then decode
the result to a new molecule with high fitness. From Figure 1 of [GB+18]. Used with kind permission of
Rafael Gomez-Bombarelli.

overpruning (see e.g., [Che+17b; Ale+18; Hus17a; Phu+18; TT17; Yeu+17; Luc+19; DWW19;
WBC21]). To see why this happens, consider Equation (21.21). If there exists a parameter setting for
the generator θ∗ such that pθ∗(x|z) = pD(x) for every z, then we can make DKL (pD(x) ∥ pθ(x)) = 0.
Since the generator is independent of the latent code, we have pθ(z|x) = pθ(z). The prior pθ(z) is
usually a simple distribution, such as a Gaussian, so we can find a setting of the inference parameters
so that qϕ∗(z|x) = pθ(z), which ensures DKL (qϕ(z|x) ∥ pθ(z|x)) = 0. Thus we have succesfully
maximized the ELBO, but we have not learned any useful latent representation of the data, which is
one of the goals of latent variable modeling.5 We discuss some solutions to posterior collapse below.

21.4.1 KL annealing

A common approach to solving this problem, proposed in [Bow+16a], is to use KL annealing, in
which the KL penalty term in the ELBO is scaled by β, which is increased from 0.0 (corresponding
to an autoencoder) to 1.0 (which corresponds to standard MLE training). (Note that, by contrast,
the β-VAE model in Section 21.3.1 uses β > 1.)

KL annealing can work well, but requires tuning the schedule for β. A standard practice [Fu+19]
is to use cyclical annealing, which repeats the process of increasing β multiple times. This ensures
the progressive learning of more meaningful latent codes, by leveraging good representations learned
in a previous cycle as a way to warmstart the optimization.

5. Note that [Luc+19; DWW20] show that posterior collapse can also happen in linear VAE models, where the ELBO
corresponds to the exact marginal likelihood, so the problem is not only due to powerful (nonlinear) decoders, but is
also related to spurious local maxima in the objective.
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21.4.2 Lower bounding the rate

An alternative approach is to stick with the original unmodified ELBO objective, but to prevent the
rate (i.e., the DKL (q ∥ p) term) from collapsing to 0, by limiting the flexibility of q. For example,
[XD18; Dav+18] use a von Mises-Fisher (Section 2.2.5.3) prior and posterior, instead of a Gaussian,
and they constrain the posterior to have a fixed concentration, q(z|x) = vMF(z|µ(x), κ). Here
the parameter κ controls the rate of the code. The δ-VAE method [Oor+19] uses a Gaussian
autoregressive prior and a diagonal Gaussian posterior. We can ensure the rate is at least δ by
adjusting the regression parameter of the AR prior.

21.4.3 Free bits

In this section, we discuss the method of free bits [Kin+16], which is another way of lower bounding
the rate. To explain this, consider a fully factorized posterior in which the KL penalty has the form

LR =
∑

i

DKL (qϕ(zi|x) ∥ pθ(zi)) (21.58)

where zi is the i’th dimension of z. We can replace this with a hinge loss, that will give up driving
down the KL for dimensions that are already beneath a target compression rate λ:

L′R =
∑

i

max(λ,DKL (qϕ(zi|x) ∥ pθ(zi))) (21.59)

Thus the bits where the KL is sufficiently small “are free”, since the model does not have to “pay” to
encode them according to the prior.

21.4.4 Adding skip connections

One reason for latent variable collapse is that the latent variables z are not sufficiently “connected to”
the observed data x. One simple solution is to modify the architecture of the generative model by
adding skip connections, similar to a residual network (Section 16.2.4), as shown in Figure 21.10.
This is called a skip-VAE [Die+19a].

21.4.5 Improved variational inference

The posterior collapse problem is caused in part by the poor approximation to the posterior. In
[He+19], they proposed to keep the model and VAE objective unchanged, but to more aggressively
update the inference network before each step of generative model fitting. This enables the inference
network to capture the current true posterior more faithfully, which will encourage the generator to
use the latent codes when it is useful to do so.

However, this only addresses the part of posterior collapse that is due to the amortization gap
[CLD18], rather than the more fundamental problem of variational pruning, in which the KL term
penalizes the model if its posterior deviates too far from the prior, which is often too simple to match
the aggregated posterior.

Another way to ameliorate variational pruning is to use lower bounds that are tighter than the
vanilla ELBO (Section 10.5.1), or more accurate posterior approximations (Section 10.4), or more
accurate (hierarchical) generative models (Section 21.5).
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Figure 21.10: (a) VAE. (b) Skip-VAE. From Figure 1 of [Die+19a]. Used with kind permission of Adji Dieng.

21.4.6 Alternative objectives

An alternative to the above methods is to replace the ELBO objective with other objectives, such as
the InfoVAE objective discussed in Section 21.3.2, which includes adversarial autoencoders and MMD
autoencoders as special cases. The InfoVAE objective includes a term to explicitly enforce non-zero
mutual information between x and z, which effectively solves the problem of posterior collapse.

21.5 VAEs with hierarchical structure

We define a hierarchical VAE or HVAE, with L stochastic layers, to be the following generative
model:6

pθ(x, z1:L) = pθ(zL)

[
1∏

l=L−1
pθ(zl|zl+1)

]
pθ(x|z1) (21.60)

We can improve on the above model by making it non-Markovian, i.e., letting each zl depend on all
the higher level stochastic variables, zl+1:L, not just the preceeding level, i.e.,

pθ(x, z) = pθ(zL)

[
1∏

l=L−1
pθ(zl|zl+1:L)

]
pθ(x|z1:L) (21.61)

Note that the likelihood is now pθ(x|z1:L) instead of just pθ(x|z1). This is analogous to adding skip
connections from all preceeding variables to all their children. It is easy to implement this by using
a deterministic “backbone” of residual connections, that accumulates all stochastic decisions, and
propagates them down the chain, as illustrated in Figure 21.11(left). We discuss how to perform
inference and learning in such models below.

6. There is a split in the literature about whether to label the top level as zL or z1. We adopt the former convention,
since we view lower numbered layers, such as z1, as being “closer to the data”, and higher numbered layers, such as zL,
as being “more abstract”.
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Figure 21.11: Hierarchical VAEs with 3 stochastic layers. Left: generative model. Right: inference network.
Diamond is a residual network, ⊕ is feature combination (e.g., concatenation), and h is a trainable parameter.
We first do bottom-up inference, by propagating x up to z3 to compute zs

3 ∼ qϕ(z3|x), and then we perform
top-down inference by computing zs

2 ∼ qϕ(z2|x,zs
3) and then zs

1 ∼ qϕ(z1|x,zs
2:3). From Figure 2 of [VK20a].

Used with kind permission of Arash Vahdat.

21.5.1 Bottom-up vs top-down inference

To perform inference in a hierarchical VAE, we could use a bottom-up inference model of the
form

qϕ(z|x) = qϕ(z1|x)
L∏

l=2

qϕ(zl|x, z1:l−1) (21.62)

However, a better approach is to use a top-down inference model of the form

qϕ(z|x) = qϕ(zL|x)
1∏

l=L−1
qϕ(zl|x, zl+1:L) (21.63)

Inference for zl combines bottom-up information from x with top-down information from higher
layers, z>l = zl+1:L. See Figure 21.11(right) for an illustration.7

7. Note that it is also possible to have a stochastic bottom-up encoder and a stochastic top-down encoder, as discussed
in the BIVA paper [Maa+19]. (BIVA stands for “bidirectional-inference variational autoencoder”.)
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With the above model, the ELBO can be written as follows (using the chain rule for KL):

Ł(θ,ϕ|x) = Eqϕ(z|x) [log pθ(x|z)]−DKL (qϕ(zL|x) ∥ pθ(zL)) (21.64)

−
1∑

l=L−1
Eqϕ(z>l|x) [DKL (qϕ(zl|x, z>l) ∥ pθ(zl|z>l))] (21.65)

where

qϕ(z>l|x) =
L∏

i=l+1

qϕ(zi|x, z>i) (21.66)

is the approximate posterior above layer l (i.e., the parents of zl).
The reason the top-down inference model is better is that it more closely approximates the true

posterior of a given layer, which is given by

pθ(zl|x, zl+1:L) ∝ pθ(zl|zl+1:L)pθ(x|zl, zl+1:L) (21.67)

Thus the posterior combines the top-down prior term pθ(zl|zl+1:L) with the bottom-up likelihood
term pθ(x|zl, zl+1:L). We can approximate this posterior by defining

qϕ(zl|x, zl+1:L) ∝ pθ(zl|zl+1:L)q̃ϕ(zl|x, zl+1:L) (21.68)

where q̃ϕ(zl|x, zl+1:L) is a learned Gaussian approximation to the bottom-up likelihood. If both prior
and likelihood are Gaussian, we can compute this product in closed form, as proposed in the ladder
network paper [Sn+16; Søn+16].8 A more flexible approach is to let qϕ(zl|x, zl+1:L) be learned,
but to force it to share some of its parameters with the learned prior pθ(zl|zl+1:L), as proposed in
[Kin+16]. This reduces the number of parameters in the model, and ensures that the posterior and
prior remain somewhat close.

21.5.2 Example: very deep VAE

There have been many papers exploring different kinds of HVAE models (see e.g., [Kin+16; Sn+16;
Chi21a; VK20a; Maa+19]), and we do not have space to discuss them all. Here we focus on the
“very deep VAE” or VD-VAE model of [Chi21a], since it is simple but yields state of the art
results (at the time of writing).

The architecture is a simple convolutional VAE with bidrectional inference, as shown in Figure 21.12.
For each layer, the prior and posterior are diagonal Gaussians. The author found that nearest-neighbor
upsampling (in the decoder) worked much better than transposed convolution, and avoided posterior
collapse. This enabled training with the vanilla VAE objective, without needing any of the tricks
discussed in Section 21.5.4.

The low-resolution latents (at the top of the hierarchy) capture a lot of the global structure of
each image; the remaining high-resolution latents are just used to fill in details, that make the image
look more realistic, and improve the likelihood. This suggests the model could be useful for lossy

8. The term “ladder network” arises from the horizontal “rungs” in Figure 21.11(right). Note that a similar idea was
independently proposed in [Sal16].

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 21.12: The top-down encoder used by the hierarchical VAE in [Chi21a]. Each convolution is preceded
by the GELU nonlinearity. The model uses average pooling and nearest-neighbor upsampling for the pool and
unpool layers. The posterior qϕ and prior pθ are diagonal Gaussians. From Figure 3 of [Chi21a]. Used with
kind permission of Rewon Child.

Figure 21.13: Samples from a VDVAE model (trained on FFHQ dataset) from different levels of the hierarchy.
From Figure 1 of [Chi21a]. Used with kind permission of Rewon Child.

compression, since a lot of the low-level details can be drawn from the prior (i.e., “hallucinated”),
rather than having to be sent by the encoder.

We can also use the model for unconditional sampling at multiple resolutions. This is illustrated
in Figure 21.13, using a model with 78 stochastic layers trained on the FFHQ-256 dataset.9.

21.5.3 Connection with autoregressive models

Until recently, most hierarchical VAEs only had a small number of stochastic layers. Consequently
the images they generated have not looked as good, or had as high likelihoods, as images produced
by other models, such as the autoregressive PixelCNN model (see Section 22.3.2). However, by
endowing VAEs with many more stochastic layers, it is possible to outperform AR models in terms of

9. This is a 2562 version of the Flickr-Faces High Quality dataset from https://github.com/NVlabs/ffhq-dataset,
which has 80k images at 10242 resoution.
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Input

Latent variables are identical to observed variables

Output Input

Latent variables allow for parallel generation

Output

Figure 21.14: Left: a hierarchical VAE which emulates an autoregressive model using an identify encoder,
autoregressive prior, and identity decoder. Right: a hierarchical VAE with a 2 layer hierarchical latent code.
The bottom hidden nodes (black) are conditionally independent given the top layer. From Figure 2 of [Chi21a].
Used with kind permission of Rewon Child.

likelihood and sample quality, while using fewer parameters and much less computing power [Chi21a;
VK20a; Maa+19].

To see why this is possible, note that we can represent any AR model as a degenerate VAE, as
shown in Figure 21.14(left). The idea is simple: the encoder copies the input into latent space
by setting z1:D = x1:D (so qϕ(zi = xi|z>i,x) = 1), then the model learns an autoregressive prior
pθ(z1:D) =

∏
d p(zd|z1:d−1), and finally the likelihood function just copies the latent vector to output

space, so pθ(xi = zi|z) = 1. Since the encoder computes the exact (albeit degenerate) posterior, we
have qϕ(z|x) = pθ(z|x), so the ELBO is tight and reduces to the log likelihood,

log pθ(x) = log pθ(z) =
∑

d

log pθ(xd|x<d) (21.69)

Thus we can emulate any AR model with a VAE providing it has at least D stochastic layers, where
D is the dimensionality of the observed data.

In practice, data usually lives in a lower-dimensional manifold (see e.g., [DW19]), which can allow
for a much more compact latent code. For example, Figure 21.14(right) shows a hierarchical code
in which the latent factors at the lower level are conditionally independent given the higher level,
and hence can be generated in parallel. Such a tree-like structure can enable sample generation in
O(logD) time, whereas an autoregressive model always takes O(D) time. (Recall that for an image
D is the number of pixels, so it grows quadratically with image resolution. For example, even a tiny
32× 32 image has D = 3072.)

In addition to speed, hierarchical models also require many fewer parameters than “flat” models.
The typical architecture used for generating images is a multi-scale approach: the model starts from
a small, spatially arranged set of latent variables, and at each subsequent layer, the spatial resolution
is increased (usually by a factor of 2). This allows the high level to capture global, long-range
correlations (e.g., the symmetry of a face, or overall skin tone), while letting lower levels capture
fine-grained details.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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21.5.4 Variational pruning

A common problem with hierarchical VAEs is that the higher level latent layers are often ignored, so
the model does not learn interesting high level semantics. This is caused by variational pruning.
This problem is analogous to the issue of latent variable collapse, which we discussed in Section 21.4.

A common heuristic to mitigate this problem is to use KL balancing coefficients [Che+17b], to
ensure that an equal amount of information is encoded in each layer. That is, we use the following
penalty:

L∑

l=1

γlEqϕ(z>l|x) [DKL (qϕ(zl|x, z>l) ∥ pθ(zl|z>l))] (21.70)

The balancing term γl is set to a small value when the KL penalty is small (on the current minibatch),
to encourage use of that layer, and is set to a large value when the KL term is large. (This is only
done during the “warm up period”.) Concretely, [VK20a] proposes to set the coefficients γl to be
proportional to the size of the layer, sl, and the average KL loss:

γl ∝ slEx∼B
[
Eqϕ(z>l|x) [DKL (qϕ(zl|x, z>l) ∥ pθ(zl|z>l))]

]
(21.71)

where B is the current minibatch.

21.5.5 Other optimization difficulties

A common problem when training (hierarchical) VAEs is that the loss can become unstable. The
main reason for this is that the KL term is unbounded (can become infinitely large). In [Chi21a], they
tackle the problem in two ways. First, ensure the initial random weights of the final convolutional
layer in each residual bottleneck block get scaled by 1/

√
L. Second, skip an update step if the norm

of the gradient of the loss exceeds some threshold.
In the Nouveau VAE method of [VK20a], they use some more complicated measures to ensure

stability. First, they use batch normalization, but with various tweaks. Second, they use spectral
regularization for the encoder. Specifically they add the penalty β

∑
i λi, where λi is the largest

singular value of the i’th convolutional layer (estimated using a single power iteration step), and
β ≥ 0 is a tuning parameter. Third, they use inverse autoregressive flows (Section 23.2.4.3) in each
layer, instead of a diagonal Gaussian approximation. Fourth, they represent the posterior using a
residual representation. In particular, let us assume the prior for the i’th variable in layer l is

pθ(z
i
l |z>l) = N (zil |µi(z>l), σi(z>l)) (21.72)

They propose the following posterior approximation:

qϕ(z
i
l |x, z>l) = N

(
zil |µi(z>l) + ∆µi(z>l,x), σi(z>l) ·∆σi(z>l,x)

)
(21.73)

where the ∆ terms are the relative changes computed by the encoder. The corresponding KL penalty
reduces to the following (dropping the l subscript for brevity):

DKL
(
qϕ(z

i|x, z>l) ∥ pθ(zi|z>l)
)
=

1

2

(
∆µ2

i

σ2
i

+∆σ2
i − log∆σ2

i − 1

)
(21.74)

So as long as σi is bounded from below, the KL term can be easily controlled just by adjusting the
encoder parameters.
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Figure 21.15: Autoencoder for MNIST using 256 binary latents. Top row: input images. Middle
row: reconstruction. Bottom row: latent code, reshaped to a 16 × 16 image. Generated by quan-
tized_autoencoder_mnist.ipynb.

21.6 Vector quantization VAE

In this section, we describe VQ-VAE, which stands for “vector quantized VAE” [OVK17; ROV19].
This is like a standard VAE except it uses a set of discrete latent variables.

21.6.1 Autoencoder with binary code

The simplest approach to the problem is to construct a standard VAE, but to add a discretization
layer at the end of the encoder, ze(x) ∈ {0, . . . , S − 1}K , where S is the number of states, and K
is the number of discrete latents. For example, we can binarize the latent vector (using S = 2) by
clipping z to lie in {0, 1}K . This can be useful for data compression (see e.g., [BLS17]).

Suppose we assume the prior over the latent codes is uniform. Since the encoder is deterministic,
the KL divergence reduces to a constant, equal to logK. This avoids the problem with posterior
collapse (Section 21.4). Unfortunately, the discontinuous quantization operation of the encoder
prohibits the direct use of gradient based optimization. The solution proposed in [OVK17] is to use
the straight-through estimator, which we discuss in Section 6.3.8. We show a simple example of this
approach in Figure 21.15, where we use a Gaussian likelihood, so the loss function has the form

L = ||x− d(e(x))||22 (21.75)

where e(x) ∈ {0, 1}K is the encoder, and d(z) ∈ R28×28 is the decoder.

21.6.2 VQ-VAE model

We can get a more expressive model by using a 3d tensor of discrete latents, z ∈ RH×W×K , where
K is the number of discrete values per latent variable. Rather than just binarizing the continuous
vector ze(x)ij , we compare it to a codebook of embedding vectors, {ek : k = 1 : K, ek ∈ RD}, and
then set zij to the index of the nearest codebook entry:

q(zij = k|x) =
{
1 if k = argmink′ ||ze(x)i,j,: − ek′ ||2
0 otherwise

(21.76)

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 21.16: VQ-VAE architecture. From Figure 1 of [OVK17]. Used with kind permission of Aäron van
den Oord.

When reconstructing the input we replace each discrete code index by the corresponding real-valued
codebook vector:

(zq)ij = ek where zij = k (21.77)

These values are then passed to the decoder, p(x|zq), as usual. See Figure 21.16 for an illustration of
the overall architecture. Note that although zq is generated from a discrete combination of codebook
vectors, the use of a distributed code makes the model very expressive. For example, if we use a
grid of 32 × 32, with K = 512, then we can generate 51232×32 = 29216 distinct images, which is
astronomically large.

To fit this model, we can minimize the negative log likelihood (reconstruction error) using the
straight-through estimator, as before. This amounts to passing the gradients from the decoder
input zq(x) to the encoder output ze(x), bypassing Equation (21.76), as shown by the red arrow in
Figure 21.16. Unfortunately this means that the codebook entries will not get any learning signal.
To solve this, the authors proposed to add an extra term to the loss, known as the codebook loss,
that encourages the codebook entries e to match the output of the encoder. We treat the encoder
ze(x) as a fixed target, by adding a stop gradient operator to it; this ensures ze is treated normally
in the forwards pass, but has zero gradient in the backwards pass. The modified loss (dropping the
spatial indices i, j) becomes

L = − log p(x|zq(x)) + ||sg(ze(x))− e||22 (21.78)

where e refers to the codebook vector assigned to ze(x), and sg is the stop gradient operator.
An alternative way to update the codebook vectors is to use moving averages. To see how this

works, first consider the batch setting. Let {zi,1, . . . ,zi,ni} be the set of ni outputs from the encoder
that are closest to the dictionary item ei. We can update ei to minimize the MSE

ni∑

j=1

||zi,j − ei||22 (21.79)
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which has the closed form update

ei =
1

ni

ni∑

j=1

zi,j (21.80)

This is like the M step of the EM algorithm when fitting the mean vectors of a GMM. In the minibatch
setting, we replace the above operations with an exponentially moving average, as follows:

N t
i = γN t−1

i + (1− γ)nti (21.81)

mt
i = γmt−1

i + (1− γ)
∑

j

zti,j (21.82)

eti =
mt
i

N t
i

(21.83)

The authors found γ = 0.9 to work well.
The above procedure will learn to update the codebook vectors so it matches the output of the

encoder. However, it is also important to ensure the encoder does not “change its mind” too often
about what codebook value to use. To prevent this, the authors propose to add a third term to
the loss, known as the commitment loss, that encourages the encoder output to be close to the
codebook values. Thus we get the final loss:

L = − log p(x|zq(x)) + ||sg(ze(x))− e||22 + β||ze(x)− sg(e)||22 (21.84)

The authors found β = 0.25 to work well, although of course the value depends on the scale of the
reconstruction loss (NLL) term. (A probabilistic interpretation of this loss can be found in [Hen+18].)
Overall, the decoder optimizes the first term only, the encoder optimizes the first and last term, and
the embeddings optimize the middle term.

21.6.3 Learning the prior

After training the VQ-VAE model, it is possible to learn a better prior, to match the aggregated
posterior. To do this, we just apply the encoder to a set of data, {xn}, thus converting them to
discrete sequences, {zn}. We can then learn a joint distribution p(z) using any kind of sequence
model. In the original VQ-VAE paper [OVK17], they used the causal convolutional PixelCNN model
(Section 22.3.2). More recent work has used transformer decoders (Section 22.4). Samples from this
prior can then be decoded using the decoder part of the VQ-VAE model. We give some examples of
this in the sections below.

21.6.4 Hierarchical extension (VQ-VAE-2)

In [ROV19], they extend the original VQ-VAE model by using a hierarchical latent code. The model
is illustrated in Figure 21.17. They applied this to images of size 256× 256× 3. The first latent layer
maps this to a quantized representation of size 64× 64, and the second latent layer maps this to a
quantized representation of size 32× 32. This hierarchical scheme allows the top level to focus on
high level semantics of the image, leaving fine visual details, such as texture, to the lower level. (See
Section 21.5 for more discussion of hierarchical VAEs.)

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 21.17: Hierarchical extension of VQ-VAE. (a) Encoder and decoder architecture. (b) Combining a
Pixel-CNN prior with the decoder. From Figure 2 of [ROV19]. Used with kind permission of Aaron van den
Oord.

After fitting the VQ-VAE, they learn a prior over the top level code using a PixelCNN model
augmented with self-attention (Section 16.2.7) to capture long-range dependencies. (This hybrid
model is known as PixelSNAIL [Che+17c].) For the lower level prior, they just use standard PixelCNN,
since attention would be too expensive. Samples from the model can then be decoded using the
VQ-VAE decoder, as shown in Figure 21.17.

21.6.5 Discrete VAE

In VQ-VAE, we use a one-hot encoding for the latents, q(z = k|x) = 1 iff k = argmink ||ze(x)− ek||2,
and then set zq = ek. This does not capture any uncertainty in the latent code, and requires the use
of the straight-through estimator for training.

Various other approaches to fitting VAEs with discrete latent codes have been investigated. In the
DALL-E paper (Section 22.4.2), they use a fairly simple method, based on using the Gumbel-softmax
relaxation for the discrete variables (see Section 6.3.6). In brief, let q(z = k|x) be the probability
that the input x is assigned to codebook entry k. We can exactly sample wk ∼ q(z = k|x) from this
by computing wk = argmaxk gk + log q(z = k|x), where each gk is from a Gumbel distribution. We
can now “relax” this by using a softmax with temperature τ > 0 and computing

wk =
exp( gk+log q(z=k|x)

τ )
∑K
j=1 exp(

gj+log q(z=j|x)
τ )

(21.85)

We now set the latent code to be a weighted sum of the codebook vectors:

zq =

K∑

k=1

wkek (21.86)

In the limit that τ → 0, the distribution over weights w converges to a one-hot disribution, in which
case z becomes equal to one of the codebook entries. But for finite τ , we “fill in” the space between
the vectors.
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Figure 21.18: Illustration of the VQ-GAN. From Figure 2 of [ERO21]. Used with kind permission of Patrick
Esser.

This allows us to express the ELBO in the usual differentiable way:

L = −Eq(z|x) [log p(x|z)] + βDKL (q(z|x) ∥ p(z)) (21.87)

where β > 0 controls the amount of regularization. (Unlike VQ-VAE, the KL term is not a constant,
because the encoder is stochastic.) Furthermore, since the Gumbel noise variables are sampled from
a distribution that is independent of the encoder parameters, we can use the reparameterization trick
(Section 6.3.5) to optimize this.

21.6.6 VQ-GAN

One drawback of VQ-VAE is that it uses mean squared error in its reconstruction loss, which can
result in blurry samples. In the VQ-GAN paper [ERO21], they replace this with a (patch-wise)
GAN loss (see Chapter 26), together with a perceptual loss; this results in much higher visual fidelity.
In addition, they use a transformer (see Section 16.3.5) to model the prior on the latent codes. See
Figure 21.18 for a visualization of the overall model. In [Yu+21], they replace the CNN encoder and
decoder of the VQ-GAN model with transformers, yielding improved results; they call this VIM
(vector-quantized image modeling).

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license





22 Autoregressive models

22.1 Introduction

By the chain rule of probability, we can write any joint distribution over T variables as follows:

p(x1:T ) = p(x1)p(x2|x1)p(x3|x2,x1)p(x4|x3,x2,x1) . . . =

T∏

t=1

p(xt|x1:t−1) (22.1)

where xt ∈ X is the t’th observation, and we define p(x1|x1:0) = p(x1) as the initial state distribution.
This is called an autoregressive model or ARM. This corresponds to a fully connected DAG, in
which each node depends on all its predecessors in the ordering, as shown in Figure 22.1. The models
can also be conditioned on arbitrary inputs or context c, in order to define p(x|c), although we omit
this for notational brevity.

We could of course also factorize the joint distribution “backwards” in time, using

p(x1:T ) =

1∏

t=T

p(xt|xt+1:T ) (22.2)

However, this “anti-causal” direction is often harder to learn (see e.g., [PJS17]).
Although the decomposition in Equation (22.1) is general, each term in this expression (i.e., each

conditional distribution p(xt|x1:t−1)) becomes more and more complex, since it depends on an
increasing number of arguments, which makes the terms slow to compute, and makes estimating
their parameters more data hungry (see Section 2.6.3.2).

One approach to solving this intractability is to make the (first-order) Markov assumption,
which gives rise to a Markov model p(xt|x1:t−1) = p(xt|xt−1), which we discuss in Section 2.6.
(This is also called an auto-regressive model of order 1.) Unfortunately, the Markov assumption is
very limiting. One way to relax it, and to make xt depend on all the past x1:t−1 without explicitly
regressing on them, is to assume the past can be compressed into a hidden state zt. If zt is a
deterministic function of the past observations x1:t−1, the resulting model is known as a recurrent
neural network, discussed in Section 16.3.4. If zt is a stochastic function of the past hidden state,
zt−1, the resulting model is known as a hidden Markov model, which we discuss in Section 29.2.

Another approach is to stay with the general AR model of Equation (22.1), but to use a restricted
functional form, such as some kind of neural network, for the conditionals p(xt|x1:t−1). Thus rather
than making conditional independence assumptions, or explicitly compressing the past into a sufficient



818 Chapter 22. Autoregressive models

x1 x2 x3 x4

Figure 22.1: A fully-connected auto-regressive model.

statistic, we implicitly learn a compact mapping from the past to the future. In the sections below,
we discuss different functional forms for these conditional distributions.

The main advantage of such AR models is that it is easy to compute, and optimize, the exact
likelihood of each sequence (data vector). The main disadvantage is that generating samples is
inherently sequential, which can be slow. In addition, the method does not learn a compact latent
representation of the data.

22.2 Neural autoregressive density estimators (NADE)

A simple way to represent each conditional probability distribution p(xt|x1:t−1) is to use a generalized
linear model, such as logistic regression, as proposed in [Fre98]. We can make the model be more
powerful by using a neural network. The resulting model is called the neural auto-regressive
density estimator or NADE model [LM11].

If we let p(xt|x1:t−1) be a conditional mixture of Gaussians, we get a model known as RNADE
(“real-valued neural autoregressive density estimator”) of [UML13]. More precisely, this has the form

p(xt|x1:t−1) =
K∑

k=1

πt,kN (xt|µt,k, σ2
t,k) (22.3)

where the parameters are generated by a network, (µt,σt,πt) = ft(x1:t−1;θt).
Rather than using separate neural networks, f1, . . . , fT , it is more efficient to create a single

network with T inputs and T outputs. This can be done using masking, resulting in a model called
the MADE (“masked autoencoder for density estimation”) model [Ger+15].

One disadvantage of NADE-type models is that they assume the variables have a natural linear
ordering. This makes sense for temporal or sequential data, but not for more general data types,
such as images or graphs. An orderless extension to NADE was proposed in [UML14; Uri+16].

22.3 Causal CNNs

One approach to representing the distribution p(xt|x1:t−1) is to try to identify patterns in the past
history that might be predictive of the value of xt. If we assume these patterns can occur in any
location, it makes sense to use a convolutional neural network to detect them. However, we need
to make sure we only apply the convolutional mask to past inputs, not future ones. This can be done
using masked convolution, also called causal convolution. We discuss this in more detail below.
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Figure 22.2: Illustration of the wavenet model using dilated (atrous) convolutions, with dilation factors of 1,
2, 4 and 8. From Figure 3 of [Oor+16a]. Used with kind permission of Aäron van den Oord.

22.3.1 1d causal CNN (convolutional Markov models)

Consider the following convolutional Markov model for 1d discrete sequences:

p(x1:T ) =

T∏

t=1

p(xt|x1:t−1;θ) =
T∏

t=1

Cat(xt|softmax(φ(

t−k∑

τ=1

wTxτ :τ+k))) (22.4)

where w is the convolutional filter of size k, and we have assumed a single nonlinearity φ and
categorical output, for notational simplicity. This is like regular 1d convolution except we “mask out”
future inputs, so that xt only depends on the past values. We can of course use deeper models, and
we can condition on input features c.

In order to capture long-range dependencies, we can use dilated convolution (see [Mur22, Sec
14.4.1]). This model has been successfully used to create a state of the art text to speech (TTS)
synthesis system known as wavenet [Oor+16a]. See Figure 22.2 for an illustration.

The wavenet model is a conditional model, p(x|c), where c is a set of linguistic features derived
from an input sequence of words, and x is raw audio. The tacotron system [Wan+17c] is a fully
end-to-end approach, where the input is words rather than linguistic features.

Although wavenet produces high quality speech, it is too slow for use in production systems. How-
ever, it can be “distilled” into a parallel generative model [Oor+18], as we discuss in Section 23.2.4.3.

22.3.2 2d causal CNN (PixelCNN)

We can extend causal convolutions to 2d, to get an autoregressive model of the form

p(x|θ) =
R∏

r=1

C∏

c=1

p(xr,c|fθ(x1:r−1,1:C ,xr,1:c−1)) (22.5)

where R is the number of rows, C is the number of columns, and we condition on all previously
generated pixels in a raster scan order, as illustrated in Figure 22.3. This is called the pixelCNN
model [Oor+16b]. Naive sampling (generation) from this model takes O(N) time, where N = RC is
the number of pixels, but [Ree+17] shows how to use a multiscale approach to reduce the complexity
to O(logN).
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820 Chapter 22. Autoregressive models

Figure 22.3: Illustration of causal 2d convolution in the PixelCNN model. The red histogram shows the
empirical distribution over discretized values for a single pixel of a single RGB channel. The red and green
5× 5 array shows the binary mask, which selects the top left context, in order to ensure the convolution is
causal. The diagrams on the right illustrate how we can avoid blind spots by using a vertical context stack,
that contains all previous rows, and a horizontal context stack, that just contains values from the current row.
From Figure 1 of [Oor+16b]. Used with kind permission of Aaron van den Oord.

Various extensions of this model have been proposed. The pixelCNN++ model of [Sal+17c]
improved the quality by using a mixture of logistic distributions, to capture the multimodality
of p(xi|x1:i−1). The pixelRNN of [OKK16] combined masked convolution with an RNN to get
even longer range contextual dependencies. The Subscale Pixel Network of [MK19] proposed to
generate the pixels such that the higher order bits are sampled before lower order bits, which allows
high resolution details to be sampled conditioned on low resolution versions of the whole image,
rather than just the top left corner.

22.4 Transformers

We introduced transformers in Section 16.3.5. They can be used for encoding sequences (as in BERT),
or for decoding (generating) sequences. We can also combine the two, using an encoder-decoder
combination, for conditional generation from p(y|c). Alternatively, we can define a joint sequence
model p(c,y), where c is the conditioning or context prompt, and then just condition the joint model,
by giving it as the initial context.

The decoder (generator) works as follows. At each step t, the model applies masked (causal) self
attention (Section 16.2.7) to the first t inputs, y1:t, to compute a set of attention weights, a1:t. From
this it computes an activation vector zt =

∑t
τ=1 atyt. This is then passed through a feed-forward

layer to compute ht = MLP(zt). This process is repeated for each layer in the model. Finally the
output is used to predict the next element in the sequence, yt+1 ∼ Cat(softmax(Wht)).

At training time, all predictions can happen in parallel, since the target generated sequence is
already available. That is, the t’th output yt can be predicted given inputs y1:t−1, and this can be
done for all t simultaneously. However, at test time, the model must be applied sequentially, so the
output generated at t+ 1 is fed back into the model to predict t+ 2, etc. Note that the running time
of transformers is O(T 2), although a variety of more efficient versions have been developed (see e.g.,
[Mur22, Sec 15.6] for details).

Transformers are the basis of many popular (conditional) generative models for sequences. We
give some examples below.
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Figure 22.4: Illustration of few shot learning with GPT-3. The model is asked to create an example sentence
using a new word whose meaning is provided in the prompt. Boldface is GPT-3’s completions, light gray is
human input. From Figure 3.16 of [Bro+20d].

22.4.1 Text generation (GPT, etc.)

In [Rad+18], OpenAI proposed a model called GPT, which is short for “Generative Pre-training
Transformer”. This is a decoder-only transformer model that uses causal (masked) attention. In
[Rad+19], they propose GPT-2, which is a larger version of GPT (1.5 billion parameters, or 6.5GB,
for the XL version), trained on a large web corpus (8 million pages, or 40GB). They also simplify the
training objective, and just train it using maximum likelihood.

After GPT-2, OpenAI released GPT-3 [Bro+20d], which is an even larger version of GPT-2 (175
billion parameters), trained on even more data (300 billion words), but based on the same principles.
(Training was estimated to take 355 GPU years and cost $4.6M.) Due to the large size of the data
and model, GPT-3 shows even more remarkable abilities to generate novel text. In particular, the
output can be (partially) controlled by just changing the conditioning prompt. This enables the
model to perform tasks that it has never been trained on, just by giving it some examples in the
prompt. This is called “in-context learning”. See Figure 22.4 for an example, and Section 19.5.1.2
for more details.

More recently, OpenAI released ChatGPT [Ope], which is an improved version of GPT-3 which has
been trained to have interactive dialogs by using a technique called reinforcement learning from
human feedback or RLHF, a technique first introduced in the InstructGPT paper [Ouy+22].
This uses RL techniques such as PPO (Section 35.3.4) to fine tune the model so that it generates
responses that are more “aligned” with human intent, as estimated by a ranking model, which is
pre-trained on supervised data.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



822 Chapter 22. Autoregressive models

(JAX):
Yo, PyTorch, you think you’re hot stuff.
But JAX is where it’s at, no need to bluff.
Your popularity might be on the rise
But when it comes to performance, we’re the guys.

With automatic differentation, we’re a breeze
Training neural nets with ease
Our functional approach is innovative and unique
PyTorch can’t touch our speed, try and keep up, meek

(PyTorch):
Hold up, JAX, you might be fast
But PyTorch is the one that’s built to last
We may not have the fancy functional flair
But our flexibility sets us above the pair

Our community is strong and growing each day
Suppporting us in every single way
We may not be the newest on the block
But we’lll always be the torch that leads the flock

Figure 22.5: ChatGPT response to the prompt “Write a rap battle about PyTorch and JAX”. Used with kind per-
mission of Paige Bailey. From https: // twitter. com/ DynamicWebPaige/ status/ 1601743574369902593 .

Despite the impressive performance of these large language models or LLMs (see Figure 22.5 for
an example), there are several open problems with them, such as: they often confidently hallucinate
incorrect answers to questions (see e.g., [Ji+22]); they can generate biased or toxic output (see e.g.,
[Lia+]); and they are very resource intensive to train and serve (see e.g., [SPS20]).

The basic ideas behind LLMs are quite simple (maximum likelihood training of an autoregresssive
transformer), and they can be implemented in about 300 lines of code.1 However, just by scaling up
the size of the models and datasets, it seems that qualitatively new capabilities can emerge (see e.g.,
[Wei+22]). Nevertheless, although this approach is good at learning formal linguistic competence
(surface form), it is not clear if it is sufficient to learn functional linguistic competence, which requires
a deeper, non-linguistic understanding of the world derived from experience [Mah+23].

22.4.2 Image generation (DALL-E, etc.)

The DALL-E model2 from OpenAI [Ram+21a] can generate images of remarkable quality and
diversity given text prompts, as shown in Figure 22.6. The methodology is conceptually quite
straightforward, and most of the effort went into data collection (they scraped the web for 250 million
image-text pairs) and scaling up the training (they fit a model with 12 billion parameters). Here we
just focus on the algorithmic methods.

The basic idea is to transform an image x into a sequence of discrete tokens z using a discrete
VAE model (Section 21.6.5). We then fit a transformer to the concatentation of the image tokens z

1. See e.g., https://github.com/karpathy/nanoGPT.
2. The name is derived from the artist Salvador Dalí and Pixar’s movied “WALL-E”
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(a) an armchair in the shape of an avo-
cado.

(b) an illustration of a baby hedgehog in
a christmas sweater walking a dog

Figure 22.6: Some images generated by the DALL-E model in response to a text prompt. (a) “An armchair in
the shape of an avocado”. (b) “An illustration of a baby hedgehog in a christmas sweater walking a dog”. From
https: // openai. com/ blog/ dall-e . Used with kind permission of Aditya Ramesh.

and text tokens y to get a joint model of the form p(z,y).
To sample an image x given a text prompt y, we sample a latent code z ∼ p(z|y) by conditioning

the transformer on the prompt y, and then we feed z into the VAE decoder to get the image
x ∼ p(x|z). Multiple images are generated for each prompt, and these are then ranked according to
a pre-trained critic, which gives them scores depending on how well the generated image matches
the input text: sn = critic(xn,yn). The critic they used was the contrastive CLIP model (see
Section 32.3.4.1). This discriminative reranking significantly improves the results.

Some sample results are shown in Figure 22.6, and more can be found online at https://openai.
com/blog/dall-e/. The image on the right of Figure 22.6 is particularly interesting, since the
prompt — “An illustration of a baby hedgehog in a christmas sweater walking a dog” — arguably
requires that the model solve the “variable binding problem”. This refers to the fact that the
sentence implies the hedgehog should be wearing the sweater and not the dog. We see that the model
sometimes interprets this correctly, but not always: sometimes it draws both animals with Christmas
sweaters. In addition, sometimes it draws a hedgehog walking a smaller hedgehog. The quality of
the results can also be sensitive to the form of the prompt.

The PARTI model [Yu+22] from Google follows similar high level ideas to DALL-E, but has been
scaled to an even larger size. The larger models perform qualitatively much better, as shown in
Figure 20.3.

Other recent approaches to (conditional) image generation — such as DALL-E 2 [Ram+22] from
Open-AI, Imagen [Sah+22b] from Google, and Stable diffusion [Rom+22] from Stability.AI — are
based on diffusion rather than applying a transformer to discretized image patches. See Section 25.6.4
for details.

22.4.3 Other applications

Transformers have been used to generate many other kinds of (discrete) data, such as midi music
sequences [Hua+18a], protein sequences [Gan+23], etc.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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23 Normalizing flows

This chapter is written by George Papamakarios and Balaji Lakshminarayanan.

23.1 Introduction

In this chapter we discuss normalizing flows, a class of flexible density models that can be
easily sampled from and whose exact likelihood function is efficient to compute. Such models
can be used for many tasks, such as density modeling, inference and generative modeling. We
introduce the key principles of normalizing flows and refer to recent surveys by Papamakarios et al.
[Pap+19] and Kobyzev, Prince, and Brubaker [KPB19] for readers interested in learning more. See
also https://github.com/janosh/awesome-normalizing-flows for a list of papers and software
packages.

23.1.1 Preliminaries

Normalizing flows create complex probability distributions p(x) by passing random variables u ∈ RD,
drawn from a simple base distribution p(u) through a nonlinear but invertible transformation
f : RD → RD. That is, p(x) is defined by the following process:

x = f(u) where u ∼ p(u). (23.1)

The base distribution is typically chosen to be simple, for example standard Gaussian or uniform, so
that we can easily sample from it and compute the density p(u). A flexible enough transformation
f can induce a complex distribution on the transformed variable x even if the base distribution is
simple.

Sampling from p(x) is straightforward: we first sample u from p(u) and then compute x = f(u).
To compute the density p(x), we rely on the fact that f is invertible. Let g(x) = f−1(x) = u be
the inverse mapping, which “normalizes” the data distribution by mapping it back to the base
distribution (which is often a normal distribution). Using the change-of-variables formula for random
variables from Equation (2.257), we have

px(x) = pu(g(x))|detJ(g)(x)| = pu(u)|detJ(f)(u)|−1, (23.2)

where J(f)(u) = ∂f
∂u |u is the Jacobian matrix of f evaluated at u. Taking logs of both sides of

Equation (23.2), we get

log px(x) = log pu(u)− log |detJ(f)(u)|. (23.3)

https://github.com/janosh/awesome-normalizing-flows
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As discussed above, p(u) is typically easy to evaluate. So, if one can use flexible invertible transforma-
tions f whose Jacobian determinant detJ(f)(u) can be computed efficiently, then one can construct
complex densities p(x) that allow exact sampling and efficient exact likelihood computation. This is
in contrast to latent variable models, which require methods like variational inference to lower-bound
the likelihood.

One might wonder how flexible are the densities p(x) obtained by transforming random variables
sampled from simple p(u). It turns out that we can use this method to approximate any smooth
distribution. To see this, consider the scenario where the base distribution p(u) is a one-dimensional
uniform distribution. Recall that inverse transform sampling (Section 11.3.1) samples random
variables from a uniform distribution and transforms them using the inverse cumulative distribution
function (cdf) to generate samples from the desired density. We can use this method to sample
from any one-dimensional density as long as the transformation f is powerful enough to model the
inverse cdf (which is a reasonable assumption for well-behaved densities whose cdf is invertible and
differentiable). We can further extend this argument to multiple dimensions by first expressing the
density p(x) as a product of one-dimensional conditionals using the chain rule of probability, and then
applying inverse transform sampling to each one-dimensional conditional. The result is a normalizing
flow that transforms a product of uniform distributions into any desired distribution p(x). We refer
to [Pap+19] for a more detailed proof.

How do we define flexible invertible mappings whose Jacobian determinant is easy to compute?
We discuss this topic in detail in Section 23.2, but in summary, there are two main ways. The first
approach is to define a set of simple transformations that are invertible by design, and whose Jacobian
determinant is easy to compute; for instance, if the Jacobian is a triangular matrix, its determinant
can be computed efficiently. The second approach is to exploit the fact that a composition of invertible
functions is also invertible, and the overall Jacobian determinant is just the product of the individual
Jacobian determinants. More precisely, if f = fN ◦ · · · ◦ f1 where each fi is invertible, then f is also
invertible, with inverse g = g1 ◦ · · · ◦ gN and log Jacobian determinant given by

log |detJ(g)(x)| =
N∑

i=1

log |detJ(gi)(ui)| (23.4)

where ui = fi ◦ · · · ◦ f1(u) is the i’th intermediate output of the flow. This allows us to create
complex flows from simple components, just as graphical models allow us to create complex joint
distributions from simpler conditional distributions.

Finally, a note on terminology. An invertible transformation is also known as a bijection. A
bijection that is differentiable and has a differentiable inverse is known as a diffeomorphism. The
transformation f of a flow model is a diffeomorphism, although in the rest of this chapter we will refer
to it as a “bijection” for simplicity, leaving the differentiability implicit. The density px(x) of a flow
model is also known as the pushforward of the base distribution pu(u) through the transformation
f , and is sometimes denoted as px = f∗pu. Finally, in mathematics the term “flow” refers to any
family of diffeomorphisms ft indexed by a real number t such that t = 0 indexes the identity function,
and t1+ t2 indexes ft2 ◦ft1 (in physics, t often represents time). In machine learning we use the term
“flow” by analogy to the above meaning, to highlight the fact that we can create flexible invertible
transformations by composing simpler ones; in this sense, the index t is analogous to the number i of
transformations in fi ◦ · · · ◦ f1.
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23.1.2 How to train a flow model

There are two common applications of normalizing flows. The first one is density estimation of
observed data, which is achieved by fitting pθ(x) to the data and using it as an estimate of the
data density, potentially followed by generating new data from pθ(x). The second one is variational
inference, which involves sampling from and evaluating a variational posterior qθ(z|x) parameterized
by the flow model. As we will see below, these applications optimize different objectives and impose
different computational constraints on the flow model.

23.1.2.1 Density estimation

Density estimation requires maximizing the likelihood function in Equation (23.2). This requires that
we can efficiently evaluate the inverse flow u = f−1(x) and its Jacobian determinant detJ(f−1)(x)
for any given x. After optimizing the model, we can optionally use it to generate new data. To
sample new points, we require that the forwards mapping f be tractable.

23.1.2.2 Variational inference

Normalizing flows are commonly used for variational inference to parameterize the approximate
posterior distribution in latent variable models, as discussed in Section 10.4.3. Consider a latent
variable model with continuous latent variables z and observable variables x. For simplicity, we
consider the model parameters to be fixed as we are interested in approximating the true posterior
p∗(z|x) with a normalizing flow qθ(z|x).1 As discussed in Section 10.1.1.2, the variational parameters
are trained by maximizing the evidence lower bound (ELBO), given by

L(θ) = Eqθ(z|x) [log p(x|z) + log p(z)− log qθ(z|x)] (23.5)

When viewing the ELBO as a function of θ, it can be simplified as follows (note we drop the
dependency on x for simplicity):

L(θ) = Eqθ(z) [ℓθ(z)] . (23.6)

Let qθ(z) denote a normalizing flow with base distribution q(u) and transformation z = fθ(u). Then
the reparameterization trick (Section 6.3.5) allows us to optimize the parameters using stochastic
gradients. To achieve this, we first write the expectation with respect to the base distribution:

L(θ) = Eqθ(z) [ℓθ(z)] = Eq(u) [ℓθ(fθ(u))] . (23.7)

Then, since the base distribution does not depend on θ, we can obtain stochastic gradients as follows:

∇θL(θ) = Eq(u) [∇θℓθ(fθ(u))] ≈
1

N

N∑

n=1

∇θℓθ(fθ(un)), (23.8)

where {un}Nn=1 are samples from q(u).

1. We denote the parameters of the variational posterior by θ here, which should not be confused with the model
parameters which are also typically denoted by θ elsewhere.
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828 Chapter 23. Normalizing flows

As we can see, in order to optimize this objective, we need to be able to efficiently sample
from qθ(z|x) and evaluate the probability density of these samples during optimization. (See
Section 23.2.4.3 for details on how to do this.) This is contrast to the MLE approach in Section 23.1.2.1,
which requires that we be able to compute efficiently the density of arbitrary training datapoints,
but it does not require samples during optimization.

23.2 Constructing flows

In this section, we discuss how to compute various kinds of flows that are invertible by design and
have efficiently computable Jacobian determinants.

23.2.1 Affine flows

A simple choice is to use an affine transformation x = f(u) = Au+ b. This is a bijection if and
only if A is an invertible square matrix. The Jacobian determinant of f is detA, and its inverse is
u = f−1(x) = A−1(x− b). A flow consisting of affine bijections is called an affine flow, or a linear
flow if we ignore b.

On their own, affine flows are limited in their expressive power. For example, suppose the base
distribution is Gaussian, p(u) = N (u|µ,Σ). Then the pushforward distribution after an affine
bijection is still Gaussian, p(x) = N (x|Aµ+b,AΣAT). However, affine bijections are useful building
blocks when composed with the non-affine bijections we discuss later, as they encourage “mixing” of
dimensions through the flow.

For practical reasons, we need to ensure the Jacobian determinant and the inverse of the flow are
fast to compute. In general, computing detA and A−1 explicitly takes O(D3) time. To reduce the
cost, we can add structure to A. If A is diagonal, the cost becomes O(D). If A is triangular, the
Jacobian determinant is the product of the diagonal elements, so it takes O(D) time; inverting the
flow requires solving the triangular system Au = x− b, which can be done with backsubstitution in
O(D2) time.

The result of a triangular transformation depends on the ordering of the dimensions. To reduce
sensitivity to this, and to encourage “mixing” of dimensions, we can multiply A with a permutation
matrix, which has an absolute determinant of 1. We often use a permutation that reverses the indices
at each layer or that randomly shuffles them. However, usually the permutation at each layer is fixed
rather than learned.

For spatially structured data (such as images), we can define A to be a convolution matrix. For
example, GLOW [KD18b] uses 1× 1 convolution; this is equivalent to pointwise linear transformation
across feature dimensions, but regular convolution across spatial dimensions. Two more general meth-
ods for modeling d× d convolutions are presented in [HBW19], one based on stacking autoregressive
convolutions, and the other on carrying out the convolution in the Fourier domain.

23.2.2 Elementwise flows

Let h : R→ R be a scalar-valued bijection. We can create a vector-valued bijection f : RD → RD
by applying h elementwise, that is, f(u) = (h(u1), . . . , h(uD)). The function f is invertible, and
its Jacobian determinant is given by

∏D
i=1

dh
dui

. A flow composed of such bijections is known as an
elementwise flow.
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Figure 23.1: Non-linear squared flow (NLSq). Left: an invertible mapping consisting of 4 NLSq layers.
Middle: red is the base distribution (Gaussian), blue is the distribution induced by the mapping on the left.
Right: density of a 5-layer autoregressive flow using NLSq transformations and a Gaussian base density,
trained on a mixture of 4 Gaussians. From Figure 5 of [ZR19b]. Used with kind permission of Zachary
Ziegler.

On their own, elementwise flows are limited, since they do not model dependencies between the
elements. However, they are useful building blocks for more complex flows, such as coupling flows
(Section 23.2.3) and autoregressive flows (Section 23.2.4), as we will see later. In this section, we
discuss techniques for constructing scalar-valued bijections h : R→ R for use in elementwise flows.

23.2.2.1 Affine scalar bijection

An affine scalar bijection has the form h(u;θ) = au+ b, where θ = (a, b) ∈ R2. (This is a scalar
version of an affine flow.) Its derivative dh

du is equal to a. It is invertible if and only if a ̸= 0. In
practice, we often parameterize a to be positive, for example by making it the exponential or the
softplus of an unconstrained parameter. When a = 1, h(u;θ) = u+ b is often called an additive
scalar bijection.

23.2.2.2 Higher-order perturbations

The affine scalar bijection is simple to use, but limited. We can make it more flexible by adding
higher-order perturbations, under the constraint that invertibility is preserved. For example, Ziegler
and Rush [ZR19b] propose the following, which they term non-linear squared flow:

h(u;θ) = au+ b+
c

1 + (du+ e)2
, (23.9)

where θ = (a, b, c, d, e) ∈ R5. When c = 0, this reduces to the affine case. When c ̸= 0, it adds an
inverse-quadratic perturbation, which can induce multimodality as shown in Figure 23.1. Under the
constraints a > 9

8
√
3
cd and d > 0 the function becomes invertible, and its inverse can be computed

analytically by solving a quadratic polynomial.

23.2.2.3 Combinations of strictly monotonic scalar functions

A strictly monotonic scalar function is one that is always increasing (has positive derivative everywhere)
or always decreasing (has negative derivative everywhere). Such functions are invertible. Many
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830 Chapter 23. Normalizing flows

activation functions, such as the logistic sigmoid σ(u) = 1/(1 + exp(−u)), are strictly monotonic.
Using such activation functions as a starting point, we can build more flexible monotonic functions

via conical combination (linear combination with positive coefficients) and function composition.
Suppose h1, . . . , hK are strictly increasing; then the following are also strictly increasing:

• a1h1 + · · ·+ aKhK + b with ak > 0 (conical combination with a bias),

• h1 ◦ · · · ◦ hK (function composition).

By repeating the above two constructions, we can build arbitrarily complex increasing functions. For
example, a composition of conical combinations of logistic sigmoids is just an MLP where all weights
are positive [Hua+18b].

The derivative of such a scalar bijection can be computed by repeatedly applying the chain rule,
and in practice can be done with automatic differentiation. However, the inverse is not typically
computable in closed form. In practice we can compute the inverse using bisection search, since the
function is monotonic.

23.2.2.4 Scalar bijections from integration

A simple way to ensure a scalar function is strictly monotonic is to constrain its derivative to be
positive. Let h′ = dh

du be this derivative. Wehenkel and Louppe [WL19] directly parameterize h′ with
a neural network whose output is made positive via an ELU activation function shifted up by 1.
They then integrate the derivative numerically to get the bijection:

h(u) =

∫ u

0

h′(t)dt+ b, (23.10)

where b is a bias. They call this approach unconstrained monotonic neural networks.
The above integral is generally not computable in closed form. It can be, however, if h′ is

constrained appropriately. For example, Jaini, Selby, and Yu [JSY19] take h′ to be a sum of K
squared polynomials of degree L:

h′(u) =
K∑

k=1

(
L∑

ℓ=0

akℓ u
ℓ

)2

. (23.11)

This makes h′ a non-negative polynomial of degree 2L. The integral is analytically tractable, and
makes h an increasing polynomial of degree 2L+ 1. For L = 0, h′ is constant, so h reduces to an
affine scalar bijection.

In these approaches, the derivative of the bijection can just be read off. However, the inverse is not
analytically computable in general. In practice, we can use bisection search to compute the inverse
numerically.

23.2.2.5 Splines

Another way to construct monotonic scalar functions is using splines. These are piecewise-polynomial
or piecewise-rational functions, parameterized in terms of K + 1 knots (uk, xk) through which the
spline passes. That is, we set h(uk) = xk, and define h on the interval (uk−1, uk) by interpolating
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Figure 23.2: Illustration of a coupling layer x = f(u). A bijection, with parameters determined by uB, is
applied to uA to generate xA; meanwhile xB = uB is passed through unchanged, so the mapping can be
inverted. From Figure 3 of [KPB19]. Used with kind permission of Ivan Kobyzev.

from xk−1 to xk with a polynomial or rational function (ratio of two polynomials). By increasing the
number of knots we can create arbitrarily flexible monotonic functions.

Different ways to interpolate between knots give different types of spline. A simple choice is
to interpolate linearly [Mül+19a]. However, this makes the derivative discontinuous at the knots.
Interpolating with quadratic polynomials [Mül+19a] gives enough flexibility to make the derivative
continuous. Interpolating with cubic polynomials [Dur+19], ratios of linear polynomials [DEL20],
or ratios of quadratic polynomials [DBP19] allows the derivatives at the knots to be arbitrary
parameters.

The spline is strictly increasing if we take uk−1 < uk, xk−1 < xk, and make sure the interpolation
between knots is itself increasing. Depending on the flexibility on the interpolating function, more
than one interpolation may exist; in practice we choose one that is guaranteed to be always increasing
(see references above for details).

An advantage of splines is that they can be inverted analytically if the interpolating functions
only contain low-degree polynomials. In this case, we compute u = h−1(x) as follows: first, we use
binary search to locate the interval (xk−1, xk) in which x lies; then, we analytically solve the resulting
low-degree polynomial for u.

23.2.3 Coupling flows

In this section we describe coupling flows, which allow us to model dependencies between dimensions
using arbitrary non-linear functions (such as deep neural networks). Consider a partition of the input
u ∈ RD into two subspaces, (uA,uB) ∈ Rd × RD−d, where d is an integer between 1 and D − 1.
Assume a bijection f̂(·;θ) : Rd → Rd parameterized by θ and acting on the subspace Rd. We define
the function f : RD → RD given by x = f(u) as follows:

xA = f̂(uA; Θ(uB)) (23.12)

xB = uB . (23.13)

See Figure 23.2 for an illustration. The function f is called a coupling layer [DKB15; DSDB17],
because it “couples” uA and uB together though f̂ and Θ. We refer to flows consisting of coupling
layers as coupling flows.
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832 Chapter 23. Normalizing flows

The parameters of f̂ are computed by θ = Θ(uB), where Θ is an arbitrary function called the
conditioner. Unlike affine flows, which mix dimensions linearly, and elementwise flows, which do
not mix dimensions at all, coupling flows can mix dimensions with a flexible non-linear conditioner Θ.
In practice we often implement Θ as a deep neural network; any architecture can be used, including
MLPs, CNNs, ResNets, etc.

The coupling layer f is invertible, and its inverse is given by u = f−1(x), where

uA = f̂−1(xA; Θ(xB)) (23.14)

uB = xB . (23.15)

That is, f−1 is given by simply replacing f̂ with f̂−1. Because xB does not depend on uA, the
Jacobian of f is block triangular:

J(f) =

(
∂xA/∂uA ∂xA/∂uB

∂xB/∂uA ∂xB/∂uB

)
=

(
J(̂f) ∂xA/∂uB

0 I

)
. (23.16)

Thus, detJ(f) is equal to detJ(̂f).
We often define f̂ to be an elementwise bijection, so that f̂−1 and detJ(̂f) are easy to compute.

That is, we define:

f̂(uA;θ) =
(
h(uA1 ;θ1), . . . , h(u

A
d ;θd)

)
, (23.17)

where h(·;θi) is a scalar bijection parameterized by θi. Any of the scalar bijections described in
Section 23.2.2 can be used here. For example, h(·;θi) can be an affine bijection with θi its scale and
shift parameters (Section 23.2.2.1); or it can be a monotonic MLP with θi its weights and biases
(Section 23.2.2.3); or it can be a monotonic spline with θi its knot coordinates (Section 23.2.2.5).

There are many ways to define the partition of u into (uA,uB). A simple way is just to partition
u into two halves. We can also exploit spatial structure in the partitioning. For example, if u is an
image, we can partition its pixels using a “checkerboard” pattern, where pixels in “black squares” are
in uA and pixels in “white squares” are in uB [DSDB17]. Since only part of the input is transformed
by each coupling layer, in practice we typically employ different partitions along a coupling flow, to
ensure all variables get transformed and are given the opportunity to interact.

Finally, if f̂ is an elementwise bijection, we can implement arbitrary partitions easily using a binary
mask b as follows:

x = b⊙u+ (1− b)⊙ f̂(u; Θ(b⊙u)), (23.18)

where ⊙ denotes elementwise multiplication. A value of 0 in b indicates that the corresponding
element in u is transformed (belongs to uA); a value of 1 indicates that it remains unchanged (belongs
to uB).

As an example, we fit a masked coupling flow, created from piecewise rational quadratic splines, to
the two moons dataset. Samples from each layer of the fitted model are shown in Figure 23.3.

23.2.4 Autoregressive flows

In this section we discuss autoregressive flows, which are flows composed of autoregressive bijections.
Like coupling flows, autoregressive flows allow us to model dependencies between variables with
arbitrary non-linear functions, such as deep neural networks.

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



23.2. Constructing flows 833

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 23.3: (a) Two moons dataset. (b) Samples from a normalizing flow fit to this dataset. Generated by
two_moons_nsf_normalizing_flow.ipynb.

Suppose the input u contains D scalar elements, that is, u = (u1, . . . , uD) ∈ RD. We define an
autoregressive bijection f : RD → RD, its output denoted by x = (x1, . . . , xD) ∈ RD, as follows:

xi = h(ui; Θi(x1:i−1)), i = 1, . . . , D. (23.19)

Each output xi depends on the corresponding input ui and all previous outputs x1:i−1 = (x1, . . . , xi−1).
The function h(·;θ) : R→ R is a scalar bijection (for example, one of those described in Section 23.2.2),
and is parameterized by θ. The function Θi is a conditioner that outputs the parameters θi that
yield xi, given all previous outputs x1:i−1. Like in coupling flows, Θi can be an arbitrary non-linear
function, and is often parameterized as a deep neural network.

Because h is invertible, f is also invertible, and its inverse is given by:

ui = h−1(xi; Θi(x1:i−1)), i = 1, . . . , D. (23.20)

An important property of f is that each output xi depends on u1:i = (u1, . . . , ui), but not on
ui+1:D = (ui+1, . . . , uD); as a result, the partial derivative ∂xi/∂uj is identically zero whenever j > i.
Therefore, the Jacobian matrix J(f) is triangular, and its determinant is simply the product of its
diagonal entries:

detJ(f) =

D∏

i=1

∂xi
∂ui

=

D∏

i=1

dh

dui
. (23.21)

In other words, the autoregressive structure of f leads to a Jacobian determinant that can be
computed efficiently in O(D) time.

Although invertible, autoregressive bijections are computationally asymmetric: evaluating f is
inherently sequential, whereas evaluating f−1 is inherently parallel. That is because we need x1:i−1 to

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license

https://probml.github.io/notebooks#two_moons_nsf_normalizing_flow.ipynb


834 Chapter 23. Normalizing flows

(a) (b)

Figure 23.4: (a) Affine autoregressive flow with one layer. In this figure, u is the input to the flow (sample
from the base distribution) and x is its output (sample from the transformed distribution). (b) Inverse of the
above. From [Jan18]. Used with kind permission of Eric Jang.

compute xi; therefore, computing the components of x must be done sequentially, by first computing
x1, then using it to compute x2, then using x1 and x2 to compute x3, and so on. On the other hand,
computing the inverse can be done in parallel for each ui, since u does not appear on the right-hand
side of Equation (23.20). Hence, in practice it is often faster to compute f−1 than to compute f ,
assuming h and h−1 have similar computational cost.

23.2.4.1 Affine autoregressive flows

For a concrete example, we can take h to be an affine scalar bijection (Section 23.2.2.1) parameterized
by a log scale α and a bias µ. Such autoregressive flows are known as affine autoregressive flows.
The parameters of the i’th component, αi and µi, are functions of x1:i−1, so f takes the following
form:

xi = ui exp(αi(x1:i−1)) + µi(x1:i−1). (23.22)

This is illustrated in Figure 23.4(a). We can invert this by

ui = (xi − µi(x1:i−1)) exp(−αi(x1:i−1)). (23.23)

This is illustrated in Figure 23.4(b). Finally, we can calculate the log absolute Jacobian determinant
by

log |detJ(f)| = log

∣∣∣∣∣
D∏

i=1

exp(αi(x1:i−1))

∣∣∣∣∣ =
D∑

i=1

αi(x1:i−1). (23.24)

Let us look at an example of an affine autoregressive flow on a 2d density estimation problem.
Consider an affine autoregressive flow x = (x1, x2) = f(u), where u ∼ N (0, I) and f is a single
autoregressive bijection. Since x1 is an affine transformation of u1 ∼ N (0, 1), it is Gaussian with
mean µ1 and standard deviation σ1 = expα1. Similarly, if we consider x1 fixed, x2 is an affine
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(a) (b) (c)

Figure 23.5: Density estimation with affine autoregressive flows, using a Gaussian base distribution. (a) True
density. (b) Estimated density using a single autoregressive layer with ordering (x1, x2). On the left (contour
plot) we show p(x). On the right (green dots) we show samples of u = f−1(x), where x is sampled from the
true density. (c) Same as (b), but using 5 autoregressive layers and reversing the variable ordering after each
layer. Adapted from Figure 1 of [PPM17]. Used with kind permission of Iain Murray.

transformation of u2 ∼ N (0, 1), so it is conditionally Gaussian with mean µ2(x1) and standard
deviation σ2(x1) = expα2(x1). Thus, a single affine autoregressive bijection will always produce a
distribution with Gaussian conditionals, that is, a distribution of the following form:

p(x1, x2) = p(x1) p(x2|x1) = N (x1|µ1, σ
2
1)N (x2|µ2(x1), σ2(x1)

2) (23.25)

This result generalizes to an arbitrary number of dimensions D.
A single affine bijection is not very powerful, regardless of how flexible the functions α2(x1) and

µ2(x1) are. For example, suppose we want to fit the cross-shaped density shown in Figure 23.5(a)
with such a flow. The resulting maximum-likelihood fit is shown in Figure 23.5(b). The red contours
show the predictive distribution, p̂(x), which clearly fails to capture the true distribution. The green
dots show transformed versions of the data samples, p(u); we see that this is far from the Gaussian
base distribution.

Fortunately, we can obtain a better fit by composing multiple autoregressive bijections (layers),
and reversing the order of the variables after each layer. For example, Figure 23.5(c) shows the
results of an affine autoregressive flow with 5 layers applied to the same problem. The red contours
show that we have matched the empirical distribution, and the green dots show we have matched the
Gaussian base distribution.

Note that another way to obtain a better fit is to replace the affine bijection h with a more flexible
one, such as a monotonic MLP (Section 23.2.2.3) or a monotonic spline (Section 23.2.2.5).

23.2.4.2 Masked autoregressive flows

As we have seen, the conditioners Θi can be arbitrary non-linear functions. The most straightforward
way to parameterize them is separately for each i, for example by using D separate neural networks.
However, this can be parameter-inefficient for large D.

In practice, we often share parameters between conditioners by combining them into a single
model Θ that takes in x and outputs (θ1, . . . ,θD). For the bijection to remain autoregressive, we
must constrain Θ so that θi depends only on x1:i−1 and not on xi:D. One way to achieve this is to
start with an arbitrary neural network (an MLP, a CNN, a ResNet, etc.), and drop connections (for
example, by zeroing out weights) until θi is only a function of x1:i−1.
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Figure 23.6: Inverse autoregressive flow that uses affine scalar bijections. In this figure, u is the input to the
flow (sample from the base distribution) and x is its output (sample from the transformed distribution) From
[Jan18]. Used with kind permission of Eric Jang.

An example of this approach is the masked autoregressive flow (MAF) model of [PPM17].
This model is an affine autoregressive flow combined with permutation layers, as we described in
Section 23.2.4.1. MAF implements the combined conditioner Θ as follows: it starts with an MLP,
and then multiplies (elementwise) the weight matrix of each layer with a binary mask of the same
size (different masks are used for different layers). The masks are constructed using the method of
[Ger+15]. This ensures that all computational paths from xj to θi are zeroed out whenever j ≥ i,
effectively making θi only a function of x1:i−1. Still, evaluating the masked conditioner Θ has the
same computational cost as evaluating the original (unmasked) MLP.

The key advantage of MAF (and of related models) is that, given x, all parameters (θ1, . . . ,θD)
can be computed efficiently with one neural network evaluation, so the computation of the inverse
f−1 is fast. Thus, we can efficiently evaluate the probability density of the flow model for arbitrary
datapoints. However, in order to compute f , the conditioner Θ must be called a total of D times,
since not all entries of x are available to start with. Thus, generating new samples from the flow is
D times more expensive than evaluating its probability density function. This makes MAF suitable
for density estimation, but less so for data generation.

23.2.4.3 Inverse autoregressive flows

As we have seen, the parameters θi that yield the i’th output xi are functions of the previous outputs
x1:i−1. This ensures that the Jacobian J(f) is triangular, and so its determinant is efficient to
compute.

However, there is another possibility: we can make θi a function of the previous inputs instead,
that is, a function of u1:i−1. This leads to the following bijection, which is known as inverse
autoregressive:

xi = h(ui; Θi(u1:i−1)), i = 1, . . . , D. (23.26)

Like its autoregressive counterpart, this bijection has a triangular Jacobian whose determinant is
also given by detJ(f) =

∏D
i=1

dh
dui

. Figure 23.6 illustrates an inverse autoregressive flow, for the case
where h is affine.

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



23.2. Constructing flows 837

To see why this bijection is called “inverse autoregressive”, compare Equation (23.26) with Equa-
tion (23.20). The two formulas differ only notationally: we can get from one to the other by swapping
u with x and h with h−1. In other words, the inverse autoregressive bijection corresponds to a direct
parameterization of the inverse of an autoregressive bijection.

Since inverse autoregressive bijections swap the forwards and inverse directions of their autore-
gressive counterparts, they also swap their computational properties. This means that the forward
direction f of an inverse autoregressive flow is inherently parallel and therefore fast, whereas its
inverse direction f−1 is inherently sequential and therefore slow.

An example of an inverse autoregressive flow is their namesake IAF model of [Kin+16]. IAF uses
affine scalar bijections, masked conditioners, and permutation layers, so it is precisely the inverse of
the MAF model described in Section 23.2.4.2. Using IAF, we can generate u in parallel from the
base distribution (using, for example, a diagonal Gaussian), and then sample each element of x in
parallel. However, evaluating p(x) for an arbitrary datapoint x is slow, because we have to evaluate
each element of u sequentially. Fortunately, evaluating the likelihood of samples generated from IAF
(as opposed to externally provided samples) incurs no additional cost, since in this case the ui terms
will already have been computed.

Although not so suitable for density estimation or maximum-likelihood training, IAFs are well-
suited for parameterizing variational posteriors in variational inference. This is because in order to
estimate the variational lower bound (ELBO), we only need samples from the variational posterior
and their associated probability densities, both of which are efficient to obtain. See Section 23.1.2.2
for details.

Another useful application of IAFs is training them to mimic models whose probability density is
fast to evaluate but which are slow to sample from. A notable example is the parallel wavenet
model of [Oor+18]. This model is an IAF ps that it trained to mimic a pretrained wavenet model pt
by minimizing the KL divergence DKL (ps ∥ pt). This KL can be easily estimated by first sampling
from ps and then evaluating log ps and log pt at those samples, operations which are all efficient for
these models. After training, we obtain an IAF that can generate audio of similar quality as the
original wavenet, but can do so much faster.

23.2.4.4 Connection with autoregressive models

Autoregressive flows can be thought of as generalizing autoregressive models of continuous random
variables, discussed in Section 22.1. Specifically, any continuous autoregressive model can be
reparameterized as a one-layer autoregressive flow, as we describe below.

Consider a general autoregressive model over a continuous random variable x = (x1, . . . , xD) ∈ RD
written as

p(x) =
D∏

i=1

pi(xi|θi) where θi = Θi(x1:i−1). (23.27)

In the above expression, pi(xi|θi) is the i’th conditional distribution of the autoregressive model,
whose parameters θi are arbitrary functions of the previous variables x1:i−1. For example, pi(xi|θi)
can be a mixture of one-dimensional Gaussian distributions, with θi representing the collection of its
means, variances, and mixing coefficients.

Now consider sampling a vector x from the autoregressive model, which can be done by sampling
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one element at a time as follows:

xi ∼ pi(xi|Θi(x1:i−1)) for i = 1, . . . , D. (23.28)

Each conditional can be sampled from using inverse transform sampling (Section 11.3.1). Let U(0, 1)
be the uniform distribution on the interval [0, 1], and let CDFi(xi|θi) be the cumulative distribution
function of the i’th conditional. Sampling can be written as:

xi = CDF−1i (ui|Θi(x1:i−1)) where ui ∼ U(0, 1). (23.29)

Comparing the above expression with the definition of an autoregressive bijection in Equation (23.19),
we see that the autoregressive model has been expressed as a one-layer autoregressive flow whose base
distribution is uniform on [0, 1]D and whose scalar bijections correspond to the inverse conditional
cdf’s. Viewing autoregressive models as flows this way has an important advantage, namely that it
allows us to increase the flexibility of an autoregressive model by composing multiple instances of it
in a flow, without sacrificing the overall tractability.

23.2.5 Residual flows

A residual network is a composition of residual connections, which are functions of the form
f(u) = u+ F(u). The function F : RD → RD is called the residual block, and it computes the
difference between the output and the input, f(u)− u.

Under certain conditions on F, the residual connection f becomes invertible. We will refer to flows
composed of invertible residual connections as residual flows. In the following, we describe two
ways the residual block F can be constrained so that the residual connection f is invertible.

23.2.5.1 Contractive residual blocks

One way to ensure the residual connection is invertible is to choose the residual block to be a
contraction. A contraction is a function F whose Lipschitz constant is less than 1; that is, there
exists 0 ≤ L < 1 such that for all u1 and u2 we have:

∥F(u1)− F(u2)∥ ≤ L∥u1 − u2∥. (23.30)

The invertibility of f(u) = u+F(u) can be shown as follows. Consider the mapping g(u) = x−F(u).
Because F is a contraction, g is also a contraction. So, by Banach’s fixed-point theorem, g has a
unique fixed point u∗. Hence we have

u∗ = x− F(u∗) (23.31)
⇒ u∗ + F(u∗) = x (23.32)
⇒ f(u∗) = x. (23.33)

Because u∗ is unique, it follows that u∗ = f−1(x).
An example of a residual flow with contractive residual blocks is the iResNet model of [Beh+19].

The residual blocks of iResNet are convolutional neural networks, that is, compositions of convolutional
layers with non-linear activation functions. Because the Lipschitz constant of a composition is less or
equal to the product of the Lipschitz constants of the individual functions, it is enough to ensure the

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



23.2. Constructing flows 839

convolutions are contractive, and to use increasing activation functions with slope less or equal to 1.
The iResNet model ensures the convolutions are contractive by applying spectral normalization to
their weights [Miy+18a].

In general, there is no analytical expression for the inverse f−1. However, we can approximate
f−1(x) using the following iterative procedure:

un = g(un−1) = x− F(un−1). (23.34)

Banach’s fixed-point theorem guarantees that the sequence u0,u1,u2, . . . will converge to u∗ = f−1(x)
for any choice of u0, and it will do so at a rate of O(Ln), where L is the Lipschitz constant of g
(which is the same as the Lipschitz constant of F). In practice, it is convenient to choose u0 = x.

In addition, there is no analytical expression for the Jacobian determinant, whose exact computation
costs O(D3). However, there is a computationally efficient stochastic estimator of the log Jacobian
determinant. The idea is to express the log Jacobian determinant as a power series. Using the fact
that f(x) = x+ F(x), we have

log |detJ(f)| = log |det(I+ J(F))| =
∞∑

k=1

(−1)k+1

k
tr
[
J(F)k

]
. (23.35)

This power series converges when the matrix norm of J(F) is less than 1, which here is guaranteed
exactly because F is a contraction. The trace of J(F)k can be efficiently approximated using
Jacobian-vector products via the Hutchinson trace estimator [Ski89; Hut89; Mey+21]:

tr
[
J(F)k

]
≈ v⊤J(F)kv, (23.36)

where v is a sample from a distribution with zero mean and unit covariance, such as N (0, I).
Finally, the infinite series can be approximated by a finite one either by truncation [Beh+19], which
unfortunately yields a biased estimator, or by employing the Russian-roulette estimator [Che+19],
which is unbiased.

23.2.5.2 Residual blocks with low-rank Jacobian

There is an efficient way of computing the determinant of a matrix which is a low-rank perturbation
of an identity matrix. Suppose A and B are matrices, where A is D ×M and B is M ×D. The
following formula is known as the Weinstein-Aronszajn identity2, and is a special case of the
more general matrix determinant lemma:

det(ID +AB) = det(IM +BA). (23.37)

We write ID and IM for the D ×D and M ×M identity matrices respectively. The significance of
this formula is that it turns a D ×D determinant that costs O(D3) into an M ×M determinant
that costs O(M3). If M is smaller than D, this saves computation.

With some restrictions on the residual block F : RD → RD, we can apply this formula to compute
the determinant of a residual connection efficiently. The trick is to create a bottleneck inside F. We
do that by defining F = F2 ◦ F1, where F1 : RD → RM , F2 : RM → RD and M ≪ D. The chain

2. See https://en.wikipedia.org/wiki/Weinstein-Aronszajn_identity.
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rule gives J(F) = J(F2)J(F1), where J(F2) is D ×M and J(F1) is M ×D. Now we can apply our
determinant formula as follows:

detJ(f) = det(ID + J(F)) = det(ID + J(F2)J(F1)) = det(IM + J(F1)J(F2)). (23.38)

Since the final determinant costs O(M3), we can make the Jacobian determinant efficient by reducing
M , that is, by narrowing the bottleneck.

An example of the above is the planar flow of [RM15]. In this model, each residual block is an
MLP with one hidden layer and one hidden unit. That is,

f(u) = u+ vσ(w⊤u+ b), (23.39)

where v ∈ RD, w ∈ RD and b ∈ R are the parameters, and σ is the activation function. The residual
block is the composition of F1(u) = w⊤u + b and F2(z) = vσ(z), so M = 1. Their Jacobians
are J(F1)(u) = w⊤ and J(F2)(z) = vσ′(z). Substituting these in the formula for the Jacobian
determinant we obtain:

detJ(f)(u) = 1 +w⊤vσ′(w⊤u+ b), (23.40)

which can be computed efficiently in O(D). Other examples include the circular flow of [RM15]
and the Sylvester flow of [Ber+18].

This technique gives an efficient way of computing determinants of residual connections with
bottlenecks, but in general there is no guarantee that such functions are invertible. This means that
invertibility must be satisfied on a case-by-case basis. For example, the planar flow is invertible when
σ is the hyperbolic tangent and w⊤v > −1, but otherwise it may not be.

23.2.6 Continuous-time flows

So far we have discussed flows that consist of a sequence of bijections f1, . . . ,fN . Starting from some
input x0 = u, this creates a sequence of outputs x1, . . . ,xN where xn = fn(xn−1). However, we can
also have flows where the input is transformed into the final output in a continuous way. That is,
we start from x0 = x(0), create a continuously-indexed sequence x(t) for t ∈ [0, T ] with some fixed
T , and take x(T ) to be the final output. Thinking of t as analogous to time, we refer to these as
continuous-time flows.

The sequence x(t) is defined as the solution to a first-order ordinary differential equation (ODE)
of the form:

dx

dt
(t) = F(x(t), t). (23.41)

The function F : RD × [0, T ]→ RD is a time-dependent vector field that parameterizes the ODE. If
we think of x(t) as the position of a particle in D dimensions, the vector F(x(t), t) determines the
particle’s velocity at time t.

The flow (for time T ) is a function f : RD → RD that takes in an input x0, solves the ODE
with initial condition x(0) = x0, and returns x(T ). The function f is a well-defined bijection if the
solution to the ODE exists for all t ∈ [0, T ] and is unique. These conditions are not generally satisfied
for arbitrary F, but they are if F(·, t) is Lipschitz continuous with a Lipschitz constant that does not
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depend on t. That is, f is a well-defined bijection if there exists a constant L such that for all x1, x2

and t ∈ [0, T ] we have:

∥F(x1, t)− F(x2, t)∥ ≤ L∥x1 − x2∥. (23.42)

This result is a consequence of the Picard-Lindelöf theorem for ODEs.3 In practice, we can
parameterize F using any choice of model, provided the Lipschitz condition is met.

Usually the ODE cannot be solved analytically, but we can solve it approximately by discretizing
it. A simple example is Euler’s method, which corresponds to the following discretization for some
small step size ϵ > 0:

x(t+ ϵ) = x(t) + ϵF(x(t), t). (23.43)

This is equivalent to a residual connection with residual block ϵF(·, t), so the ODE solver can be
thought of as a deep residual network with O(T/ϵ) layers. A smaller step size leads to a more
accurate solution, but also to more computation. There are several other solution methods varying
in accuracy and sophistication, such as those in the broader Runge-Kutta family, some of which use
adaptive step sizes.

The inverse of f can be easily computed by solving the ODE in reverse. That is, to compute
f−1(xT ) we solve the ODE with initial condition x(T ) = xT , and return x(0). Unlike some other
flows (such as autoregressive flows) which are more expensive to compute in one direction than in
the other, continuous-time flows require the same amount of computation in either direction.

In general, there is no analytical expression for the Jacobian determinant of f . However, we can
express it as the solution to a separate ODE, which we can then solve numerically. First, we define
ft : RD → RD to be the flow for time t, that is, the function that takes x0, solves the ODE with
initial condition x(0) = x0 and returns x(t). Clearly, f0 is the identity function and fT = f . Let us
define L(t) = log |detJ(ft)(x0)|. Because f0 is the identity function, L(0) = 0, and because fT = f ,
L(T ) gives the Jacobian determinant of f that we are interested in. It can be shown that L satisfies
the following ODE:

dL

dt
(t) = tr

[
J(F(·, t))(x(t))

]
. (23.44)

That is, the rate of change of L at time t is equal to the Jacobian trace of F(·, t) evaluated at x(t). So
we can compute L(T ) by solving the above ODE with initial condition L(0) = 0. Moreover, we can
compute x(T ) and L(T ) simultaneously, by combining their two ODEs into a single ODE operating
on the extended space (x, L).

An example of a continuous-time flow is the neural ODE model of [Che+18c], which uses a
neural network to parameterize F. To avoid backpropagating gradients through the ODE solver,
which can be computationally demanding, they use the adjoint sensitivity method to express the
time evolution of the gradient with respect to x(t) as a separate ODE. Solving this ODE gives the
required gradients, and can be thought of as the continuous-time analog of backpropagation.

Another example is the FFJORD model of [Gra+19]. This is similar to the neural ODE model,
except that it uses the Hutchinson trace estimator to approximate the Jacobian trace of F(·, t).

3. See https://en.wikipedia.org/wiki/Picard-Lindel%C3%B6f_theorem
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This usage of the Hutchinson trace estimator is analogous to that in contractive residual flows
(Section 23.2.5.1), and it speeds up computation in exchange for a stochastic (but unbiased) estimate.

Unfortunately, the above approaches are slow and complicated. The flow matching technique of
Section 25.4.7 provides a simpler approach to training continuous time normalizing flows, using a
fast nonlinear least squares formulation.

23.3 Applications

In this section, we highlight some applications of flows for canonical probabilistic machine learning
tasks.

23.3.1 Density estimation

Flow models allow exact density computation and can be used to fit multi-modal densities to observed
data. (see Figure 23.3 for an example). An early example is Gaussianization [CG00] who applied this
idea to fit low-dimensional densities. Tabak and Vanden-Eijnden [TVE10] and Tabak and Turner
[TT13] introduced the modern idea of flows (including the term ‘normalizing flows’), describing a
flow as a composition of simpler maps. Deep density models [RA13] was one of the first to use neural
networks for flows to parameterize high-dimensional densities. There has been a rich line of follow-up
work including NICE [DKB15] and Real NVP [DSDB17]. (NVP stands for “non-volume-preserving”,
which refers to the fact that the Jacobian of the transform is not unity.) Masked autoregressive flows
(Section 23.2.4.2) further improved performance on unconditional and conditional density estimation
tasks.

Flows can be used for hybrid models which model the joint density of inputs and targets p(x, y), as
opposed to discriminative classification models which just model the conditional p(y|x) and density
models which just model the marginal p(x). Nalisnick et al. [Nal+19b] proposed a flow-based hybrid
model using invertible mappings for representation learning and showed that the joint density p(x, y)
can be computed efficiently, which can be useful for downstream tasks such as anomaly detection,
semi-supervised learning and selective classification. Flow-based hybrid models are memory-efficient
since most of the parameters are in the invertible representation which are shared between the
discriminative and generative models; furthermore, the density p(x, y) can be computed in a single
forwards pass leading to computational savings. Residual flows [Che+19] use invertible residual
mappings [Beh+19] for hybrid modeling which further improves performance. Flows have also been
used to fit densities to embeddings [Zha+20b; CZG20] for anomaly detection tasks.

23.3.2 Generative modeling

Another task is generation, which involves generating novel samples from a fitted model p∗(x).
Generation is a popular downstream task for normalizing flows, which have been applied for different
data modalities including images, video, audio, text, and structured objects such as graphs and point
clouds. Images are arguably the most popular modality for deep generative models: GLOW [KD18b]
was one of the first flow-based models to generate compelling high-dimensional images, and has been
extended to video to produce RGB frames [Kum+19b]; residual flows [Che+19] have also been shown
to produce sharp images.
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Oord et al. [Oor+18] used flows for audio synthesis by distilling WaveNet into an IAF (Sec-
tion 23.2.4.3), which enables faster sampling than WaveNet. Other flow models for audio include
WaveFLOW [PVC19] and FlowWaveNet [Kim+19], which directly speed up WaveNet using coupling
layers.

Flows have been also used for text. Tran et al. [Tra+19] define a discrete flow over a vocabulary
for language-modeling tasks. Another popular approach is to define a latent variable model with
discrete observation space but a continuous latent space. For example, Ziegler and Rush [ZR19a] use
normalizing flows in latent space for language modeling.

23.3.3 Inference

Normalizing flows have been used for probabilistic inference. Rezende and Mohamed [RM15]
popularized normalizing flows in machine learning, and showed how they can be used for modeling
variational posterior distributions in latent variable models. Various extensions such as Householder
flows [TW16], inverse autoregressive flows [Kin+16], multiplicative normalizing flows [LW17], and
Sylvester flows [Ber+18] have been proposed for modeling the variational posterior for latent variable
models, as well as posteriors for Bayesian neural networks.

Flows have been used as complex proposal distributions for importance sampling; examples include
neural importance sampling [Mül+19b] and Boltzmann generators [Noé+19]. Hoffman et al. [Hof+19]
used flows to improve the performance of Hamiltonian Monte Carlo (Section 12.5) by defining bijective
transformations to transform random variables to simpler distributions and performing HMC in that
space instead.

Finally, flows can be used in the context of simulation-based inference, where the likelihood function
of the parameters is not available, but simulating data from the model is possible. The main idea is
to train a flow on data simulated from the model in order to approximate the posterior distribution
or the likelihood function. The flow model can also be used to guide simulations in order to make
inference more efficient [PSM19; GNM19]. This approach has been used for inference of simulation
models in cosmology [Als+19] and computational neuroscience [Gon+20].
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24 Energy-based models

This chapter is co-authored with Yang Song and Durk Kingma.

24.1 Introduction

We have now seen several ways of defining deep generative models, including VAEs (Chapter 21),
autoregressive models (Chapter 22), and normalizing flows (Chapter 23). All of the above models
can be formulated in terms of directed graphical models (Chapter 4), where we generate the data
one step at a time, using locally normalized distributions. In some cases, it is easier to specify a
distribution in terms of a set of constraints that valid samples must satisfy, rather than a generative
process. This can be done using an undirected graphical model (Chapter 4).

Energy-based models or EBM can be written as a Gibbs distribution as follows:

pθ(x) =
exp(−Eθ(x))

Zθ
(24.1)

where Eθ(x) ≥ 0 is known as the energy function with parameters θ, and Zθ is the partition
function:

Zθ =

∫
exp(−Eθ(x)) dx (24.2)

This is constant wrt x but is a function of θ. Since EBMs do not usually make any Markov
assumptions (unlike graphical models), evaluating this integral is usually intractable. Consequently
we usually need to use approximate methods, such as annealed importance sampling, discussed in
Section 11.5.4.1.

The advantage of an EBM over other generative models is that the energy function can be any
kind of function that returns a non-negative scalar; it does not need to integrate to 1. This allows
one to use a variety of neural network architectures for defining the energy. As such, EBMs have
found wide applications in many fields of machine learning, including image generation [Ngi+11;
Xie+16; DM19b], discriminative learning [Gra+20b], natural processing [Mik+13; Den+20], density
estimation [Wen+19a; Son+19], and reinforcement learning [Haa+17; Haa+18a], to list a few. (More
examples can be found at https://github.com/yataobian/awesome-ebm.)

https://github.com/yataobian/awesome-ebm
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energy A energy B energy A + B

Figure 24.1: Combining two energy functions in 2d by summation, which is equivalent to multiplying the
corresponding probability densities. We also illustrate some sampled trajectories towards high probability (low
energy) regions. From Figure 14 of [DM19a]. Used with kind permission of Yilun Du.

24.1.1 Example: products of experts (PoE)

As an example of why energy based models are useful, suppose we want to create a generative model
of proteins that are thermally stable at room temperature, and which bind to the COVID-19 spike
receptor. Suppose p1(x) can generate stable proteins and p2(x) can generate proteins that bind.
(For example, both of these models could be autoregressive sequence models, trained on different
datasets.) We can view each of these models as “experts” about a particular aspect of the data.
On their own, they are not an adequate model of the data that we have (or want to have), but we
can then combine them, to represent the conjunction of features, by computing a product of
experts (PoE) [Hin02]:

p12(x) =
1

Z12
p1(x)p2(x) (24.3)

This will assign high probability to proteins that are stable and which bind, and low probability to
all others. By contrast, a mixture of experts would either generate from p1 or from p2, but would
not combine features from both.

If the experts are represented as energy based models (EBM), then the PoE model is also an EBM,
with an energy given by

E12(x) = E1(x) + E2(x) (24.4)

Intuitively, we can think of each component of energy as a “soft constraint” on the data. This idea
is illustrated in Figure 24.1.

24.1.2 Computational difficulties

Although the flexibility of EBMs can provide significant modeling advantages, computation of the
likelihood and drawing samples from the model are generally intractable. In this chapter, we will
discuss a variety of approximate methods to solve these problems.
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24.2 Maximum likelihood training

The de facto standard for learning probabilistic models from iid data is maximum likelihood estimation
(MLE). Let pθ(x) be a probabilistic model parameterized by θ, and pD(x) be the underlying data
distribution of a dataset. We can fit pθ(x) to pD(x) by maximizing the expected log-likelihood
function over the data distribution, defined by

ℓ(θ) = Ex∼pD(x)[log pθ(x)] (24.5)

as a function of θ. Here the expectation can be easily estimated with samples from the dataset.
Maximizing likelihood is equivalent to minimizing the KL divergence between pD(x) and pθ(x),
because

ℓ(θ) = −DKL (pD(x) ∥ pθ(x)) + const (24.6)

where the constant is equal to Ex∼pD(x)[log pD(x)] which does not depend on θ.
We cannot usually compute the likelihood of an EBM because the normalizing constant Zθ

is often intractable. Nevertheless, we can still estimate the gradient of the log-likelihood with
MCMC approaches, allowing for likelihood maximization with stochastic gradient ascent [You99]. In
particular, the gradient of the log-probability of an EBM decomposes as a sum of two terms:

∇θ log pθ(x) = −∇θEθ(x)−∇θ logZθ. (24.7)

The first gradient term, −∇θEθ(x), is straightforward to evaluate with automatic differentiation. The
challenge is in approximating the second gradient term, ∇θ logZθ, which is intractable to compute
exactly. This gradient term can be rewritten as the following expectation:

∇θ logZθ = ∇θ log
∫

exp(−Eθ(x))dx (24.8)

(i)
=

(∫
exp(−Eθ(x))dx

)−1
∇θ
∫

exp(−Eθ(x))dx (24.9)

=

(∫
exp(−Eθ(x))dx

)−1 ∫
∇θ exp(−Eθ(x))dx (24.10)

(ii)
=

(∫
exp(−Eθ(x))dx

)−1 ∫
exp(−Eθ(x))(−∇θEθ(x))dx (24.11)

=

∫ (∫
exp(−Eθ(x))dx

)−1
exp(−Eθ(x))(−∇θEθ(x))dx (24.12)

(iii)
=

∫
1

Zθ
exp(−Eθ(x))(−∇θEθ(x))dx (24.13)

(iv)
=

∫
pθ(x)(−∇θEθ(x))dx (24.14)

= Ex∼pθ(x) [−∇θEθ(x)] , (24.15)
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where steps (i) and (ii) are due to the chain rule of gradients, and (iii) and (iv) are from definitions
in Equations (24.1) and (24.2). Thus, we can obtain an unbiased Monte Carlo estimate of the
log-likelihood gradient by using

∇θ logZθ ≃ −
1

S

S∑

s=1

∇θEθ(x̃s), (24.16)

where x̃s ∼ pθ(x), i.e., a random sample from the distribution over x given by the EBM. Therefore,
as long as we can draw random samples from the model, we have access to an unbiased Monte
Carlo estimate of the log-likelihood gradient, allowing us to optimize the parameters with stochastic
gradient ascent.

Much of the literature has focused on methods for efficient MCMC sampling from EBMs. We
discuss some of these methods below.

24.2.1 Gradient-based MCMC methods

Some efficient MCMC methods, such as Langevin MCMC (Section 12.5.6) or Hamiltonian Monte
Carlo (Section 12.5), make use of the fact that the gradient of the log-probability wrt x (known as
the Hyvärinen score function, named after [Hyv05a] to distinguish it from the standard score
function in Equation (3.39)) is equal to the (negative) gradient of the energy, and is therefore easy to
calculate:

∇x log pθ(x) = −∇xEθ(x)−∇x logZθ︸ ︷︷ ︸
=0

= −∇xEθ(x). (24.17)

For example, when using Langevin MCMC to sample from pθ(x), we first draw an initial sample x0

from a simple prior distribution, and then simulate an overdamped Langevin diffusion process for K
steps with step size ϵ > 0:

xk+1 ← xk +
ϵ2

2
∇x log pθ(x

k)︸ ︷︷ ︸
=−∇xEθ(x)

+ϵzk, k = 0, 1, · · · ,K − 1. (24.18)

where zk ∼ N (0, I) is a Gaussian noise term. We show an example of this process in Figure 25.5d.
When ϵ→ 0 and K →∞, xK is guaranteed to distribute as pθ(x) under some regularity conditions.

In practice we have to use a small finite ϵ, but the discretization error is typically negligible, or
can be corrected with a Metropolis-Hastings step (Section 12.2), leading to the Metropolis-adjusted
Langevin algorithm (Section 12.5.6).

24.2.2 Contrastive divergence

Running MCMC till convergence to obtain a sample x ∼ pθ(x) can be computationally expensive.
Therefore we typically need approximations to make MCMC-based learning of EBMs practical. One
popular method for doing so is contrastive divergence (CD) [Hin02]. In CD, one initializes the
MCMC chain from the datapoint x, and proceeds to perform MCMC for a fixed number of steps.
One can show that T steps of CD minimizies the following objective:

CDT = DKL (p0 ∥ p∞)−DKL (pT ∥ p∞) (24.19)
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where pT is the distribution over x after T MCMC updates, and p0 is the data distribution. Typically
we can get good results with a small value of T , sometimes just T = 1. We give the details below.

24.2.2.1 Fitting RBMs with CD

CD was initially developed to fit a special kind of latent variable EBM known as a restricted
Boltzmann machine (Section 4.3.3.2). This model was specifically designed to support fast block
Gibbs sampling, which is required by CD (and can also be exploited by standard MCMC-based
learning methods [AHS85].)

For simplicity, we will assume the hidden and visible nodes are binary, and we use 1-step contrastive
divergence. As discussed in Supplementary Section 4.3.1, the binary RBM has the following energy
function:

E(x, z;θ) =
D∑

d=1

K∑

k=1

xdzkWdk +

D∑

d=1

xdbd +

K∑

k=1

zkck (24.20)

(Henceforth we will drop the unary (bias) terms, which can be emulated by clamping zk = 1 or xd = 1.)
This is a loglinear model where we have one binary feature per edge. Thus from Equation (4.135) the
gradient of the log-likelihood is given by the clamped expectations minus the unclamped expectations:

∂ℓ

∂wdk
=

1

N

N∑

n=1

E [xdzk|xn,θ]− E [xdzk|θ] (24.21)

We can rewrite the above gradient in matrix-vector form as follows:

∇w ℓ = EpD(x)p(z|x,θ)
[
xzT

]
− Ep(z,x|θ)

[
xzT

]
(24.22)

(We can derive a similar expression for the gradient of the bias terms by setting xd = 1 or zk = 1.)
The first term in the expression for the gradient in Equation (24.21), when x is fixed to a data

case, is sometimes called the clamped phase, and the second term, when x is free, is sometimes
called the unclamped phase. When the model expectations match the empirical expectations, the
two terms cancel out, the gradient becomes zero and learning stops.

We can also make a connection to the principle of Hebbian learning in neuroscience. In particular,
Hebb’s rule says that the strength of connection between two neurons that are simultaneously active
should be increased. (This theory is often summarized as “Cells that fire together wire together”.1)
The first term in Equation (24.21) is therefore considered a Hebbian term, and the second term an
anti-Hebbian term, due to the sign change.

We can leverage the Markov structure of the bipartite graph to approximate the expectations as
follows:

zn ∼ p(z|xn,θ) (24.23)
x′n ∼ p(x|zn,θ) (24.24)
z′n ∼ p(z|x′n,θ) (24.25)

1. See https://en.wikipedia.org/wiki/Hebbian_theory.
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...

Latent (Hidden) Variables

t = 0 (data) t = 1 (one-step reconstructions) T =      (equilibrium samples)

Visible Variables

Figure 24.2: Illustration of contrastive divergence sampling for an RBM. The visible nodes are initialized
at an example drawn from the dataset. Then we sample a hidden vector, then another visible vector, etc.
Eventually (at “infinity”) we will be producing samples from the joint distribution p(x,z|θ).

We can think of x′n as the model’s best attempt at reconstructing xn after being encoded and then
decoded by the model. Such samples are sometimes called fantasy data. See Figure 24.2 for an
illustration. Given these samples, we then make the approximation

Ep(·|θ)
[
xzT

]
≈ xn(z′n)T (24.26)

In practice, it is common to use E [z|x′n] instead of a sampled value z′n in the above expression, since
this reduces the variance. However, it is not valid to use E [z|xn] instead of sampling zn ∼ p(z|xn) in
Equation (24.23), because then each hidden unit would be able to pass more than 1 bit of information,
so it would not act as much of a bottleneck.

The whole procedure is summarized in Algorithm 24.1. For more details, see [Hin10; Swe+10].

Algorithm 24.1: CD-1 training for an RBM with binary hidden and visible units
1 Initialize weights W ∈ RD×K randomly
2 for t = 1, 2, . . . do
3 for each minibatch of size B do
4 Set minibatch gradient to zero, g := 0
5 for each case xn in the minibatch do
6 Compute µn = E [z|xn,W]
7 Sample zn ∼ p(z|xn,W)
8 Sample x′n ∼ p(x|zn,W)
9 Compute µ′n = E [z|x′n,W]

10 Compute gradient ∇W = (xn)(µn)
T − (x′n)(µ

′
n)

T

11 Accumulate g := g +∇W

12 Update parameters W := W + ηt
1
Bg
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24.2.2.2 Persistent CD

One variant of CD that sometimes performs better is persistent contrastive divergence (PCD)
[Tie08; TH09; You99]. In this approach, a single MCMC chain with a persistent state is employed
to sample from the EBM. In PCD, we do not restart the MCMC chain when training on a new
datapoint; rather, we carry over the state of the previous MCMC chain and use it to initialize a
new MCMC chain for the next training step. See Algorithm 12 for some pseudocode. Hence there
are two dynamical processes running at different time scales: the states x change quickly, and the
parameters θ change slowly.

Algorithm 24.2: Persistent MCMC-SGD for fitting an EBM
1 Initialize parameters θ randomly
2 Initialize chains x̃1:S randomly
3 Initialize learning rate η
4 for t = 1, 2, . . . do
5 for xb in minibatch of size B do
6 gb = ∇θEθ(xb)
7 for sample s = 1 : S do
8 Sample x̃s ∼ MCMC(target = p(·|θ), init = x̃s,nsteps = N)
9 g̃s = ∇θEθ(x̃s)

10 gt = −( 1
B

∑B
b=1 gb)− ( 1

S

∑S
s=1 g̃s)

11 θ := θ + ηgt
12 Decrease step size η

A theoretical justification for this was given in [You89], who showed that we can start the MCMC
chain at its previous value, and just take a few steps, because p(x|θt) is likely to be close to p(x|θt−1),
since we only changed the parameters by a small amount in the intervening SGD step.

24.2.2.3 Other methods

PCD can be further improved by keeping multiple historical states of the MCMC chain in a replay
buffer and initialize new MCMC chains by randomly sampling from it [DM19b]. Other variants of
CD include mean field CD [WH02], and multi-grid CD [Gao+18].

EBMs trained with CD may not capture the data distribution faithfully, since truncated MCMC
can lead to biased gradient updates that hurt the learning dynamics [SMB10; FI10; Nij+19]. There
are several methods that focus on removing this bias for improved MCMC training. For example, one
line of work proposes unbiased estimators of the gradient through coupled MCMC [JOA17; QZW19];
and Du et al. [Du+20] propose to reduce the bias by differentiating through the MCMC sampling
algorithm and estimating an entropy correction term.
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24.3 Score matching (SM)

If two continuously differentiable real-valued functions f(x) and g(x) have equal first derivatives
everywhere, then f(x) ≡ g(x) + constant. When f(x) and g(x) are log probability density functions
(pdf’s) with equal first derivatives, the normalization requirement (Equation (24.1)) implies that∫
exp(f(x))dx =

∫
exp(g(x))dx = 1, and therefore f(x) ≡ g(x). As a result, one can learn an EBM

by (approximately) matching the first derivatives of its log-pdf to the first derivatives of the log
pdf of the data distribution. If they match, then the EBM captures the data distribution exactly.
The first-order gradient function of a log pdf wrt its input, ∇x log pθ(x), is called the (Stein) score
function. (This is distinct from the Fisher score, ∇θ log pθ(x).) For training EBMs, it is useful to
transform the equivalence of distributions to the equivalence of scores, because the score of an EBM
can be easily obtained as follows:

sθ(x) ≜ ∇x log pθ(x) = −∇xEθ(x) (24.27)

We see that this does not involve the typically intractable normalizing constant Zθ.
Let pD(x) be the underlying data distribution, from which we have a finite number of iid samples

but do not know its pdf. The score matching objective [Hyv05b] minimizes a discrepancy between
two distributions called the Fisher divergence:

DF (pD(x) ∥ pθ(x)) = EpD(x)

[
1

2
∥∇x log pD(x)−∇x log pθ(x)∥2

]
. (24.28)

The expectation wrt pD(x), in this objective and its variants below, admits a trivial unbiased Monte
Carlo estimator using the empirical mean of samples x ∼ pD(x). However, the second term of
Equation (24.28), ∇x log pD(x), is generally impractical to calculate since it requires knowing the
pdf of pD(x). We discuss a solution to this below.

24.3.1 Basic score matching

Hyvärinen [Hyv05b] shows that, under certain regularity conditions, the Fisher divergence can be
rewritten using integration by parts, with second derivatives of Eθ(x) replacing the unknown first
derivatives of pD(x):

DF (pD(x) ∥ pθ(x)) = EpD(x)

[
1

2

d∑

i=1

(
∂Eθ(x)
∂xi

)2

− ∂2Eθ(x)
∂x2i

]
+ constant (24.29)

= EpD(x)

[
1

2
||sθ(x)||2 + tr(Jxsθ(x))

]
+ constant (24.30)

where d is the dimensionality of x, and Jxsθ(x) is the Jacobian of the score function. The constant
does not affect optimization and thus can be dropped for training. It is shown by [Hyv05b] that
estimators based on score matching are consistent under some regularity conditions, meaning that
the parameter estimator obtained by minimizing Equation (24.28) converges to the true parameters
in the limit of infinite data. See Figure 25.5 for an example.

An important downside of the objective Equation (24.30) is that it takes O(d2) time to compute
the trace of the Jacobian. For this reason, the implicit SM formulation of Equation (24.30) has only
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been applied to relatively simple energy functions where computation of the second derivatives is
tractable.

Score Matching assumes a continuous data distribution with positive density over the space, but it
can be generalized to discrete or bounded data distributions [Hyv07b; Lyu12]. It is also possible to
consider higher-order gradients of log pdf’s beyond first derivatives [PDL+12].

24.3.2 Denoising score matching (DSM)

The Score Matching objective in Equation (24.30) requires several regularity conditions for log pD(x),
e.g., it should be continuously differentiable and finite everywhere. However, these conditions may
not always hold in practice. For example, a distribution of digital images is typically discrete and
bounded, because the values of pixels are restricted to the range {0, 1, · · · , 255}. Therefore, log pD(x)
in this case is discontinuous and is negative infinity outside the range, and thus SM is not directly
applicable.

To alleviate this, one can add a bit of noise to each datapoint: x̃ = x+ ϵ. As long as the noise
distribution p(ϵ) is smooth, the resulting noisy data distribution q(x̃) =

∫
q(x̃ | x)pD(x)dx is also

smooth, and thus the Fisher divergence DF (q(x̃) ∥ pθ(x̃)) is a proper objective. [KL10] showed that
the objective with noisy data can be approximated by the noiseless Score Matching objective of
Equation (24.30) plus a regularization term; this regularization makes Score Matching applicable to
a wider range of data distributions, but still requires expensive second-order derivatives.

[Vin11] proposed an elegant and scalable solution to the above difficulty, by showing that:

DF (q(x̃) ∥ pθ(x̃)) = Eq(x̃)
[
1

2
∥∇x̃ log pθ(x̃)−∇x̃ log q(x̃)∥22

]
(24.31)

= Eq(x,x̃)
[
1

2
∥∇x̃ log pθ(x̃)−∇x̃ log q(x̃|x)∥22

]
(24.32)

=
1

2
Eq(x,x̃)

[∥∥∥∥sθ(x̃)−
(x− x̃)

σ2

∥∥∥∥
2

2

]
+ const (24.33)

where sθ(x̃) = ∇x̃ log pθ(x̃) is the estimated score function, and

∇x log q(x̃|x) = ∇x logN (x̃|x, σ2I) =
−(x̃− x)

σ2
(24.34)

The directional term x− x̃ corresponds to moving from the noisy input towards the clean input, and
we want the score function to approximate this denoising operation. (We will see this idea again in
Section 25.3, where we discuss diffusion models.)

To compute the expectation in Equation (24.33), we can sample from pD(x) and then sample the
noise term x̃. (The constant term does not affect optimization and can be ignored without changing
the optimal solution.)

This estimation method is called denoising score matching (DSM) by [Vin11]. Similar formula-
tions were also explored by Raphan and Simoncelli [RS07; RS11] and can be traced back to Tweedie’s
formula (Supplementary Section 3.3) and Stein’s unbiased risk estimation [Ste81].
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24.3.2.1 Difficulties

The major drawback of adding noise to data arises when pD(x) is already a well-behaved distribution
that satisfies the regularity conditions required by score matching. In this case, DF (q(x̃) ∥ pθ(x̃)) ̸=
DF (pD(x) ∥ pθ(x)), and DSM is not a consistent objective because the optimal EBM matches the
noisy distribution q(x̃), not pD(x). This inconsistency becomes non-negligible when q(x̃) significantly
differs from pD(x).

One way to attenuate the inconsistency of DSM is to choose q ≈ pD, i.e., use a small noise
perturbation. However, this often significantly increases the variance of objective values and hinders
optimization. As an example, suppose q(x̃ | x) = N (x̃ | x, σ2I) and σ ≈ 0. The corresponding DSM
objective is

DF (q(x̃) ∥ pθ(x̃)) = EpD(x)Ez∼N (0,I)

[
1

2

∥∥∥ z
σ
+∇x log pθ(x+ σz)

∥∥∥
2

2

]

≃ 1

2N

N∑

i=1

∥∥∥∥
z(i)

σ
+∇x log pθ(x

(i) + σz(i))

∥∥∥∥
2

2

, (24.35)

where {x(i)}Ni=1
i.i.d.∼ pD(x), and {z(i)}Ni=1

i.i.d.∼ N (0, I). When σ → 0, we can leverage Taylor series
expansion to rewrite the Monte Carlo estimator in Equation (24.35) to

1

2N

N∑

i=1

[
2

σ
(z(i))T∇x log pθ(x

(i)) +

∥∥z(i)
∥∥2
2

σ2

]
+ constant. (24.36)

When estimating the above expectation with samples, the variances of (z(i))T∇x log pθ(x
(i))/σ and∥∥z(i)

∥∥2
2
/σ2 will both grow unbounded as σ → 0 due to division by σ and σ2. This enlarges the

variance of DSM and makes optimization challenging. Various methods have been proposed to reduce
this variance (see e.g., [Wan+20d]).

24.3.3 Sliced score matching (SSM)

By adding noise to data, DSM avoids the expensive computation of second-order derivatives. However,
as mentioned before, the optimal EBM that minimizes the DSM objective corresponds to the
distribution of noise-perturbed data q(x̃), not the original noise-free data distribution pD(x). In other
words, DSM does not give a consistent estimator of the data distribution, i.e., one cannot directly
obtain an EBM that exactly matches the data distribution even with unlimited data.

Sliced score matching (SSM) [Son+19] is one alternative to Denoising Score Matching that is
both consistent and computationally efficient. Instead of minimizing the Fisher divergence between
two vector-valued scores, SSM randomly samples a projection vector v, takes the inner product
between v and the two scores, and then compares the resulting two scalars. More specifically, sliced
score matching minimizes the following divergence called the sliced Fisher divergence:

DSF (pD(x)||pθ(x)) = EpD(x)Ep(v)
[
1

2
(vT∇x log pD(x)− vT∇x log pθ(x))

2

]
, (24.37)

where p(v) denotes a projection distribution such that Ep(v)[vvT] is positive definite. Similar to
Fisher divergence, sliced Fisher divergence has an implicit form that does not involve the unknown
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∇x log pD(x), which is given by

DSF (pD(x)∥pθ(x)) = EpD(x)Ep(v)


1
2

d∑

i=1

(
∂Eθ(x)
∂xi

vi

)2

+

d∑

i=1

d∑

j=1

∂2Eθ(x)
∂xi∂xj

vivj


+ C. (24.38)

All expectations in the above objective can be estimated with empirical means, and again the
constant term C can be removed without affecting training. The second term involves second-order
derivatives of Eθ(x), but contrary to SM, it can be computed efficiently with a cost linear in the
dimensionality d. This is because

d∑

i=1

d∑

j=1

∂2Eθ(x)
∂xi∂xj

vivj =

d∑

i=1

∂

∂xi

( d∑

j=1

∂Eθ(x)
∂xj

vj

)

︸ ︷︷ ︸
:=f(x)

vi, (24.39)

where f(x) is the same for different values of i. Therefore, we only need to compute it once with
O(d) computation, plus another O(d) computation for the outer sum to evaluate Equation (24.39),
whereas the original SM objective requires O(d2) computation.

For many choices of p(v), part of the SSM objective (Equation (24.38)) can be evaluated in closed
form, potentially leading to lower variance. For example, when p(v) = N (0, I), we have

EpD(x)Ep(v)

[
1

2

d∑

i=1

(
∂Eθ(x)
∂xi

vi

)2
]
= EpD(x)

[
1

2

d∑

i=1

(
∂Eθ(x)
∂xi

)2
]

(24.40)

and as a result,

DSF (pD(x)∥pθ(x)) = EpD(x)Ev∼N (0,I)


1
2

d∑

i=1

(
∂Eθ(x)
∂xi

)2

+

d∑

i=1

d∑

j=1

∂2Eθ(x)
∂xi∂xj

vivj


+ C (24.41)

= EpD(x)Ev∼N (0,I)

[
1

2
(vTsθ(x))

2 + vT[Jv]

]
(24.42)

where J = Jxsθ(x). (Note that Jv can be computed using a Jacobian vector product operation.)
The above objective Equation (24.41) can also be obtained by approximating the sum of second-order

gradients in the standard SM objective (Equation (24.30)) with the Hutchinson trace estimator [Ski89;
Hut89; Mey+21]. It often (but not always) has lower variance than Equation (24.38), and can
perform better in some applications [Son+19].

24.3.4 Connection to contrastive divergence

Though score matching and contrastive divergence (Section 24.2.2) are seemingly very different
approaches, they are closely connected to each other. In fact, score matching can be viewed as
a special instance of contrastive divergence in the limit of a particular MCMC sampler [Hyv07a].
Moreover, the Fisher divergence optimized by Score Matching is related to the derivative of KL
divergence [Cov99], which is the underlying objective of Contrastive Divergence.
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856 Chapter 24. Energy-based models

Contrastive divergence requires sampling from the EBM Eθ(x), and one popular method for doing
so is Langevin MCMC. Recall from Section 24.2.1 that given any initial datapoint x0, the Langevin
MCMC method executes the following

xk+1 ← xk − ϵ

2
∇xEθ(xk) +

√
ϵ zk, (24.43)

iteratively for k = 0, 1, · · · ,K − 1, where zk ∼ N (0, I) and ϵ > 0 is the step size.
Suppose we only run one-step Langevin MCMC for contrastive divergence. In this case, the

gradient of the log-likelihood is given by

EpD(x)[∇θ log pθ(x)] = −EpD(x)[∇θEθ(x)] + Ex∼pθ(x) [∇θEθ(x)]

≃ −EpD(x)[∇θEθ(x)] + Epθ(x),z∼N (0,I)

[
∇θEθ

(
x− ϵ2

2
∇xEθ′(x) + ϵ z

)∣∣∣∣
θ′=θ

]
. (24.44)

After Taylor series expansion with respect to ϵ followed by some algebraic manipulations, the above
equation can be transformed to the following [Hyv07a]:

ϵ2

2
∇θDF (pD(x) ∥ pθ(x)) + o(ϵ2). (24.45)

When ϵ is sufficiently small, it corresponds to the re-scaled gradient of the score matching objective.
In general, score matching minimizes the Fisher divergence DF (pD(x) ∥ pθ(x)), whereas Contrastive

Divergence minimizes an objective related to the KL divergence DKL(pD(x) ∥ pθ(x)), as shown in
Equation (24.19). The above connection of score matching and Contrastive Divergence is a natural
consequence of the connection between those two statistical divergences, as characterized by de
Bruijin’s identity [Cov99; Lyu12]:

d

dt
DKL(qt(x̃) ∥ pθ,t(x̃)) = −

1

2
DF (qt(x̃) ∥ pθ,t(x̃)).

Here qt(x̃) and pθ,t(x̃) denote smoothed versions of pD(x) and pθ(x), resulting from adding Gaussian
noise to x with variance t; i.e., x̃ ∼ N (x, tI).

24.3.5 Score-based generative models

We have seen how to use score matching to fit EBMs by learning the scalar energy function Eθ(x).
We can alternatively directly learn the score function, sθ(x) = ∇x log pθ(x); this is called a score-
based generative model, and is discussed in Section 25.3. Such unconstrained score models are not
guaranteed to output a conservative vector field, meaning they do not correspond to the gradient of
any function. However, both methods seem to give comparable results [SH21].

24.4 Noise contrastive estimation

Another principle for learning the parameters of EBMs is Noise contrastive estimation (NCE),
introduced by [GH10]. It is based on the idea that we can learn an EBM by contrasting it with
another distribution with known density.

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



24.4. Noise contrastive estimation 857

Let pD(x) be our data distribution, and let pn(x) be a chosen distribution with known density,
called a noise distribution. This noise distribution is usually simple and has a tractable pdf, like
N (0, I), such that we can compute the pdf and generate samples from it efficiently. Strategies exist
to learn the noise distribution, as referenced below. Furthermore, let y be a binary variable with
Bernoulli distribution, which we use to define a mixture distribution of noise and data: pn,data(x) =
p(y = 0)pn(x) + p(y = 1)pD(x). According to Bayes’ rule, given a sample x from this mixture, the
posterior probability of y = 0 is

pn,data(y = 0 | x) = pn,data(x | y = 0)p(y = 0)

pn,data(x)
=

pn(x)

pn(x) + νpD(x)
(24.46)

where ν = p(y = 1)/p(y = 0).
Let our EBM pθ(x) be defined as:

pθ(x) = exp(−Eθ(x))/Zθ (24.47)

Contrary to most other EBMs, Zθ is treated as a learnable (scalar) parameter in NCE. Given this
model, similar to the mixture of noise and data above, we can define a mixture of noise and the
model distribution: pn,θ(x) = p(y = 0)pn(x) + p(y = 1)pθ(x). The posterior probability of y = 0
given this noise/model mixture is:

pn,θ(y = 0 | x) = pn(x)

pn(x) + νpθ(x)
(24.48)

In NCE, we indirectly fit pθ(x) to pD(x) by fitting pn,θ(y | x) to pn,data(y | x) through a standard
conditional maximum likelihood objective:

θ∗ = argmin
θ

Epn,data(x)[DKL(pn,data(y | x) ∥ pn,θ(y | x))] (24.49)

= argmax
θ

Epn,data(x,y)[log pn,θ(y | x)], (24.50)

which can be solved using stochastic gradient ascent. Just like any other deep classifier, when the
model is sufficiently powerful, pn,θ∗(y | x) will match pn,data(y | x) at the optimum. In that case:

pn,θ∗(y = 0 | x) ≡ pn,data(y = 0 | x) (24.51)

⇐⇒ pn(x)

pn(x) + νpθ∗(x)
≡ pn(x)

pn(x) + νpD(x)
(24.52)

⇐⇒ pθ∗(x) ≡ pD(x) (24.53)

Consequently, Eθ∗(x) is an unnormalized energy function that matches the data distribution pD(x),
and Zθ∗ is the corresponding normalizing constant.

As one unique feature that contrastive divergence and score matching do not have, NCE provides
the normalizing constant of an Energy-Based Model as a by-product of its training procedure. When
the EBM is very expressive, e.g., a deep neural network with many parameters, we can assume
it is able to approximate a normalized probability density and absorb Zθ into the parameters
of Eθ(x) [MT12], or equivalently, fixing Zθ = 1. The resulting EBM trained with NCE will be
self-normalized, i.e., having a normalizing constant close to 1.
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858 Chapter 24. Energy-based models

In practice, choosing the right noise distribution pn(x) is critical to the success of NCE, especially
for structured and high-dimensional data. As argued in Gutmann and Hirayama [GH12], NCE
works the best when the noise distribution is close to the data distribution (but not exactly the
same). Many methods have been proposed to automatically tune the noise distribution, such
as Adversarial Contrastive Estimation [BLC18], Conditional NCE [CG18] and Flow Contrastive
Estimation [Gao+20]. NCE can be further generalized using Bregman divergences (Section 5.1.10),
where the formulation introduced here reduces to a special case.

24.4.1 Connection to score matching

Noise contrastive estimation provides a family of objectives that vary for different pn(x) and ν. This
flexibility may allow adaptation to special properties of a task with hand-tuned pn(x) and ν, and
may also give a unified perspective for different approaches. In particular, when using an appropriate
pn(x) and a slightly different parameterization of pn,θ(y | x), we can recover score matching from
NCE [GH12].

Specifically, we choose the noise distribution pn(x) to be a perturbed data distribution: given a
small (deterministic) vector v, let pn(x) = pD(x− v). It is efficient to sample from this pn(x), since
we can first draw any datapoint x′ ∼ pD(x′) and then compute x = x′ + v. It is, however, difficult
to evaluate the density of pn(x) because pD(x) is unknown. Since the original parameterization of
pn,θ(y | x) in NCE (Equation (24.48)) depends on the pdf of pn(x), we cannot directly apply the
standard NCE objective. Instead, we replace pn(x) with pθ(x− v) and parameterize pn,θ(y = 0 | x)
with the following form

pn,θ(y = 0 | x) := pθ(x− v)

pθ(x) + pθ(x− v)
(24.54)

In this case, the NCE objective (Equation (24.50)) reduces to:

θ∗ = argmin
θ

EpD(x)[log(1 + exp(Eθ(x)− Eθ(x− v)) + log(1 + exp(Eθ(x)− Eθ(x+ v))]

(24.55)

At θ∗, we have a solution where:

pn,θ∗(y = 0 | x) ≡ pn,data(y = 0 | x) (24.56)

=⇒ pθ∗(x− v)

pθ∗(x) + pθ∗(x− v)
≡ pD(x− v)

pD(x) + pD(x− v)
(24.57)

which implies that pθ∗(x) ≡ pD(x), i.e., our model matches the data distribution.
As noted in Gutmann and Hirayama [GH12] and Song et al. [Son+19], when ∥v∥2 ≈ 0, the NCE

objective Equation (24.50) has the following equivalent form by Taylor expansion

argmin
θ

1

4
EpD(x)


1
2

d∑

i=1

(
∂Eθ(x)
∂xi

vi

)2

+

d∑

i=1

d∑

j=1

∂2Eθ(x)
∂xi∂xj

vivj


+ 2 log 2 + o(∥v∥22). (24.58)

Comparing against Equation (24.38), we immediately see that the above objective equals that of
SSM, if we ignore small additional terms hidden in o(∥v∥22) and take the expectation with respect to
v over a user-specified distribution p(v).

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



24.5. Other methods 859

24.5 Other methods

Aside from MCMC-based training, score matching and noise contrastive estimation, there are also
other methods for learning EBMs. Below we briefly survey some examples of them. Interested readers
can learn more details from references therein.

24.5.1 Minimizing Differences/Derivatives of KL Divergences

The overarching strategy for learning probabilistic models from data is to minimize the KL divergence
between data and model distributions. However, because the normalizing constants of EBMs are
typically intractable, it is hard to directly evaluate the KL divergence when the model is an EBM (see
the discussion in Section 24.2.1). One generic idea that has frequently circumvented this difficulty
is to consider differences/derivatives of KL divergences. It turns out that the unknown partition
functions of EBMs are often cancelled out after taking the difference of two closely related KL
divergences, or computing the derivatives.

Typical examples of this strategy include minimum velocity learning [Mov08; Wan+20d], minimum
probability flow [SDBD11], and minimum KL contraction [Lyu11], to name a few. In minimum
velocity learning and minimum probability flow, a Markov chain is designed such that it starts from
the data distribution pD(x) and converges to the EBM distribution pθ(x) = e−Eθ(x)/Zθ. Specifically,
the Markov chain satisfies p0(x) ≡ pD(x) and p∞(x) ≡ pθ(x), where we denote by pt(x) the state
distribution at time t ≥ 0.

This Markov chain will evolve towards pθ(x) unless pD(x) ≡ pθ(x). Therefore, we can fit the EBM
distribution pθ(x) to pD(x) by minimizing the modulus of the “velocity” of this evolution, defined by

d

dt
DKL(pt(x) ∥ pθ(x))

∣∣∣∣
t=0

or
d

dt
DKL(pD(x) ∥ pt(x))

∣∣∣∣
t=0

(24.59)

in minimum velocity learning and minimum probability flow respectively. These objectives typically
do not require computing the normalizing constant Zθ.

In minimum KL contraction [Lyu11], a distribution transformation Φ is chosen such that

DKL(p(x) ∥ q(x)) ≥ DKL(Φ{p(x)} ∥ Φ{q(x)}) (24.60)

with equality if and only if p(x) = q(x). We can leverage this Φ to train an EBM, by minimizing

DKL(pD(x) ∥ pθ(x))−DKL(Φ{pD(x)} ∥ Φ{pθ(x)}). (24.61)

This objective does not require computing the partition function Zθ whenever Φ is linear.
Minimum velocity learning, minimum probability flow, and minimum KL contraction can all

be viewed as generalizations to score matching and noise contrastive estimation [Mov08; SDBD11;
Lyu11].

24.5.2 Minimizing the Stein discrepancy

We can train EBMs by minimizing the Stein discrepancy, defined by

DStein(pD(x) ∥ pθ(x)) := sup
f∈F

EpD(x)[∇x log pθ(x)
Tf(x) + trace(∇xf(x))], (24.62)
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where F is a family of vector-valued functions, and ∇xf(x) denotes the Jacobian of f(x). (See
[Ana+23] for a recent review of Stein’s method.) With some regularity conditions [GM15; LLJ16;
CSG16], we have DS(pD(x) ∥ pθ(x)) ≥ 0, where the equality holds if and only if pD(x) ≡ pθ(x).
Similar to score matching (Equation (24.30)), the objective Equation (24.62) only involves the score
function of pθ(x), and does not require computing the EBM’s partition function. Still, the trace term
in Equation (24.62) may demand expensive computation, and does not scale well to high dimensional
data.

There are two common methods that sidestep this difficulty. [CSG16] and [LLJ16] discovered that
when F is a unit ball in a reproducing kernel Hilbert space (RKHS) with a fixed kernel, the Stein
discrepancy becomes kernelized Stein discrepancy, where the trace term is a constant and does
not affect optimization. Otherwise, trace(∇xf(x)) can be approximated with the Skilling-Hutchinson
trace estimator [Ski89; Hut89; Gra+20c].

24.5.3 Adversarial training

Recall from Section 24.2.1 that when training EBMs with maximum likelihood estimation (MLE),
we need to sample from the EBM per training iteration. However, sampling using multiple MCMC
steps is expensive and requires careful tuning of the Markov chain. One way to avoid this difficulty
is to use non-MLE methods that do not need sampling, such as score matching and noise contrastive
estimation. Here we introduce another family of methods that sidestep costly MCMC sampling by
learning an auxiliary model through adversarial training, which allows fast sampling.

Using the definition of EBMs, we can rewrite the maximum likelihood objective by introducing a
variational distribution qϕ(x) parameterized by ϕ:

EpD(x)[log pθ(x)] = EpD(x)[−Eθ(x)]− logZθ

= EpD(x)[−Eθ(x)]− log

∫
e−Eθ(x)dx

= EpD(x)[−Eθ(x)]− log

∫
qϕ(x)

e−Eθ(x)

qϕ(x)
dx

(i)

≤ EpD(x)[−Eθ(x)]−
∫
qϕ(x) log

e−Eθ(x)

qϕ(x)
dx

= EpD(x)[−Eθ(x)]− Eqϕ(x)[−Eθ(x)]−H(qϕ(x)), (24.63)

where H(qϕ(x)) denotes the entropy of qϕ(x). Step (i) is due to Jensen’s inequality. Equation (24.63)
provides an upper bound to the expected log-likelihood. For EBM training, we can first minimize the
upper bound Equation (24.63) with respect to qϕ(x) so that it is closer to the likelihood objective,
and then maximize Equation (24.63) with respect to Eθ(x) as a surrogate for maximizing likelihood.
This amounts to using the following maximin objective

max
θ

min
ϕ

Eqϕ(x)[Eθ(x)]− EpD(x)[Eθ(x)]−H(qϕ(x)). (24.64)

Optimizing the above objective is similar to training GANs (Chapter 26), and can be achieved by
adversarial training. The variational distribution qϕ(x) should allow both fast sampling and efficient
entropy evaluation to make Equation (24.64) tractable. This limits the model family of qϕ(x), and
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usually restricts our choice to invertible probabilistic models, such as inverse autoregressive flow
(Section 23.2.4.3). See Dai et al. [Dai+19b] for an example on designing qϕ(x) and training EBMs
with Equation (24.64).

Kim and Bengio [KB16] and Zhai et al. [Zha+16] propose to represent qϕ(x) with neural samplers,
like the generator of GANs. A neural sampler is a deterministic mapping gϕ that maps a random
Gaussian noise z ∼ N (0, I) directly to a sample x = gϕ(z). When using a neural sampler as qϕ(x),
it is efficient to draw samples through the deterministic mapping, but H(qϕ(x)) is intractable since
the density of qϕ(x) is unknown. Kim and Bengio [KB16] and Zhai et al. [Zha+16] propose several
heuristics to approximate this entropy function. Kumar et al. [Kum+19c] propose to estimate
the entropy through its connection to mutual information: H(qϕ(z)) = I(gϕ(z), z), which can be
estimated from samples with variational lower bounds [NWJ10b; NCT16b]. Dai et al. [Dai+19a]
noticed that when defining pθ(x) = p0(x)e

−Eθ(x)/Zθ, with p0(x) being a fixed base distribution, the
entropy term −H(qϕ(x)) in Equation (24.64) can be replaced by DKL(qϕ(x) ∥ p0(x)), which can
also be approximated with variational lower bounds using samples from qϕ(x) and p0(x), without
requiring the density of qϕ(x).

Grathwohl et al. [Gra+20a] represent qϕ(x) as a noisy neural sampler, where samples are obtained
via gϕ(z) + σϵ, assuming z, ϵ ∼ N (0, I). With a noisy neural sampler, ∇ϕH(qϕ(x)) becomes
particularly easy to estimate, which allows gradient-based optimization for the minimax objective in
Equation (24.63). A related approach is proposed in Xie et al. [Xie+18], where authors train a noisy
neural sampler with samples obtained from MCMC, and initialize new MCMC chains with samples
generated from the neural sampler. This cooperative sampling scheme improves the convergence of
MCMC, but may still require multiple MCMC steps for sample generation. It does not optimize the
objective in Equation (24.63).

When using both adversarial training and MCMC sampling, Yu et al. [Yu+20] noticed that EBMs
can be trained with an arbitrary f -divergence, including KL, reverse KL, total variation, Hellinger,
etc. The method proposed by Yu et al. [Yu+20] allows us to explore the trade-offs and inductive bias
of different statistical divergences for more flexible EBM training.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license





25 Diffusion models

25.1 Introduction

In this chapter, we consider a class of models called diffusion models. This class of models has
recently generated a lot of interest, due to its ability to generate diverse, high quality, samples, and
the relative simplicity of the training scheme, which allows very large models to be trained at scale.
Diffusion models are closely related to VAEs (Chapter 21), normalizing flows (Chapter 23), and
EBMs (Chapter 24), as we will see.

The basic idea behind these models is based on the observation that it is hard to convert noise
into structured data, but it is easy to convert structured data into noise. In particular, we can
use a forwards process or diffusion process to gradually convert the observed data x0 into a
noisy version xT by passing the data through T steps of a stochastic encoder q(xt|xt−1). After
enough steps, we have xT ∼ N (0, I), or some other convenient reference distribution. We then learn
a reverse process to undo this, by passing the noise through T steps of a decoder pθ(xt−1|xt)
until we generate x0. See Figure 25.1 for an overall sketch of the approach. In the following
sections, we discuss this class of models in more detail. Our presentation is based in part on
the excellent tutorial [KGV22]. More details can be found in the recent review papers [Yan+22;
Cao+22], as well as specialized papers, such as [Kar+22]. There are also many other excellent
resources online, such as https://github.com/heejkoo/Awesome-Diffusion-Models and https:
//scorebasedgenerativemodeling.github.io/. For a detailed tutorial on the underlying math,
see [McA23; Nak+24].

25.2 Denoising diffusion probabilistic models (DDPMs)

In this section, we discuss denoising diffusion probabilistic models or DDPMs, introduced
in [SD+15b], and then extended in [HJA20; Kin+21] and many other works. We can think of the
DDPM as similar to a hierarchical variational autoencoder (Section 21.5), except that all the latent
states (denoted xt for t = 1 : T ) have the same dimensionality as the input x0. (In this respect,
a DDPM is similar to a normalizing flow (Chapter 23); however, in a diffusion model, the hidden
layers are stochastic, and do not need to use invertible transformations.) In addition, the encoder
network q is a simple linear Gaussian model, rather than being learned1, and the decoder network p
is shared across all time steps. These restrictions result in a very simple training objective, which

1. Later we will discuss some extensions in which the noise level of the encoder can also be learned. Nevertheless, the
encoder remains simple, by design.

https://github.com/heejkoo/Awesome-Diffusion-Models
https://scorebasedgenerativemodeling.github.io/
https://scorebasedgenerativemodeling.github.io/


864 Chapter 25. Diffusion models

Figure 25.1: Denoising diffusion probabilistic model. The forwards diffusion process, q(xt|xt−1), implements
the (non-learned) inference network; this just adds Gaussian noise at each step. The reverse diffusion process,
pθ(xt−1|xt), implements the decoder; this is a learned Gaussian model. From Slide 16 of [KGV22]. Used
with kind permission of Arash Vahdat.

xt

q(x0) q(x1) q(x2) q(x3) q(xT)

Diffused Data Distributions

…

Data Noise

Figure 25.2: Illustration of a diffusion model on 1d data. The forwards diffusion process gradually transforms
the empirical data distribution q(x0) into a simple target distribution, here q(xT ) = N (0, I). To generate
from the model, we sample a point xT ∼ N (0, I), and then run the Markov chain backwards, by sampling
xt ∼ pθ(xt|xt+1) until we get a sample in the original data space, x0. From Slide 19 of [KGV22]. Used with
kind permission of Arash Vahdat.

allows deep models to be easily trained without any risk of posterior collapse (Section 21.4). In
particular, in Section 25.2.3, we will see that training reduces to a series of weighted nonlinear least
squares problems.

25.2.1 Encoder (forwards diffusion)

The forwards encoder process is defined to be a simple linear Gaussian model:

q(xt|xt−1) = N (xt|
√
1− βtxt−1, βtI) (25.1)

where the values of βt ∈ (0, 1) are chosen according to a noise schedule (see Section 25.2.4). The
joint distribution over all the latent states, conditioned on the input, is given by

q(x1:T |x0) =

T∏

t=1

q(xt|xt−1) (25.2)
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Since this defines a linear Gaussian Markov chain, we can compute marginals of it in closed form. In
particular, we have

q(xt|x0) = N (xt|
√
αtx0, (1− αt)I) (25.3)

where we define

αt ≜ 1− βt, αt =
t∏

s=1

αs (25.4)

We choose the noise schedule such that αT ≈ 0, so that q(xT |x0) ≈ N (0, I).
The distribution q(xt|x0) is known as the diffusion kernel. Applying this to the input data

distribution and then computing the result unconditional marginals is equivalent to Gaussian
convolution:

q(xt) =

∫
q0(x0)q(xt|x0)dx0 (25.5)

As t increases, the marginals become simpler, as shown in Figure 25.2. In the image domain, this
process will first remove high-frequency content (i.e., low-level details, such as texture), and later will
remove low-frequency content (i.e., high-level or “semantic” information, such as shape), as shown in
Figure 25.1.

25.2.2 Decoder (reverse diffusion)

In the reverse diffusion process, we would like to invert the forwards diffusion process. If we know
the input x0, we can derive the reverse of one forwards step as follows:2

q(xt−1|xt,x0) = N (xt−1|µ̃t(xt,x0), β̃tI) (25.6)

µ̃t(xt,x0) =

√
αt−1βt
1− αt

x0 +

√
αt(1− αt−1)
1− αt

xt (25.7)

β̃t =
1− αt−1
1− αt

βt (25.8)

Of course, when generating a new datapoint, we do not know x0, but we will train the generator
to approximate the above distribution averaged over x0. Thus we choose the generator to have the
form

pθ(xt−1|xt) = N (xt−1|µθ(xt, t),Σθ(xt, t)) (25.9)

We often set Σθ(xt, t) = σ2
t I. We discuss how to learn σ2

t in Section 25.2.4, but two natural choices
are σ2

t = βt and σ2
t = β̃t; these correspond to upper and lower bounds on the reverse process entropy,

as shown in [HJA20].
The corresponding joint distribution over all the generated variables is given by pθ(x0:T ) =

p(xT )
∏T
t=1 pθ(xt−1|xt), where we set p(xT ) = N (0, I). We can sample from this distribution using

the pseudocode in Algorithm 25.2.

2. We just need to use Bayes’ rule for Gaussians. See e.g., https://lilianweng.github.io/posts/
2021-07-11-diffusion-models/ for a detailed derivation.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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25.2.3 Model fitting

We will fit the model by maximizing the evidence lower bound (ELBO), similar to how we train
VAEs (see Section 21.2). In particular, for each data example x0 we have

log pθ(x0) = log

[∫
dx1:T q(x1:T |x0)

pθ(x0:T )

q(x1:T |x0)

]
(25.10)

≥
∫
dx1:T q(x1:T |x0) log

(
p(xT )

T∏

t=1

pθ(xt−1|xt)
q(xt|xt−1)

)
(25.11)

= Eq

[
log p(xT ) +

T∑

t=1

log
pθ(xt−1|xt)
q(xt|xt−1)

]
≜ Ł(x0) (25.12)

We now discuss how to compute the terms in the ELBO. By the Markov property we have
q(xt|xt−1) = q(xt|xt−1,x0), and by Bayes’ rule, we have

q(xt|xt−1,x0) =
q(xt−1|xt,x0)q(xt|x0)

q(xt−1|x0)
(25.13)

Plugging Equation (25.13) into the ELBO we get

Ł(x0) = Eq(x1:T |x0)


log p(xT ) +

T∑

t=2

log
pθ(xt−1|xt)
q(xt−1|xt,x0)

+

T∑

t=2

log
q(xt−1|x0)

q(xt|x0)
︸ ︷︷ ︸

∗

+ log
pθ(x0|x1)

q(x1|x0)




(25.14)

The term marked * is a telescoping sum, and can be simplified as follows:

∗ = log q(xT−1|x0) + · · ·+ log q(x2|x0) + log q(x1|x0) (25.15)
− log q(xT |x0)− log q(xT−1|x0)− · · · − log q(x2|x0) (25.16)
= − log q(xT |x0) + log q(x1|x0) (25.17)

Hence the negative ELBO (variational upper bound) becomes

L(x0) = −Eq(x1:T |x0)

[
log

p(xT )

q(xT |x0)
+

T∑

t=2

log
pθ(xt−1|xt)
q(xt−1|xt,x0)

+ log pθ(x0|x1)

]
(25.18)

= DKL (q(xT |x0) ∥ p(xT ))︸ ︷︷ ︸
LT (x0)

(25.19)

+

T∑

t=2

Eq(xt|x0)DKL (q(xt−1|xt,x0) ∥ pθ(xt−1|xt))︸ ︷︷ ︸
Lt−1(x0)

−Eq(x1|x0) log pθ(x0|x1)︸ ︷︷ ︸
L0(x0)

(25.20)
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Each of these KL terms can be computed analytically, since all the distributions are Gaussian.
Below we focus on the Lt−1 term. Since xt =

√
αtx0 +

√
(1− αt)ϵt, we can write

µ̃t(xt,x0) =
1√
αt

(
xt −

βt√
1− αt

ϵ

)
(25.21)

Thus instead of training the model to predict the mean of the denoised version of xt−1 given its
noisy input xt, we can train the model to predict the noise, from which we can compute the mean:

µθ(xt, t) =
1√
αt

(
xt −

βt√
1− αt

ϵθ(xt, t)

)
(25.22)

where the dependence on x0 is implicit. With this parameterization, the loss (averaged over the
dataset) becomes

Lt−1 = Ex0∼q0(x0),ϵ∼N (0,I)




β2
t

2σ2
tαt(1− αt)︸ ︷︷ ︸

λt

||ϵ− ϵθ


√αtx0 +

√
1− αtϵ︸ ︷︷ ︸

xt

, t


 ||2


 (25.23)

The time dependent weight λt ensures that the training objective corresponds to maximum likelihood
training (assuming the variational bound is tight). However, it has been found empirically that the
model produces better looking samples if we set λt = 1. The resulting simplified loss (also averaging
over time steps t in the model) is given by

Lsimple = Ex0∼q0(x0),ϵ∼N (0,I),t∼Unif(1,T )


||ϵ− ϵθ


√αtx0 +

√
1− αtϵ︸ ︷︷ ︸

xt

, t


 ||2


 (25.24)

The overall training procedure is shown in Algorithm 25.1. We can improve the perceptual quality of
samples using more advanced weighting schemes, are discussed in [Cho+22]. Conversely, if the goal
is to improve likelihood scores, we can optimize the noise schedule, as discussed in Section 25.2.4.

Algorithm 25.1: Training a DDPM model with Lsimple.

1 while not converged do
2 x0 ∼ q0(x0)
3 t ∼ Unif({1, . . . , T})
4 ϵ ∼ N (0, I)

5 Take gradient descent step on ∇θ||ϵ− ϵθ
(√
αtx0 +

√
1− αtϵ, t

)
||2

After the model is trained, we can generate data using ancestral sampling, as shown in Algo-
rithm 25.2.
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868 Chapter 25. Diffusion models

Algorithm 25.2: Sampling from a DDPM model.
1 xT ∼ N (0, I)
2 foreach t = T, . . . , 1 do
3 ϵt ∼ N (0, I)

4 xt−1 = 1√
αt

(
xt − 1−αt√

1−αt ϵθ(xt, t)
)
+ σtϵt

5 Return x0

25.2.4 Learning the noise schedule

In this section, we describe a way to optimize the noise schedule used by the encoder so as to
maximize the ELBO; this approach is called a variational diffusion model or VDM [Kin+21].

We will use the following parameterization of the encoder:

q(xt|x0) = N (xt|αtx0, σ
2
t I) (25.25)

(Note that this αt is different to the one in Equation (25.4).) Rather than working with αt and σ2
t

separately, we will learn to predict their ratio, which is known as the signal to noise ratio:

R(t) = α2
t /σ

2
t (25.26)

This should be monotonically decreasing in t. This can be ensured by defining R(t) = exp(−γϕ(t)),
where γϕ(t) is a monotonic neural network. We usually set αt =

√
1− σ2

t , to corresponde to the
variance preserving SDE discussed in Section 25.4.

Following the derivation in Section 25.2.3, the negative ELBO (variational upper bound) can be
written as

L(x0) = DKL (q(xT |x0) ∥ p(xT ))︸ ︷︷ ︸
prior loss

+Eq(x1|x0)[− log pθ(x0|x1)]︸ ︷︷ ︸
reconstruction loss

+ LD(x0)︸ ︷︷ ︸
diffusion loss

(25.27)

where the first two terms are similar to a standard VAE, and the final diffusion loss is given below:3

LD(x0) =
1

2
Eϵ∼N (0,I)

∫ 1

0

R′(t) ∥x0 − x̂θ(zt, t)∥22 dt (25.28)

where R′(t) is the derivative of the SNR function, and zt = αtx0 + σtϵt. (See [Kin+21] for the
derivation.)

Since the SNR functon is invertible, due to the monotonicity assumtion, we can perform a change of
variables, and make everything a function of v = R(t) instead of t. In particular, let zv = αvx0+σvϵ,
and x̃θ(z, v) = x̂θ(z, R−1(v)). Then we can rewrite Equation (25.28) as

LD(x0) =
1

2
Eϵ∼N (0,I)

∫ Rmax

Rmin

∥x0 − x̃θ(zv, v)∥22 dv (25.29)

3. We present a simplified form of the loss that uses the continuous time limit, which we discuss in Section 25.4.
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Figure 25.3: Illustration of the U-net architecture used in the denoising step. From Slide 26 of [KGV22].
Used with kind permission of Arash Vahdat.

(a) (b) (c)

Figure 25.4: Some sample images generated by a small variational diffusion model trained on EMNIST for
about 30 minutes on a K40 GPU. (a) Unconditional sampling. (b) Conditioned on class label. (c) Using
classifier-free guidance (see Section 25.6.3). Generated by diffusion_emnist.ipynb. Used with kind permission
of Alex Alemi.

where Rmin = R(1) and Rmax = R(0). Thus we see that the shape of the SNR schedule does not
matter, except for its value at the two end points.

The integral in Equation (25.29) can be estimated by sampling a timestep uniformly at random.
When processing a minibatch of k examples, we can produce a lower variance estimate of the variational
bound by using a low-discrepancy sampler (cf., Section 11.6.5). In this approach, instead of
sampling the timesteps independently, we sample a single uniform random number u0 ∼ Unif(0, 1),
and then set ti = mod (u0 + i/k, 1) for the i’th sample. We can also optimize the noise schedule
wrt the variance of the diffusion loss.

25.2.5 Example: image generation

Diffusion models are often used to generate images. The most common architecture for image
generation is based on the U-net model [RFB15], as shown in Figure 25.3. The time step t is
encoded as a vector, using sinusoidal positional encoding or random Fourier features, and is then
fed into the residual blocks, using either simple spatial addition or by conditioning the group norm

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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layers [DN21a]. Of course, other architectures besides U-net are possible. For example, recently
[PX22; Li+22; Bao+22a] have proposed the use of transformers, to replace the convolutional and
deconvolutional layers.

The results of training a small U-net VDM on EMNIST images are shown in Figure 25.4. By
training big models (billions of parameters) for a long time (days) on lots of data (millions of images),
diffusion models can be made to generate very high quality images (see Figure 20.2). Results can
be further improved by using conditional diffusion models, where guidance is provided about what
kinds of images to generate (see Section 25.6).

25.3 Score-based generative models (SGMs)

This section is written with Yang Song and Durk Kingma.

In Section 24.3, we discussed how to fit energy based models (EBMs) using score matching. This
adjusts the parameters of the EBM so that the score function of the model, ∇x log pθ(x), matches
the score function of the data, ∇x log pD(x). An alternative to fitting a scalar energy function and
computing its score is to directly learn the score function. This is called a score-based generative
model or SGM [SE19; SE20b; Son+21b]. We can optimize the score function sθ(x) using basic
score matching (Section 24.3.1), sliced score matching (Section 24.3.3 or denoising score matching
(Section 24.3.2). We discuss this class of models in more detail below. (For a comparison with EBMs,
see [SH21].)

25.3.1 Example

In Figure 25.5a, we show the Swiss roll dataset. We estimate the score function by fitting an MLP
with 2 hidden layers, each with 128 hidden units, using basic score matching. In Figure 25.5b, we
show the output of the network after training for 10,000 steps of SGD. We see that the vector flow
field points inwards towards regions where the data density is high, and points outwards from an
unstable region with no data density (between the two ’arms’ on the right). This is easiest to see
in Figure 25.5c. In Figure 25.5d, we show some samples from the learned model, generated using
Langevin sampling. Better algorithms (e.g., HMC) can produce more plausible samples.

25.3.2 Adding noise at multiple scales

In general, score matching can have difficulty when there are regions of low data density. To see this,
suppose pD(x) = πp0(x) + (1− π)p1(x). Let S0 := {x | p0(x) > 0} and S1 := {x | p1(x) > 0} be the
supports of p0(x) and p1(x) respectively. When they are disjoint from each other, the score of pD(x)
is given by

∇x log pD(x) =

{
∇x log p0(x), x ∈ S0
∇x log p1(x), x ∈ S1,

(25.30)

which does not depend on the weight π. Hence score matching cannot correctly recover the true
distribution. Furthermore, Langevin sampling will have difficulty traversing between modes. (In
practice this will happen even when the different modes only have approximately disjoint supports.)
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(a) (b)

(c) (d)

Figure 25.5: Fitting a score-based generative model to the 2d Swiss roll dataset. (a) Training set. (b) Learned
score function trained using the basic score matching. (c) Superposition of learned score function and empirical
density. (d) Langevin sampling applied to the learned model. We show 3 different trajectories, each of length
25. Generated by score_matching_swiss_roll.ipynb.
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Song and Ermon [SE19; SE20b] and Song et al. [Son+21b] overcome this difficulty by perturbing
training data with different scales of noise. Specifically, they use

qσ(x̃|x) = N (x̃|x, σ2I) (25.31)

qσ(x̃) =

∫
pD(x)qσ(x̃|x)dx (25.32)

For a large noise perturbation, different modes are connected due to added noise, and the estimated
weights between them are therefore accurate. For a small noise perturbation, different modes are
more disconnected, but the noise-perturbed distribution is closer to the original unperturbed data
distribution. Using a sampling method such as annealed Langevin dynamics [SE19; SE20b; Son+21b]
or diffusion sampling [SD+15a; HJA20; Son+21b], we can sample from the most noise-perturbed
distribution first, then smoothly reduce the magnitude of noise scales until reaching the smallest one.
This procedure helps combine information from all noise scales, and maintains the correct estimation
of weights from higher noise perturbations when sampling from smaller ones.

In practice, all score models share weights and are implemented with a single neural network
conditioned on the noise scale; this is called a noise conditional score network, and has the form
sθ(x, σ). Scores of different scales are estimated by training a mixture of score matching objectives,
one per noise scale. If we use the denoising score matching objective in Equation (24.33), we get

L(θ;σ) = Eq(x,x̃)
[
1

2
∥∇x log pθ(x̃, σ)−∇x log qσ(x̃|x)∥22

]
(25.33)

=
1

2
EpD(x)Ex̃∼N (x,σ2I)

{∥∥∥∥sθ(x̃, σ) +
(x̃− x)
σ2

∥∥∥∥
2

2

}
(25.34)

where we used the fact that, for a Gaussian, the score is given by

∇x logN (x̃|x, σ2I) = −∇x
1

2σ2
(x− x̃)T(x− x̃) = x− x̃

σ2
(25.35)

If we have T different noise scales, we can combine the losses in a weighted fashion using

L(θ;σ1:T ) =
T∑

t=1

λtL(θ;σt) (25.36)

where we choose σ1 > σ2 > · · · > σT , and the weighting term satisfies λt > 0.

25.3.3 Equivalence to DDPM

We now show that the above score-based generative model training objective is equivalent to the
DDPM loss. To see this, first let us replace pD(x) with q0(x0), x̃ with xt, and sθ(x̃, σ) with sθ(xt, t).
We will also compute a stochastic approximation to Equation (25.36) by sampling a time step
uniformly at random. Then Equation (25.36) becomes

L = Ex0∼q0(x0),xt∼q(xt|x0),t∼Unif(1,T )

[
λt

∥∥∥∥sθ(xt, t) +
(xt − x0)

σ2
t

∥∥∥∥
2

2

]
(25.37)
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If we use the fact that xt = x0 + σtϵ, and if we define sθ(xt, t) = − ϵθ(xt,t)σt
, we can rewrite this as

L = Ex0∼q0(x0),ϵ∼N (0,I),t∼Unif(1,T )

[
λt
σ2
t

∥ϵ− ϵθ(xt, t)∥22
]

(25.38)

If we set λt = σ2
t , we recover Lsimple loss in Equation (25.24).

25.4 Continuous time models using differential equations

In this section, we consider a DDPM model in the limit of an infinite number of hidden layers, or
equivalently, an SGM in the limit of an infinite number of noise levels. This requires switching from
discrete time to continuous time, which complicates the mathematics. The advantage is that we can
leverage the large existing literature on solvers for ordinary and stochastic differential equations to
enable faster generation, as we will see.

25.4.1 Forwards diffusion SDE

Let us first consider a diffusion process where the noise level βt gets rewritten as β(t)∆t, where ∆t is
a step size:

xt =
√
1− βtxt−1 +

√
βtN (0, I) =

√
1− β(t)∆txt−1 +

√
β(t)∆tN (0, I) (25.39)

If ∆t is small, we can approximate the first term with a first-order Taylor series expansion to get

xt ≈ xt−1 −
β(t)∆t

2
xt−1 +

√
β(t)∆tN (0, I) (25.40)

Hence for small ∆t we have

xt − xt−1
∆t

≈ −β(t)
2
xt−1 +

√
β(t)√
∆t
N (0, I) (25.41)

We can now switch to the continuous time limit, and write this as the following stochastic
differential equation or SDE:

dx(t)

dt
= −1

2
β(t)x(t) +

√
β(t)

dw(t)

dt
(25.42)

where w(t) represents a standard Wiener process, also called Brownian noise. More generally,
we can write such SDEs as follows, where we use Itô calculus notation (see e.g., [SS19]):

dx = f(x, t)︸ ︷︷ ︸
drift

dt+ g(t)︸︷︷︸
diffusion

dw (25.43)

The first term in the above SDE is called the drift coefficient, and the second term is called the
diffusion coefficient.
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Figure 25.6: Illustration of the forwards diffusion process in continuous time. Yellow lines are sample paths
from the SDE. Heat map represents the marginal distribution computed using the probability flow ODE. From
Slide 43 of [KGV22]. Used with kind permission of Karsten Kreis.

We can gain some intuition for these processes by looking at the 1d example in Figure 25.6. We
can draw multiple paths as follows: sample an initial state from the data distribution, and then
integrate over time using Euler-Maruyama integration:

x(t+∆t) = x(t) + f(x(t), t)∆t+ g(t)
√
∆tN (0, I) (25.44)

We can see how the data distributiom at t = 0, on the left hand side, gradually gets transformed to a
pure noise distribution at t = 1, on the right hand side.

In [Son+21b], they show that the SDE corresponding to DDPMs, in the T →∞ limit, is given by

dx = −1

2
β(t)xdt+

√
β(t)dω (25.45)

where β(t/T ) = Tβt. Here the drift term is proportional to −x, which encourages the process to
return to 0. Consequently, DDPM corresponds to a variance preserving process. By contrast, the
SDE corresponding to SGMs is given by the following:

dx =

√
d[σ(t)2]

dt
dω (25.46)

where σ(t/T ) = σt. This SDE has zero drift, so corresponds to a variance exploding process.

25.4.2 Forwards diffusion ODE

Instead of adding Gaussian noise at every step, we can just sample the initial state, and then let it
evolve deterministically over time according to the following ordinary differential equation or
ODE:

dx =

[
f(x, t)− 1

2
g(t)2∇x log pt(x)

]

︸ ︷︷ ︸
h(x,t)

dt (25.47)
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(a) (b)

Figure 25.7: Illustration of the reverse diffusion process. (a) Sample paths from the SDE. (b) Deterministic
trajectories from the probability flow ODE. From Slide 65 of [KGV22]. Used with kind permission of Karsten
Kreis.

This is called the probability flow ODE [Son+21b, Sec D.3]. We can compute the state at any
moment in time using any ODE solver:

x(t) = x(0) +

∫ t

0

h(x, τ)dτ (25.48)

See Figure 25.7b for a visualization of a sample trajectory. If we start the solver from different
random states x(0), then the induced distribution over paths will have the same marginals as the
SDE model. See the heatmap in Figure 25.6 for an illustration.

25.4.3 Reverse diffusion SDE

To generate samples from this model, we need to be able to reverse the SDE. In a remarkable result,
[And82] showed that any forwards SDE of the form in Equation (25.43) can be reversed to get the
following reverse-time SDE:

dx =
[
f(xt, t)− g(t)2∇x log qt(x)

]
dt+ g(t)dw (25.49)

where w is the standard Wiener process when time flows backwards, dt is an infinitesimal negative
time step, and ∇x log qt(x) is the score function.

In the case of the DDPM, the reverse SDE has the following form:

dxt =

[
−1

2
β(t)xt − β(t)∇xt log qt(xt)

]
dt+

√
β(t)dwt (25.50)

To estimate the score function, we can use denoising score matching as we discussed in Section 25.3,
to get

∇xt log qt(xt) ≈ sθ(xt, t) (25.51)

(In practice, it is advisable to use variance reduction techniques, such as importance sampling, as
discussed in [Son+21a].) The SDE becomes

dxt = −
1

2
β(t) [xt + 2sθ(xt, t)] dt+

√
β(t)dwt (25.52)
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Figure 25.8: Comparing the first 100 dimensions of the latent code obtained for a random CIFAR-100 image.
“Model A” and “Model B” are separately trained with different architectures. From Figure 7 of [Son+21b].
Used with kind permission of Yang Song.

After fitting the score network, we can sample from it using ancestral sampling (as in Section 25.2),
or we can use the Euler-Maruyama integration scheme in Equation (25.44), which gives

xt−1 = xt +
1

2
β(t) [xt + 2sθ(xt, t)]∆t+

√
β(t)∆tN (0, I) (25.53)

See Figure 25.7a for an illustration.

25.4.4 Reverse diffusion ODE

Based on the results in Section 25.4.2, we can derive the probability flow ODE from the reverse-time
SDE in Equation (25.49) to get

dxt =

[
f(xt, t)−

1

2
g(t)2sθ(xt, t)

]
dt (25.54)

If we set f(xt, t) = − 1
2β(t)xt and g(t) =

√
β(t), as in DDPM, this becomes

dxt = −
1

2
β(t) [xt + sθ(xt, t)] dt (25.55)

See Figure 25.7b for an illustration. A simple way to solve this ODE is to use Euler’s method:

xt−1 = xt +
1

2
β(t) [xt + sθ(xt, t)]∆t (25.56)

However, in practice one can get better results using higher-order ODE solvers, such as Heun’s
method [Kar+22].

This model is a special case of a neural ODE, also called a continuous normalizing flow (see
Section 23.2.6). Consequently we can derive the exact log marginal likelihood. However, instead of
maximizing this directly (which is expensive), we use score matching to fit the model.

Another advantage of the deterministic ODE approach is that it guarantees that the generative
model is identifiable. To see this, note that the ODE (in both forwards and reverse directions) is
deterministic, and is uniquely determined by the score function. If the architecture is sufficiently
flexible, and if there is enough data, then score matching will recover the true score function of the
data generating process. Thus, after training, a given datapoint will map to a unique point in latent
space, regardless of the model architecture or initialization (see Figure 25.8).
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Figure 25.9: Generatng from the reverse diffusion process using 4 steps. (Top) Deterministic sampling.
(Bottom) A mix of deterministic and stochastic sampling. Used with kind permission of Ruiqi Gao.

Furthermore, since every point in latent space decodes to a unique image, we can perform “semantic
interpolation” in the latent space to generate images with properties that are in between two input
examples (cf., Figure 20.9).

25.4.5 Comparison of the SDE and ODE approach

In Section 25.4.3 we described the reverse diffusion process as an SDE, and in Section 25.4.4, we
described it as an ODE. We can see the connection between these methods by rewriting the SDE in
Equation (25.49) as follows:

dxt = −
1

2
β(t)[xt + sθ(xt, t)]dt

︸ ︷︷ ︸
probability flow ODE

−1

2
β(t)sθ(xt, t)dt+

√
β(t)dwt

︸ ︷︷ ︸
Langevin diffusion SDE

(25.57)

The continuous noise injection can compensate for errors introduced by the numerical integration of
the ODE term. Consequently, the resulting samples often look better. However, the ODE approach
can be faster. Fortunately it is possible to combine these techniques, as proposed in [Kar+22]. The
basic idea is illustrated in Figure 25.9: we alternate between performing a deterministic step using
an ODE solver, and then adding a small amount noise to the result. This can be repeated for some
number of steps. (We discuss ways to reduce the number of required steps in Section 25.5.)

25.4.6 Example

A simple JAX implementation of the above ideas, written by Winnie Xu, can be found in diffu-
sion_mnist.ipynb. This fits a small model to MNIST images using denoising score matching. It then
generates from the model by solving the probability flow ODE using the diffrax library. By scaling
this kind of method up to a much larger model, and training for a much longer time, it is possible to
produce very impressive looking results, as shown in Figure 25.10.

25.4.7 Flow matching

In Section 25.4.4, we mentioned that the ODE version of diffusion can be viewed as a continuous-time
normalizing flow. From this perspective, we can dispense with the notion of Gaussian noise and
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Figure 25.10: Synthetic faces from a score-based generative model trained on CelebA-HQ-256 images. From
Figure 12 of [Son+21b]. Used with kind permission of Yang Song.

Brownian motion, used in DDPM, and directly interpret the problem as learning a deterministic
mapping from a source distribution p0 to a target distribution p1 via a smooth differentiable map.
This approach is called flow matching, and was independently proposed in several recent papers
[AVE23; Lip+23; LGL23; HBC23].

The basic idea is to train a neural network to approximate the velocity field vθ(xt, t) ≈ d
dtxt =

d
dtIt(x0,x1), where It(x0,x1) = αtx0 + βtx1 is the interpolant (e.g., using αt = (1 − t) and
βt = t); we then use the vector-valued function inside of an ODE solver to compute a sample
x1 =

∫ 1

0
dxt
dt dt starting from x0 ∼ p0. The advantage of this approach is that it allows for non-

Gaussian source distributions p0, and it provides a way to compute the exact likelihood, namely
p1(x) = p0(x) exp

(
−
∫ 1

0
div(vθ(xt, t))dt

)
. Furthermore, it is possible to optimize the flow so that it

solves an optimal transport (Section 6.8) problem (see e.g., [Ton+23]), which can speedup sampling /
integration [Lip+23; LGL23].

25.5 Speeding up diffusion models

One of the main disadvantages of diffusion models is that generating from them takes many small
steps, which can be slow. While it is possible to just take fewer, larger steps, the results are much
worse. In this section, we briefly mention a few techniques that have been proposed to tackle this
important problem. Many other techniques are mentioned in the recent review papers [UAP22;
Yan+22; Cao+22].

25.5.1 DDIM sampler

In this section, we describe the denoising diffusion implicit model or DDIM of [SME21], which can
be used for efficient deterministic generation. The first step is to use a non-Markovian forwards
diffusion process, so it always conditions on the input in addition to the previous step:

q(xt−1|xt,x0) = N (
√
αt−1x0 +

√
1− αt−1 − σ̃2

t

xt −
√
αtx0√

1− αt
, σ̃2
t I) (25.58)
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Figure 25.11: Illustration of why taking larger steps in the reverse diffusion process needs more complex,
mulit-modal conditional distributions. From Slide 90 of [KGV22]. Used with kind permission of Arash Vahdat.

The corresponding reverse process is

pθ(xt−1|xt) = N (
√
αt−1x̂0 +

√
1− αt−1 − σ̃2

t

xt −
√
αtx̂0√

1− αt
, σ̃2
t I) (25.59)

where x̂0 = x̂θ(xt, t) is the predicted output from the model. By setting σ̃2
t = 0, the reverse process

becomes fully deterministic, given the initial prior sample (whose variance is controlled by σ̃2
T ). The

resulting probability flow ODE gives better results when using a small number of steps compared to
the methods discussed in Section 25.4.4.

Note that the weighted negative VLB for this model is the same as Lsimple in Section 25.2, so the
DDIM sampler can be applied to a trained DDPM model.

25.5.2 Non-Gaussian decoder networks

If the reverse diffusion process takes larger steps, then the induced distribution over clean outputs
given a noisy input will become multimodal, as illustrated in Figure 25.11. This requires more
complicated forms for the distribution pθ(xt−1|xt). In [Gao+21], they use an EBM to fit this
distribution. However, this still requires the use of MCMC to draw a sample. In [XKV22], they
use a GAN (Chapter 26) to fit this distribution. This enables us to easily draw a sample by passing
Gaussian noise through the generator. The benefits over a single stage GAN is that both the generator
and discriminator are solving a much simpler problem, resulting in increased mode coverage, and
better training stability. The benefit over a standard diffusion model is that we can generate high
quality samples in many fewer steps.

25.5.3 Distillation

In this section, we discuss the progressive distillation method of [SH22], which provides a way to
create a diffusion model that only needs a small number of steps to create high quality samples. The
basic idea is follows. First we train a DDPM model in the usual way, and sample from it using the
DDIM method; we treat this as the “teacher” model. We use this to generate intermediate latent
states, and train a “student” model to predict the output of the teacher on every second step, as
shown in Figure 25.12. After the student has been trained, it can generate results that are as good as
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Figure 25.12: Progressive distillation. From Figure 1 of [SH22]. Used with kind permission of Tim Salimans.

the teacher, but in half the number of steps. This student can then teach a new generation of even
faster students. See Algorithm 25.4 for the pseudocode, which should be compared to Algorithm 25.3
for the standard training procedure. Note that each round of teaching becomes faster, because the
teachers become smaller, so the total time to perform the distillation is relatively small. The resulting
model can generate high quality samples in as few as 4 steps.

Algorithm 25.3: Standard training
Input: Model x̂θ(zt) to be trained
Input: Dataset D
Input: Loss weight function w

1 while not converged do
2 x ∼ D
3 t ∼ Unif(0, 1)
4 ϵ ∼ N (0, I)
5 zt = αtx+ σtϵ

6 x̃ = x (Clean data is target)
7 λt = log(α2

t /σ
2
t ) (Log SNR)

8 Lθ = w(λt) ∥x̃− x̂θ(zt)∥22
9 θ := θ − γ∇θLθ

Algorithm 25.4: Progressive distilla-
tion
Input: Trained teacher model x̂η(zt)
Input: Dataset D
Input: Loss weight function w
Input: Student sampling steps N

1 foreach K iterations do
2 θ := η (Assign student)
3 while not converged do
4 x ∼ D
5 t = i/N , i ∼ Cat(1, 2, . . . , N)
6 ϵ ∼ N (0, I)
7 zt = αtx+ σtϵ
8 t′ = t− 0.5/N, t′′ = t− 1/N

9 zt′ = αt′ x̂η(zt) +
σt′
σt

(zt − αtx̂η(zt))

10 zt′′ =

αt′′ x̂η(zt′ ) +
σt′′
σt′

(zt′ − αt′ x̂η(zt′ ))

11 x̃ =
zt′′−(σt′′/σt)zt
αt′′−(σt′′/σt)αt

(Teacher is target)

12 λt = log(α2
t /σ

2
t )

13 Lθ = w(λt) ∥x̃− x̂θ(zt)∥22
14 θ := θ − γ∇θLθ
15 η : − = θ (Student becomes next teacher)
16 N := N/2 (Halve number of sampling steps)

25.5.4 Latent space diffusion

Another approach to speeding up diffusion models for images is to first embed the images into a
lower dimensional space, and then fit the diffusion model to the embeddings. This idea has been
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Figure 25.13: Combining a VAE with a diffusion model. Here E and D are the encoder and decoder of the
VAE. The diffusion model conditions on the inputs either by using concatentation or by using a cross-attention
mechanism. From Figure 3 of [Rom+22]. Used with kind permission of Robin Rombach.

pursued in several papers.
In the latent diffusion model (LDM) of [Rom+22], they adopt a two-stage training scheme, in

which they first fit the VAE, augmented with a perceptual loss, and then fit the diffusion model
to the embedding. The architecture is illustrated in Figure 25.13. The LDM forms the foundation
of the very popular stable diffusion system created by Stability AI. In the latent score-based
generative model (LSGM) of [VKK21], they first train a hierarchical VAE, and then jointly train
the VAE and a diffusion model.

In addition to speed, an additional advantage of combining diffusion models with autoencoders is
that it makes it simple to apply diffusion to many different kinds of data, such as text and graphs: we
just need to define a suitable architecture to embed the input domain into a continuous space. Note,
however, that it is also possible to define diffusion directly on discrete state spaces, as we discuss in
Section 25.7.

So far we have discussed applying diffusion “on top of” a VAE. However, we can also do the reverse,
and fit a VAE on top of a DDPM model, where we use the diffusion model to “post process” blurry
samples coming from the VAE. See [Pan+22] for details.

25.6 Conditional generation

In this section, we discuss how to generate samples from a diffusion model where we condition on
some side information c, such as a class label or text prompt.

25.6.1 Conditional diffusion model

The simplest way to control the generation from a generative model is to train it on (c,x) pairs so as
to maximize the conditional likelihood, p(x|c). If the conditioning signal c is a scalar (e.g., a class
label), it can be mapped to an embedding vector, and then incorporated into the network by spatial
addition, or by using it to modular the group normalization layers. If the input c is another image,
we can simply concatenate it with xt as an extra set of channels. If the input c is a text prompt, we
can embed it, and then use spatial addition or cross-attention (see Figure 25.13 for an illustration).
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25.6.2 Classifier guidance

One problem with conditional diffusion models is that we need to retrain them for each kind of
conditioning that we want to perform. An alternative approach, known as classifier guidance
was proposed in [DN21b], and allows us to leverage pre-trained discriminative classifiers of the form
pϕ(c|x) to control the generation process. The idea is as follows. First we use Bayes’ rule to write

log p(x|c) = log p(c|x) + log p(x)− log p(c) (25.60)

from which the score function becomes

∇x log p(x|c) = ∇x log p(x) +∇x log p(c|x) (25.61)

We can now use this conditional score to generate samples, rather than the unconditional score. We
can further amplify the influence of the conditioning signal by scaling it by a factor w > 1:

∇x log pw(x|c) = ∇x log p(x) + w∇x log p(c|x) (25.62)

In practice, this can be achieved as follows by generating samples from

xt−1 ∼ N (µ+ wΣg,Σ), µ = µθ(xt, t), Σ = Σθ(xt, t), g = ∇xt log pϕ(c|xt) (25.63)

25.6.3 Classifier-free guidance

Unfortunately, p(c|xt) is a discriminative model, that may ignore many details of the input xt. Hence
optimizing along the directions specified by ∇xt log p(c|xt) can give poor results, similar to what
happens when we create adversarial images. In addition, we need to train a classifier for each time
step, since xt will differ in its blurriness.

In [HS21], they proposed a technique called classifier-free guidance, which derives the classifier
from the generative model, using p(c|x) = p(x|c)p(c)

p(x) , from which we get

log p(c|x) = log p(x|c) + log p(c)− log p(x) (25.64)

This requires learning two generative models, namely p(x|c) and p(x). However, in practice we can
use the same model for this, and simply set c = ∅ to represent the unconditional case. We then use
this implicit classifier to get the following modified score function:

∇x[log p(x|c) + w log p(c|x)] = ∇x[log p(x|c) + w(log p(x|c)− log p(x))] (25.65)
= ∇x[(1 + w) log p(x|c)− w log p(x)] (25.66)

Larger guidance weight usually results in better individual sample quality, but lower diversity.

25.6.4 Generating high resolution images

In order to generate high resolution images, [Ho+21] proposed to use cascaded generation, in
which we first train a model to generate 64× 64 images, and then train a separate super-resolution
model to map this to 256× 256 or 1024× 1024. This approach is used in Google’s Imagen model
[Sah+22b], which is a text-to-image system (see Figure 25.14). Imagen uses large pre-trained text
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checkered beret and red dotted turtleneck.”

Figure 25.14: Cascaded diffusion model used by the Imagen text-to-image system. From Figure A.5 of
[Sah+22b]. Used with kind permission of Saurabh Saxena.

encoder, based on T5-XXL [Raf+20a], combined with a VDM model (Section 25.2.4) based on the
U-net architecture, to generate impressive-looking images (see Figure 20.2).

In addition to conditioning on text, it is possible to condition on another image to create a model
for image-to-image translation. For example, we can learn map a gray-scale image c to a color
image x, or a corrupted or occluded image c to a clean version x. This can be done by training a
multi-task conditional diffusion model, as explained in [Sah+22a]. See Figure 20.4 for some sample
outputs.

25.7 Diffusion for discrete state spaces

So far in this chapter, we have focused on Gaussian diffusion for generating real-valued data. However
it is also possible to define diffusion models for discrete data, such as text or semantic segmentation
labels, either by using a continuous latent embedding space (see Section 25.5.4), or by defining
diffusion operations directly on the discrete state space, as we discuss beow.

25.7.1 Discrete Denoising Diffusion Probabilistic Models

In this section we discuss the Discrete Denoising Diffusion Probabilistic Model (D3PM) of [Aus+21],
which defines a discrete time diffusion process directly on the discrete state space. (This builds on
prior work such as multinomial diffusion [Hoo+21], and the original diffusion paper of [SD+15b].)

The basic idea is illustrated in Figure 25.15 in the context of semantic segmentation, which
associates a categorical label to each pixel in an image. On the right we illustrate some sample
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Figure 25.15: Multinomial diffusion model, applied to semantic image segmentation. The input image is
on the right, and gets diffused to the noise image on the left. From Figure 1 of [Aus+21]. Used with kind
permission of Emiel Hoogeboom.

images, and the corresponding categorical distribution that they induce over a single pixel. We
gradually transform these pixel-wise distributions to the uniform distribution, using a stochastic
sampling process that we describe below. We then learn a neural network to invert this process, so it
can generate discrete data from noise; in the diagram, this corresponds to moving from left to right.

To ensure efficient training, we require that we can efficiently sample from q(xt|x0) for an
abritrary timestep t, so we can randomly sample time steps when optimizing the variational bound
in Equation (25.27). In addition, we require that q(xt−1|xt,x0) have a tractable form, so we can
efficiently compute the KL terms

Lt−1(x0) = Eq(xt|x0)DKL (q(xt−1|xt,x0) ∥ pθ(xt−1|xt)) (25.67)

Finally, it is useful if the forwards process converges to a known stationary distribution, π(xT ), which
we can use for our generative prior p(xT ); this ensures DKL (q(xT |x0) ∥ p(xT )) = 0.

To satisfy the above criteria, we assume the state consists ofD independent blocks, each representing
a categorical variable, xt ∈ {1, . . . ,K}; we represent this by the one-hot row vector x0. In general,
this will represent a vector of probabilities. We then define the forwards diffusion kernel as follows:

q(xt|xt−1) = Cat(xt|xt−1Qt) (25.68)

where [Qt]ij = q(xt = j|xt−1 = i) is a row stochastic transition matrix. (We discuss how to define
Qt in Section 25.7.2.)

We can derive the t-step marginal of the forwards process as follows:

q(xt|x0) = Cat(xt|x0Qt), Qt = Q1Q2 · · ·Qt (25.69)

Similarly, we can reverse the forwards process as follows:

q(xt−1|xt,x0) =
q(xt|xt−1,��x0)q(xt−1|x0)

q(xt|x0)
= Cat

(
xt−1|

xtQ
T
t ⊙ x0Qt−1
x0Qtx

T
t

)
(25.70)

We discuss how to define the generative process pθ(xt−1|xt) in Section 25.7.3. Since both distrbutions
factorize, we can easily compute the KL distributions in Equation (25.67) by summing the KL for
each dimension.
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Figure 25.16: D3PM forward and (learned) reverse proccess applied to a quantized Swiss roll. Each dot
represents a 2d categorical variable. Top: samples from the uniform, discretized Gaussian, and absorbing
state models, along with corresponding transition matrices Q. Bottom: samples from a learned discretized
Gaussian reverse process. From Figure 1 of [Aus+21]. Used with kind permission of Jacob Austin.

25.7.2 Choice of Markov transition matrices for the forward processes

In this section, we give some examples of how to represent the transition matrix Qt.
One simple approach is to use Qt = (1− βt)I+ βt/K, which we can write in scalar form as follows:

[Qt]ij =

{
1− K−1

K βt if i = j
1
Kβt if i ̸= j

(25.71)

Intuïtively, this adds a little amount of uniform noise over the K classes, and with a large probability,
1 − βt, we sample from xt−1. We call this the uniform kernel. Since this is a doubly stochastic
matrix with strictly positive entries, the stationary distributon is uniform. See Figure 25.16 for an
illustration.

In the case of the uniform kernel, one can show [Hoo+21] that the marginal distribution is given
by

q(xt|x0) = Cat(xt|αtx0 + (1− αt)/K) (25.72)

where αt = 1− βt and αt =
∏t
τ=1 ατ . This is similar to the Gaussian case discussed in Section 25.2.

Furthermore, we can derive the posterior distribution as follows:

q(xt−1|xt,x0) = Cat(xt−1|θpost(xt,θ0)), θpost(xt,θ0) = θ̃/

K∑

k=1

θ̃k (25.73)

θ̃ = [αtxt + (1− αt)/K]⊙ [αt−1x0 + (1− αt−1)/K] (25.74)

Another option is to define a special absorbing state m, representing a MASK token, which we
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transition into with probability βt. Formally, we have Qt = (1− βt)I+ βt1e
T
m, or, in scalar form,

[Qt]ij =





1 if i = j = m

1− βt if i = j ̸= m

βt if j = m, i ̸= m

(25.75)

This converges to a point-mass distribution on state m. See Figure 25.16 for an illustration.
Another option, suitable for quantized ordinal values, is to use a discretized Gaussian, that

transitions to other nearby states, with a probability that depends on how similar the states are in
numerical value. If we ensure the transition matrix is doubly stochastic, the resulting stationary
distribution will again be uniform. See Figure 25.16 for an illustration.

25.7.3 Parameterization of the reverse process

While it is possible to directly predict the logits pθ(xt−1|xt) using a neural network fθ(xt), it is
preferable to directly predict the logits of the output, using p̃θ(x̃0|xt); we can then combine this
with the analytical expression for q(xt−1|xt,x0) to get

pθ(xt−1|xt) ∝
∑

x̃0

q(xt−1|xt, x̃0)p̃θ(x̃0|xt) (25.76)

(The sum over x̃0 takes O(DK) time, if there are D dimensions, each with K values.) One advantage
of this approach, compared to directly learning pθ(xt−1|xt), is that the model will automatically
satisfy any sparsity constraints in Qt. In addition, we can perform inference with k steps at a time,
by predicting

pθ(xt−k|xt) ∝
∑

x̃0

q(xt−k|xt, x̃0)p̃θ(x̃0|xt) (25.77)

Note that, in the multi-step Gaussian case, we require more complex models to handle multimodaility
(see Section 25.5.2). By contrast, discrete distributions already have this flexibility built in.

25.7.4 Noise schedules

In this section we discuss how to choose the noise schedule for βt. For discretized Gaussian diffusion,
[Aus+21] propose to linearly increase the variance of the Gaussian noise before the discretization step.
For uniform diffusion, we can use a cosine schedule of the form αt = cos( t/T+s

1+s
π
2 ), where s = 0.08, as

proposed in [ND21]. (Recall that βt = 1−αt, so the noise increases over time.) For masked diffusion,
we can use a schedule of the form βt = 1/(T − t+ 1), as proposed in [SD+15b].

25.7.5 Connections to other probabilistic models for discrete sequences

There are interesting connections between D3PM and other probabilistic text models. For example,
suppose we define the transition matrix as a combination of the unifrom transition matrix and an
absorbing MASK state, i.e., Q = α1eTm + β11T/K + (1− α− β)I. For a one-step diffusion process
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Figure 25.17: Comparison of sequential image generation with a transformer (top) vs parallel generation with
MaskGIT (bottom). All pixels start out in the MASK state, denoted by light gray. In the transformer, we
generate one pixel at a time, so it takes 256 steps for the whole image. In the MaskGIT method, multiple states
are generated in parallel, which only takes 8 steps. From Figure 2 of [Cha+22]. Used with kind permission of
Huiwen Chang.

in which q(x1|x0) replaces α = 10% of the tokens with MASK, and β = 5% uniformly at random,
we recover the same objective that is used to train the BERT language model, namely

L0(x0) = −Eq(x1|x0) log pθ(x0|x1) (25.78)

(This follows since LT = 0, and there are no other time steps used in the variational bound in
Equation (25.27).)

Now consider a diffusion process that deterministically masks tokens one-by-one. For a se-
quence of length N = T , we have q([xt]i|x0) = [x0]i if i < N − t (pass through), else [xt]i
is set to MASK. Because this is a deterministic process, the posterior q(xt−1|xt,x0) is a delta
function on the xt with one fewer mask tokens. One can then show that the KL term becomes
DKL (q([xt]i|xt,x0) ∥ pθ([xt−1]i|xt)) = − log pθ([x0]i|xt), which is the standard cross-entropy loss
for an autoregressive model.

Finally one can show that generative masked language models, such as [WC19; Gha+19], also
correspond to discrete diffusion processes: the sequence starts will all locations masked out, and
each step, a set of tokens are generated, given the previous sequence. The MaskGIT method of
[Cha+22] uses a similar procedure in the image domain, after applying vector quantization to image
patches. These parallel, iterative decoders are much faster than sequential autoregressive decoders.
See Figure 25.17 for an illustration.
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26 Generative adversarial networks

This chapter is written by Mihaela Rosca, Shakir Mohamed, and Balaji Lakshminarayanan.

26.1 Introduction

In this chapter, we focus on implicit generative models, which are a kind of probabilistic model
without an explicit likelihood function [ML16]. This includes the family of generative adversarial
networks or GANs [Goo16]. In this chapter, we provide an introduction to this topic, focusing on
a probabilistic perspective.

To develop a probabilistic formulation for GANs, it is useful to first distinguish between two types
of probabilistic models: “prescribed probabilistic models” and “implicit probabilistic models”
[DG84]. Prescribed probabilistic models, which we will call explicit probabilistic models, provide
an explicit parametric specification of the distribution of an observed random variable x, specifying
a log-likelihood function log qθ(x) with parameters θ. Most models we encountered in this book thus
far are of this form, whether they be state-of-the-art classifiers, large-vocabulary sequence models,
or fine-grained spatio-temporal models. Alternatively, we can specify an implicit probabilistic
model that defines a stochastic procedure to directly generate data. Such models are the natural
approach for problems in climate and weather, population genetics, and ecology, since the mechanistic
understanding of such systems can be used to directly describe the generative model. We illustrate
the difference between implicit and explicit models in Figure 26.1.

The form of implicit generative models we focus on in this chapter can be expressed as a probabilistic
latent variable model, similar to VAEs (Chapter 21). Implicit generative models use a latent variable
z and transform it using a deterministic function Gθ that maps from Rm → Rd using parameters θ.
Implicit generative models do not include a likelihood function or observation model. Instead, the
generating procedure defines a valid density on the output space that forms an effective likelihood
function:

x = Gθ(z
′); z′ ∼ q(z) (26.1)

qθ(x) =
∂

∂x1
. . .

∂

∂xd

∫

{Gθ(z)≤x}
q(z)dz, (26.2)

where q(z) is a distribution over latent variables that provides the external source of randomness.
Equation (26.2) is the definition of the transformed density qθ(x) defined as the derivative of a
cumulative distribution function, and hence integrates the distribution q(z) over all events defined
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data
model density

(a) Prescribed generative model.

data
model samples

(b) Implicit generative model.

Figure 26.1: Visualizing the difference between prescribed and implicit generative models. Prescribed mod-
els provide direct access to the learned density (sometimes unnormalized). Implicit models only provide
access to a simulator which can be used to generate samples from an implied density. Generated by
genmo_types_implicit_explicit.ipynb

by the set {Gθ(z) ≤ x}. When the latent and data dimension are equal (m = d) and the function
Gθ(z) is invertible or has easily characterized roots, we recover the rule for transformations of
probability distributions. This transformation of variables property is also used in normalizing flows
(Chapter 23). In diffusion models (Chapter 25), we also transform noise into data and vice versa, but
the transformation is not strictly invertible.

We can develop more general and flexible implicit generative models where the function G is
a non-linear function with d > m, e.g., specified by a deep network. Such models are sometimes
called generator networks or generative neural samplers; they can also be throught of as
differentiable simulators. Unfortunately the integral (26.2) is intractable in these kinds of models,
and we may not even be able to determine the set {Gθ(z) ≤ x}. Of course, intractability is also a
challenge for explicit latent variable models such as VAEs (Chapter 21), but in the GAN case, the
lack of a likelihood term makes the learning problem even harder. Therefore this problem is called
likelihood-free inference or simulation-based inference.

Likelihood-free inference also forms the basis of the field known as approximate Bayesian
computation or ABC, which we briefly discuss in Section 13.6.5. ABC and GANs give us two
different algorithmic frameworks for learning in implicit generative models. Both approaches rely on
a learning principle based on comparing real and simulated data. This type of learning by comparison
instantiates a core principle of likelihood-free inference, and expanding on this idea is the focus of
the next section. The subsequent sections will then focus on GANs specifically, to develop a more
detailed foundation and practical considerations. (See also https://poloclub.github.io/ganlab/
for an interactive tutorial.)

26.2 Learning by comparison

In most of this book, we rely on the principle of maximum likelihood for learning. By maximizing
the likelihood we effectively minimize the KL divergence between the model qθ (with parameters θ)
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Figure 26.2: Overview of approaches for learning in implicit generative models

and the unknown true data distribution p∗. Recalling equation (26.2), in implicit models we cannot
evaluate qθ(x), and thus cannot use maximum likelihood training. As implicit models provide a
sampling procedure, we instead are searching for learning principles that only use samples from the
model.

The task of learning in implicit models is to determine, from two sets of samples, whether their
distributions are close to each other and to quantify the distance between them. We can think of
this as a ‘two sample’ or likelihood-free approach to learning by comparison. There are many ways of
doing this, including using distributional divergences or distances through binary classification, the
method of moments, and other approaches. Figure 26.2 shows an overview of different approaches
for learning by comparison.

26.2.1 Guiding principles

We are looking for objectives D(p∗, q) that satisfy the following requirements:

1. Provide guarantees about learning the data distribution: argminq D(p∗, q) = p∗.

2. Can be evaluated only using samples from the data and model distribution.

3. Are computationally cheap to evaluate.

Many distributional distances and divergences satisfy the first requirement, since by definition they
satisfy the following:

D(p∗, q) ≥ 0; D(p∗, q) = 0 ⇐⇒ p∗= q (26.3)

Many distributional distances and divergences, however, fail to satisfy the other two requirements:
they cannot be evaluated only using samples — such as the KL divergence, or are computationally
intractable — such as the Wasserstein distance. The main approach to overcome these challenges is
to approximate the desired quantity through optimization by introducing a comparison model, often
called a discriminator or a critic D, such that:

D(p∗, q) = argmax
D

F(D, p∗, q) (26.4)
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where F is a functional that depends on p∗ and q only through samples. For the cases we discuss, both
the model and the critic are parametric with parameters θ and ϕ respectively; instead of optimizing
over distributions or functions, we optimize with respect to parameters. For the critic, this results in
the optimization problem argmaxϕ F(Dϕ, p∗, qθ). For the model parameters θ, the exact objective
D(p∗, qθ) is replaced with the tractable approximation provided through the use of Dϕ.

A convenient approach to ensure that F(Dϕ, p∗, qθ) can be estimated using only samples from the
model and the unknown data distribution is to depend on the two distributions only in expectation:

F(Dϕ, p∗, qθ) = Ep∗(x)f(x,ϕ) + Eqθ(x)g(x,ϕ) (26.5)

where f and g are real valued functions whose choice will define F . In the case of implicit generative
models, this can be rewritten to use the sampling path x = Gθ(z), z ∼ q(z):
F(Dϕ, p∗, qθ) = Ep∗(x)f(x,ϕ) + Eq(z)g(Gθ(z),ϕ) (26.6)

which can be estimated using Monte Carlo estimation

F(Dϕ, p∗, qθ) ≈
1

N

N∑

i=1

f(x̂i,ϕ) +
1

M

M∑

i=1

g(Gθ(ẑi),ϕ); x̂i ∼ p∗(x); ẑi ∼ q(z) (26.7)

Next, we will see how to instantiate these guiding principles in order to find the functions f and g
and thus the objective F which can be used to train implicit models: class probability estimation
(Section 26.2.2), bounds on f -divergences (Section 26.2.3), integral probability metrics (Section 26.2.4),
and moment matching (Section 26.2.5).

26.2.2 Density ratio estimation using binary classifiers

One way to compare two distributions p∗ and qθ is to compute their density ratio r(x) = p∗(x)
qθ(x)

. The
distributions are the same if and only if the ratio is 1 everywhere in the support of qθ. Since we
cannot evaluate the densities of implicit models, we must instead develop techniques to compute the
density ratio from samples alone, following the guiding principles established above.

Fortunately, we can use the trick from Section 2.7.5 which converts density estimation into a binary
classification problem to write

p∗(x)
qθ(x)

=
D(x)

1−D(x)
(26.8)

where D(x) is the discriminator or critic which is trained to distinguish samples coming from p∗ vs
qθ.

For parametric classification, we can learn discriminators Dϕ(x) ∈ [0, 1] with parameters ϕ. Using
knowledge and insight about probabilistic classification, we can learn the parameters by minimizing
any proper scoring rule [GR07] (see also Section 14.2.1). For the familiar Bernoulli log-loss (or binary
cross entropy loss), we obtain the objective:

V (qθ, p
∗) = argmax

ϕ
Ep(x|y)p(y)[y logDϕ(x) + (1− y) log(1−Dϕ(x))]

= argmax
ϕ

Ep(x|y=1)p(y=1) logDϕ(x) + Ep(x|y=0)p(y=0) log(1−Dϕ(x)) (26.9)

=argmax
ϕ

1

2
Ep∗(x) logDϕ(x) +

1

2
Eqθ(x) log(1−Dϕ(x)). (26.10)
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Loss Objective Function (D := D(x;ϕ) ∈ [0, 1])
Bernoulli loss Ep∗(x)[logD] + Eqθ(x)[log(1−D)]
Brier score Ep∗(x)[−(1−D)2] + Eqθ(x)[−D2]

Exponential loss Ep∗(x)
[(
− 1−D

D

) 1
2

]
+ Eqθ(x)

[(
− D

1−D

) 1
2

]

Misclassification Ep∗(x)[−I[D ≤ 0.5]] + Eqθ(x)[−I[D > 0.5]]

Hinge loss Ep∗(x)
[
−max

(
0, 1− log D

1−D

)]
+ Eqθ(x)

[
−max

(
0, 1 + log D

1−D

)]

Spherical Ep∗(x) [αD] + Eqθ(x) [α(1−D)] ; α = (1− 2D + 2D2)−
1
2

Table 26.1: Proper scoring rules that can be maximized in class probability-based learning of implicit generative
models. Based on [ML16].

The same procedure can be extended beyond the Bernoulli log-loss to other proper scoring rules
used for binary classification, such as those presented in Table 26.1, adapted from [ML16]. The
optimal discriminator D is p∗(x)

p∗(x)+qθ(x)
, since:

p∗(x)
qθ(x)

=
D∗(x)

1−D∗(x) =⇒ D∗(x) =
p∗(x)

p∗(x) + qθ(x)
(26.11)

By substituting the optimal discriminator into the scoring rule (26.10), we can show that the objective
V can also be interpreted as the the Jensen-Shannon divergence:

V ∗(qθ, p
∗) =

1

2
Ep∗(x)[log

p∗(x)
p∗(x) + qθ(x)

] +
1

2
Eqθ(x)[log(1−

p∗(x)
p∗(x) + qθ(x)

)] (26.12)

=
1

2
Ep∗(x)[log

p∗(x)
p∗(x)+qθ(x)

2

] +
1

2
Eqθ(x)[log(

qθ(x)
p∗(x)+qθ(x)

2

)]− log 2 (26.13)

=
1

2
DKL

(
p∗ ∥ p

∗+ qθ
2

)
+

1

2
DKL

(
qθ ∥

p∗+ qθ
2

)
− log 2 (26.14)

= JSD(p∗, qθ)− log 2 (26.15)

where JSD denotes the Jensen-Shannon divergence:

JSD(p∗, qθ) =
1

2
DKL

(
p∗ ∥ p

∗+ qθ
2

)
+

1

2
DKL

(
qθ ∥

p∗+ qθ
2

)
(26.16)

This establishes a connection between optimal binary classification and distributional divergences.
By using binary classification, we were able to compute the distributional divergence using only
samples, which is the important property needed for learning implicit generative models; as expressed
in the guiding principles (Section 26.2.1), we have turned an intractable estimation problem — how
to estimate the JSD divergence, into an optimization problem — how to learn a classifier which can
be used to approximate that divergence.

We would like to train the parameters θ of generative model to minimize the divergence:

min
θ
JSD(p∗, qθ) = min

θ
V ∗(qθ, p

∗) + log 2 (26.17)

= min
θ

1

2
Ep∗(x) logD∗(x) +

1

2
Eqθ(x) log(1−D∗(x)) + log 2 (26.18)
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Since we do not have access to the optimal classifier D∗ but only to the neural approximation Dϕ
obtained using the optimization in (26.10) , this results in a min-max optimization problem:

min
θ

max
ϕ

1

2
Ep∗(x)[logDϕ(x)] +

1

2
Eqθ(x)[log(1−Dϕ(x))] (26.19)

By replacing the generating procedure (26.1) in (26.19) we obtain the objective in terms of the
latent variables z of the implicit generative model:

min
θ

max
ϕ

1

2
Ep∗(x)[logDϕ(x)] +

1

2
Eq(z)[log(1−Dϕ(Gθ(z)))], (26.20)

which recovers the definition proposed in the original GAN paper [Goo+14]. The core principle
behind GANs is to train a discriminator, in this case a binary classifier, to approximate a distance
or divergence between the model and data distributions, and to then train the generative model to
minimize this approximation of the divergence or distance.

Beyond the use of the Bernoulli scoring rule used above, other scoring rules have been used to
train generative models via min-max optimization. The Brier scoring rule, which under discriminator
optimality conditions can be shown to correspond to minimizing the Pearson χ2 divergence via
similar arguments as the ones shown above has lead to LS-GAN [Mao+17]. The hinge scoring rule
has become popular [Miy+18b; BDS18], and under discriminator optimality conditions corresponds
to minimizing the total variational distance [NWJ+09].

The connection between proper scoring rules and distributional divergences allows the construction
of convergence guarantees for the learning criteria above, under infinite capacity of the discriminator
and generator: since the minimizer of distributional divergence is the true data distribution (Equa-
tion 26.3), if the discriminator is optimal and the generator has enough capacity, it will learn the
data distribution. In practice however, this assumption will not hold, as discriminators are rarely
optimal; we will discuss this at length in Section 26.3.

26.2.3 Bounds on f-divergences

As we saw with the appearance of the Jensen-Shannon divergence in the previous section, we can
consider directly using a measure of distributional divergence to derive methods for learning in
implicit models. One general class of divergences are the f -divergences (Section 2.7.1) defined as:

Df [p∗(x)∥qθ(x)] =
∫
qθ(x)f

(
p∗(x)
qθ(x)

)
dx (26.21)

where f is a convex function such that f(1) = 0. For different choices of f , we can recover known
distributional divergences such as the KL, reverse KL, and Jensen-Shannon divergence. We discuss
such connections in Section 2.7.1, and provide a summary in Table 26.2.

To evaluate Equation (26.21) we will need to evaluate the density of the data p∗(x) and the model
qθ(x), neither of which are available. In the previous section we overcame the challenge of evaluating
the density ratio by transforming it into a problem of binary classification. In this section, we will
instead look towards the role of lower bounds on f -divergences, which is an approach for tractability
that is also used for variational inference (Chapter 10).
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Divergence f f† Optimal Critic
KL u log u eu−1 1 + log r(x)
Reverse KL − log u −1− log(−u) −1/r(x)
JSD u log u− (u+ 1) log u+1

2 − log(2− eu) log( 2
1+1/r(x) )

Pearson χ2 (u− 1)2 1
4u

2 + u 2(r(x)− 1)

Table 26.2: Standard divergences as f divergences for various choices of f . The optimal critic is written as a
function of the density ratio r(x) = p∗(x)

qθ(x)
.

f -divergences have a widely-developed theory in convex analysis and information theory. Since the
function f in Equation (26.21) is convex, we know that we can find a tangent that bounds it from
below. The variational formulation of the f -divergence is [NWJ10b; NCT16c]:

Df [p∗(x)∥qθ(x)] =
∫
qθ(x)f

(
p∗(x)
qθ(x)

)
dx (26.22)

=

∫
qθ(x) sup

t:X→R

[
t(x)

p∗(x)
qθ(x)

− f†(t(x))
]
dx (26.23)

=

∫
sup
t:X→R

p∗(x)t(x)− qθ(x)f†(t(x))dx (26.24)

≥ sup
t∈T

Ep∗(x)[t(x)]− Eqθ(x)[f
†(t(x))]. (26.25)

In the second line we use the result from convex analysis, discussed Supplementary Section 6.3, that
re-expresses the convex function f using f(u) = supt ut− f†(t), where f† is the convex conjugate of
the function f , and t is a parameter we optimize over. Since we apply f at u = p∗(x)

qθ(x)
for all x ∈ X ,

we make the parameter t be a function t(x). The final inequality comes from replacing the supremum
over all functions from the data domain X to R with the supremum over a family of functions T
(such as the family of functions expressible by a neural network architecture), which might not be
able to capture the true supremum. The function t takes the role of the discriminator or critic.

The final expression in Equation (26.25) follows the general desired form of Equation 26.5: it is the
difference of two expectations, and these expectations can be computed by Monte Carlo estimation
using only samples, as in Equation (26.7); despite starting with an objective (Equation 26.21) which
contravened the desired principles for training implicit generative models, variational bounds have
allowed us to construct an approximation which satisfies all desiderata.

Using bounds on the f -divergence, we obtain an objective (26.25) that allows learning both the
generator and critic parameters. We use a critic D with parameters ϕ to estimate the bound, and
then optimize the parameters θ of the generator to minimize the approximation of the f -divergence
provided by the critic (we replace t above with Dϕ, to retain standard GAN notation):

min
θ
Df (p∗, qθ) ≥ min

θ
max
ϕ

Ep∗(x)[Dϕ(x)]− Eqθ(x)[f
†(Dϕ(x))] (26.26)

= min
θ

max
ϕ

Ep∗(x)[Dϕ(x)]− Eq(z)[f†(Dϕ(Gθ(z)))] (26.27)

This approach to train an implicit generative model leads to f -GANs [NCT16c]. It is worth noting
that there exists an equivalence between the scoring rules in the previous section and bounds on
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f -divergences [RW11]: for each scoring rule we can find an f -divergence that leads to the same
training criteria and the same min-max game of Equation 26.27. An intuitive way to grasp the
connection between f -divergences and proper scoring rules is through their use of density ratios:
in both cases the optimal critic approximates a quantity directly related to the density ratio (see
Table 26.2 for f -divergences and Equation (26.11) for scoring rules).

26.2.4 Integral probability metrics

Instead of comparing distributions by using their ratio as we did in the previous two sections, we
can instead study their difference. A general class of measure of difference is given by the Integral
Probability Metrics (Section 2.7.2) defined as:

IF (p
∗(x), qθ(x)) = sup

f∈F

∣∣Ep∗(x)f(x)− Eqθ(x)f(x)
∣∣ . (26.28)

The function f is a test or witness function that will take the role of the discriminator or critic. To
use IPMs we must define the class of real valued, measurable functions F over which the supremum
is taken, and this choice will lead to different distances, just as choosing different convex functions f
leads to different f -divergences. Integral probability metrics are distributional distances: beyond
satisfying the conditions for distributional divergences D(p∗, q) ≥ 0; D(p∗, q) = 0 ⇐⇒ p∗= q
(Equation (26.3)), they are also symmetric D(p, q) = D(q, p) and satisfy the triangle inequality
D(p, q) ≤ D(p, r) +D(r, q).

Not all function families satisfy these conditions of create a valid distance IF . To see why consider
the case where F = {z} where z is the function z(x) = 0. This choice of F entails that regardless of
the two distributions chosen, the value in Equation 26.28 would be 0, violating the requirement that
distance between two distributions be 0 only if the two distributions are the same. A popular choice
of F for which IF satisfies the conditions of a valid distributional distance is the set of 1-Lipschitz
functions, which leads to the Wasserstein distance [Vil08]:

W1(p
∗(x), qθ(x)) = sup

f :∥f∥Lip≤1
Ep∗(x)f(x)− Eqθ(x)f(x) (26.29)

We show an example of a Wasserstein critic in Figure 26.3a. The supremum over the set of
1-Lipschitz functions is intractable for most cases, which again suggests the introduction of a learned
critic:

W1(p
∗(x), qθ(x)) = sup

f :∥f∥Lip≤1
Ep∗(x)f(x)− Eqθ(x)f(x) (26.30)

≥ max
ϕ:∥Dϕ∥Lip≤1

Ep∗(x)Dϕ(x)− Eqθ(x)Dϕ(x), (26.31)

where the critic Dϕ has to be regularized to be 1-Lipschitz (various techniques for Lipschitz regular-
ization via gradient penalties or spectral normalization methods have been used [ACB17; Gul+17]).
As was the case with f -divergences, we replace an intractable quantity which requires a supremum
over a class of functions with a bound obtained using a subset of this function class, a subset which
can be modeled using neural networks.
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p * q( ) f

(a) Optimal Wasserstein critic.

p * q( ) f

(b) Optimal MMD critic.

Figure 26.3: Optimal critics in Integral Probability Metrics (IPMs). Generated by ipm_divergences.ipynb

To train a generative model, we again introduce a min max game:

min
θ
W1(p

∗(x), qθ(x)) ≥ min
θ

max
ϕ:∥Dϕ∥Lip≤1

Ep∗(x)Dϕ(x)− Eqθ(x)Dϕ(x) (26.32)

= min
θ

max
ϕ:∥Dϕ∥Lip≤1

Ep∗(x)Dϕ(x)− Eq(z)Dϕ(Gθ(z)) (26.33)

This leads to the popular WassersteinGAN [ACB17].
If we replace the choice of function family F to that of functions in an RKHS (Section 18.3.7.1)

with norm one, we obtain the maximum mean discrepancy (MMD) discussed in Section 2.7.3:

MMD(p∗(x), qθ(x)) = sup
f :∥f∥RKHS=1

Ep∗(x)f(x)− Eqθ(x)f(x). (26.34)

We show an example of an MMD critic in Figure 26.3b. It is often more convenient to use the
square MMD loss [LSZ15; DRG15], which can be evaluated using the kernel K (Section 18.3.7.1):

MMD2(p∗, qθ) = Ep∗(x)Ep∗(x′)K(x,x′)− 2Ep∗(x)Eqθ(y)K(x,y) + Eqθ(y)Eqθ(y′)K(y,y′) (26.35)
= Ep∗(x)Ep∗(x′)K(x,x′)− 2Ep∗(x)Eq(z)K(x, Gθ(z)) + Eq(z)Eq(z′)K(Gθ(z), Gθ(z′)) (26.36)

The MMD can be directly used to learn a generative model, often called a generative matching
network [LSZ15]:

min
θ

MMD2(p∗, qθ) (26.37)

The choice of kernel is important. Using a fixed or predefined kernel such as a radial basis function
(RBF) kernel might not be appropriate for all data modalities, such as high dimensional images.
Thus we are looking for a way to learn a feature function ζ such that K(ζ(x), ζ(x′)) is a valid kernel;
luckily, we can use that for any characteristic kernel K(x,x′) and injective function ζ, K(ζ(x), ζ(x′)))
is also a characteristic kernel. While this tells us that we can use feature functions in the MMD
objective, it does not tell us how to learn the features. In order to ensure that the learned features
are sensitive to differences between the data distribution p∗(x) and the model distribution qθ(x), the
kernel parameters are trained to maximize the square MMD. This again casts the problem into a
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familiar min max objective by learning the projection ζ with parameters ϕ [Li+17b]:

min
θ

MMDζ
2(pD, qθ) (26.38)

=min
θ

max
ϕ

Ep∗(x)Ep∗(x′)K(ζϕ(x), ζϕ(x′))

− 2Ep∗(x)Eqθ(y)K(ζϕ(x), ζϕ(y)) (26.39)
+ Eqθ(y)Eqθ(y′)K(ζϕ(y), ζϕ(y′))

where ζϕ is regularized to be injective, though this is sometimes relaxed [Bin+18]. Unlike the
Wasserstein distance and f -divergences, Equation (26.39) can be estimated using Monte Carlo
estimation, without requiring a lower bound on the original objective.

26.2.5 Moment matching

More broadly than distances defined by integral probability metrics, for a set of test statistics s, one
can define a moment matching criteria [Pea36], also known as the method of moments:

min
θ

∥∥Ep∗(x)s(x)− Eqθ(x)s(x)
∥∥2
2

(26.40)

where m(θ) = Eqθ(x)s(x) is the moment function. The choice of statistic s(x) is crucial, since as with
distributional divergences and distances, we would like to ensure that if the objective is minimized
and reaches the minimal value 0, the two distributions are the same p∗(x) = qθ(x). To see that not
all functions s satisfy this requirement consider the function s(x) = x: simply matching the means of
two distributions is not sufficient to match higher moments (such as variance). For likelihood based
models the score function s(x) = log qθ(x) satisfies the above requirement and leads to a consistent
estimator [Vaa00], but this choice of s is not available for implicit generative models.

This motivates the search for other approaches of integrating the method of moments for implicit
models. The MMD can be seen as a moment matching criteria, by matching the means of the two
distributions after lifting the data into the feature space of an RHKS. But moment matching can go
beyond integral probability metrics: Ravuri et al. [Rav+18] show that one can learn useful moments by
using s as the set of features containing the gradients of a trained discriminator classifier Dϕ together
with the features of the learned critic: sϕ(x) = [∇ϕDϕ(x), h1(x), . . . , hn(x)] where h1(x), . . . , hn(x)
are the hidden activations of the learned critic. Both features and gradients are needed: the gradients
∇ϕDϕ(x) are required to ensure the estimator for the parameters θ is consistent, since the number
of moments s(x) needs to be larger than the number of parameters θ, which will be true if the critic
will have more parameters than the model; the features hi(x) are added since they have been shown
empirically to improve performance, thus showcasing the importance of the choice of test statistics s
used to train implicit models.

26.2.6 On density ratios and differences

We have seen how density ratios (Sections 26.2.2 and 26.2.3) and density differences (Section 26.2.4)
can be used to define training objectives for implicit generative models. We now explore some of the
distinctions between using ratios and differences for learning by comparison, as well as explore the
effects of using approximations to these objectives using function classes such as neural networks has
on these distinctions.
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(b) The density ratio p∗
qθ

used by the KL divergence and
a smooth estimate given by an MLP, together with the
gradient it provides with respect to the input variable.

Figure 26.4: The KL divergence cannot provide learning signal for distributions without overlapping support
(left), while the smooth approximation given by a learned decision surface like an MLP can (right). Generated
by ipm_divergences.ipynb

One often stated downside of using divergences that rely on density ratios (such as f -divergences)
is their poor behavior when the distributions p∗ and qθ do not have overlapping support. For
non-overlapping support, the density ratio p∗

qθ
will be ∞ in the parts of the space where p∗(x) > 0

but qθ(x) = 0, and 0 otherwise. In that case, the DKL (p
∗ ∥ qθ) = ∞ and the JSD(p∗, qθ) = log 2,

regardless of the value of θ. Thus f -divergences cannot distinguish between different model distributions
when they do not have overlapping support with the data distribution, as visualized in Figure 26.4a.
This is in contrast with difference based methods such as IPMs such as the Wasserstein distance and
the MMD, which have smoothness requirements built in the definition of the method, by constraining
the norm of the critic (Equations (26.29) and (26.34)). We can see the effect of these constraints
in Figure 26.3: both the Wasserstein distance and the MMD provide useful signal in the case of
distributions with non-overlapping support.

While the definition of f -divergences relies on density ratios (Equation (26.21)), we have seen that
to train implicit generative models we use approximations to those divergences obtained using a
parametric critic Dϕ. If the function family of the critic used to approximate the divergence (via the
bound or class probability estimation) contains only smooth functions, it will not be able to model
the sharp true density ratio, which jumps from 0 to ∞, but it can provide a smooth approximation.
We show an example in Figure 26.4b, where we show the density ratio for two distributions without
overlapping support and an approximation provided by an MLP trained to approximate the KL
divergence using Equation 26.25. Here, the smooth decision surface provided by the MLP can be
used to train a generative model while the underlying KL divergence cannot be; the learned MLP
provides the gradient signal on how to move distribution mass to areas with more density under
the data distribution, while the KL divergence provides a zero gradient almost everywhere in the
space. This ability of approximations to f -divergences to overcome non-overlapping support issues is
a desirable property of generative modeling training criteria, as it allows models to learn the data
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distribution regardless of initialization [Fed+18]. Thus while the case of non-overlapping support
provides an important theoretical difference between IPMs and f -divergences, it is less significant in
practice since bounds on f -divergences or class probability estimation are used with smooth critics
to approximate the underlying divergence.

Some density ratio and density difference based approaches also share commonalities: bounds are
used both for f -divergences (variational bounds in Equation 26.25) and for the Wasserstein distance
(Equation (26.31)). These bounds to distributional divergence and distances have their own set of
challenges: since the generator minimizes a lower bound of the underlying divergence or distance,
minimizing this objective provides no guarantees that the divergence will decrease in training. To see
this, we can look at Equation 26.26: its RHS can get arbitrarily low without decreasing the LHS,
the divergence we are interested in minimizing; this is unlike variational upper bound on the KL
divergence used to train variational autoencoders Chapter 21.

26.3 Generative adversarial networks

We have looked at different learning principles that do not require the use of explicit likelihoods, and
thus can be used to train implicit models. These learning principles specify training criteria, but do
not tell us how to train models or parameterize models. To answer these questions, we now look at
algorithms for training implicit models, where the models (both the discriminator and generator) are
deep neural networks; this leads us to generative adversarial networks (GANs). We cover how to
turn learning principles into loss functions for training GANs (Section 26.3.1); how to train models
using gradient descent (Section 26.3.2); how to improve GAN optimization (Section 26.3.4) and how
to assess GAN convergence (Section 26.3.5).

26.3.1 From learning principles to loss functions

In Section 26.2 we discussed learning principles for implicit generative models: class probability
estimation, bounds on f -divergences, integral probability metrics and moment matching. These
principles can be used to formulate loss functions to train the model parameters θ and the critic
parameters ϕ. Many of these objectives use zero-sum losses via a min-max formulation: the
generator’s goal is to minimize the same function the discriminator is maximizing. We can formalize
this as:

minmaxV (ϕ,θ) (26.41)

As an example, we recover the original GAN with the Bernoulli log-loss (Equation (26.19)) when

V (ϕ,θ) =
1

2
Ep∗(x)[logDϕ(x)] +

1

2
Eqθ(x)[log(1−Dϕ(x))]. (26.42)

The reason most of the learning principles we have discussed lead to zero-sum losses is due to
their underlying structure: the critic maximizes a quantity in order to approximate a divergence
or distance — such as an f -divergence or Integral Probability Metric — and the model minimizes
this approximation to the divergence or distance. That need not be the case, however. Intuitively,
the discriminator training criteria needs to ensure that the discriminator can distinguish between
data and model samples, while the generator loss function needs to ensure that model samples are
indistinguishable from data according to the discriminator.
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To construct a GAN that is not zero-sum, consider the zero-sum criteria in the original GAN
(Equation 26.42), induced by the Bernoulli scoring rule. The discriminator tries to distinguish between
data and model samples by classifying the data as real (label 1) and samples as fake (label 0), while
the goal of the generator is to minimize the probability that the discriminator classifies its samples
as fake: minθ Eqθ(x) log(1 − Dϕ(x)). An equally intuitive goal for the generator is to maximize
the probability that the discriminator classifies its samples as real. While the difference might
seem subtle, this loss, known as the “nonsaturating loss” [Goo+14], defined as Eqθ(x) − logDϕ(x),
enjoys better gradient properties early in training, as shown in Figure 26.5: the non-saturating loss
provides a stronger learning signal (via the gradient) when the generator is performing poorly, and
the discriminator can easily distinguish its samples from data, i.e., D(G(z)) is low; more on the
gradients properties the saturating and non-saturating losses can be found in [AB17; Fed+18].

There exist many other GAN losses which are not zero-sum, including formulations of LS-
GAN [Mao+17], GANs trained using the hinge loss [LY17], and RelativisticGANs [JM18]. We
can thus generally write a GAN formulation as follows:

min
ϕ
LD(ϕ,θ); min

θ
LG(ϕ,θ). (26.43)

We recover the zero-sum formulations if −LD(ϕ,θ) = LG(ϕ,θ) = V (ϕ,θ). Despite departing from
the zero-sum structure, the nested form of the optimization remains in the general formulation, as
we will discuss in Section 26.3.2.

The loss functions for the discriminator and generator, LD and LG respectively, follow the general
form in Equation 26.5, which allows them to be used to efficiently train implicit generative models.
The majority of loss functions considered here can thus be written as follows:

LD(ϕ,θ) = Ep∗(x)g(Dϕ(x)) + Eqθ(x)h(Dϕ(x)) = Ep∗(x)g(Dϕ(x)) + Eq(z)h(Dϕ(Gθ(z))) (26.44)
LG(ϕ,θ) = Eqθ(x)l(Dϕ(x)) = Eq(z)l(Dϕ(Gθ(z)) (26.45)

where g, h, l : R → R. We recover the original GAN for g(t) = − log t, h(t) = − log(1 − t) and
l(t) = log(1− t); the non-saturating loss for g(t) = − log t, h(t) = − log(1− t) and l(t) = − log(t);
the Wasserstein distance formulation for g(t) = t, h(t) = −t and l(t) = t; for f -divergences g(t) = t,
h(t) = −f†(t) and l(t) = f†(t).

26.3.2 Gradient descent

GANs employ the learning principles discussed above in conjunction with gradient based learning
for the parameters of the discriminator and generator. We assume a general formulation with a
discriminator loss function LD(ϕ,θ) and a generator loss function LG(ϕ,θ). Since the discriminator
is often introduced to approximate a distance or divergence D(p∗, qθ) (Section 26.2), for the generator
to minimize a good approximation of that divergence one should solve the discriminator optimization
fully for each generator update. That would entail that for each generator update one would first
find the optimal discriminator parameters ϕ∗ = argminϕ LD(ϕ,θ) in order to perform a gradient
update given by ∇θLG(ϕ∗,θ). Fully solving the inner optimization problem ϕ∗ = argminϕ LD(ϕ,θ)
for each optimization step of the generator is computationally prohibitive, which motivates the use
of alternating updates: performing a few gradient steps to update the discriminator parameters,
followed by a generator update. Note that when updating the discriminator, we keep the generator
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Figure 26.5: Saturating log(1−D(G(z))) vs non-saturating − logD(G(z)) loss functions. The non-saturating
loss provides stronger gradients when the discriminator is easily detecting that generated samples are fake.
Generated by gan_loss_types.ipynb

Algorithm 26.1: General GAN training algorithm with alternating updates
1 Initialize ϕ, θ
2 for each training iteration do
3 for K steps do
4 Update the discriminator parameters ϕ using the gradient ∇ϕLD(ϕ,θ);
5 Update the generator parameters θ using the gradient ∇θLG(ϕ,θ)
6 Return ϕ, θ

parameters fixed, and when updating the generator, we keep the discriminator parameters fixed. We
show a general algorithm for these alternative updates in Algorithm 26.1.

We are thus interested in computing ∇ϕLD(ϕ,θ) and ∇θLG(ϕ,θ). Given the choice of loss
functions follows the general form in Equations 26.44 and 26.45 both for the discriminator and
generator, we can compute the gradients that can be used for training. To compute the discriminator
gradients, we write:

∇ϕLD(ϕ,θ) = ∇ϕ
[
Ep∗(x)g(Dϕ(x)) + Eqθ(x)h(Dϕ(x))

]
(26.46)

= Ep∗(x)∇ϕg(Dϕ(x)) + Eqθ(x)∇ϕh(Dϕ(x)) (26.47)

where ∇ϕg(Dϕ(x)) and ∇ϕh(Dϕ(x)) can be computed via backpropagation, and each expectation
can be estimated using Monte Carlo estimation. For the generator, we would like to compute the
gradient:

LG(ϕ,θ) = ∇θEqθ(x)l(Dϕ(x)) (26.48)

Here we cannot change the order of differentiation and integration since the distribution under
the integral depends on the differentiation parameter θ. Instead, we will use that qθ(x) is the
distribution induced by an implicit generative model (also known as the “reparameterization trick”,
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see Section 6.3.5):

∇θLG(ϕ,θ) = ∇θEqθ(x)l(Dϕ(x)) = ∇θEq(z)l(Dϕ(Gθ(z))) = Eq(z)∇θl(Dϕ(Gθ(z))) (26.49)

and again use Monte Carlo estimation to approximate the gradient using samples from the prior
q(z). Replacing the choice of loss functions and Monte Carlo estimation in Algorithm 26.1 leads to
Algorithm 26.2, which is often used to train GANs.

Algorithm 26.2: GAN training algorithm
1 Initialize ϕ, θ
2 for each training iteration do
3 for K steps do
4 Sample minibatch of M noise vectors zm ∼ q(z)
5 Sample minibatch of M examples xm ∼ p∗(x)
6 Update the discriminator by performing stochastic gradient descent using this gradient:

∇ϕ 1
M

∑M
m=1 [g(Dϕ(xm)) +∇ϕh(Dϕ(Gθ(zm)))].

7 Sample minibatch of M noise vectors zm ∼ q(z)
8 Update the generator by performing stochastic gradient descent using this gradient:

∇θ 1
M

∑M
m=1 l(Dϕ(Gθ(zm)).

9 Return ϕ, θ

26.3.3 Challenges with GAN training

Due to the adversarial game nature of GANs the optimizing dynamics of GANs are both hard to
study in theory, and to stabilize in practice. GANs are known to suffer from mode collapse, a
phenomenon where the generator converges to a distribution which does not cover not all the modes
(peaks) of the data distribution, thus the model underfits the distribution. We show an example in
Figure 26.6: while the data is a mixture of Gaussians with 16 modes, the model converges only to a
few modes. Alternatively, another problematic behavior is mode hopping, where the generator
“hops” between generating different modes of the data distribution. An intuitive explanation for
this behavior is as follows: if the generator becomes good at generating data from one mode, it will
generate more from that mode. If the discriminator cannot learn to distinguish between real and
generated data in this mode, the generator has no incentive to expand its support and generate data
from other modes. On the other hand, if the discriminator eventually learns to distinguish between
the real and generated data inside this mode, the generator can simply move (hop) to a new mode,
and this game of cat and mouse can continue.

While mode collapse and mode hopping are often associated with GANs, many improvements have
made GAN training more stable, and these behaviors more rare. These improvements include using
large batch sizes, increasing the discriminator neural capacity, using discriminator and generator
regularization, as well as more complex optimization methods.
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(a) Data

Disc Loss: 1.252
Gen Loss: 0.753
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(d) 8000 iterations

Disc Loss: 0.457
Gen Loss: 3.258
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Disc Loss: 0.305
Gen Loss: 3.016
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Figure 26.6: Illustration of mode collapse and mode hopping in GAN training. (a) The dataset, a mixture of
16 Gaussians in 2 dimensions. (b-f) Samples from the model after various amounts of training. Generated by
gan_mixture_of_gaussians.ipynb.

26.3.4 Improving GAN optimization

Hyperparameter choices such as the choice of momentum can be crucial when training GANs, with
lower momentum values being preferred compared to the usual high momentum used in supervised
learning. Algorithms such as Adam [KB14a] provide a great boost in performance [RMC16a]. Many
other optimization methods have been successfully applied to GANs, such as those which target
variance reduction [Cha+19c]; those which backpropagate through gradient steps, thus ensuring that
generator does well against the discriminator after it has been updated [Met+16]; or using a local
bilinear approximation of the two player game [SA19]. While promising, these advanced optimization
methods tend to have a higher computational cost, making them harder to scale to large models or
large datasets compared to less efficient optimization methods.

26.3.5 Convergence of GAN training

The challenges with GAN optimization make it hard to quantify when convergence has occurred. In
Section 26.2 we saw how global convergence guarantees can be provided under optimality conditions for
multiple objectives constructed starting with different distributional divergences and distances: if the
discriminator is optimal, the generator is minimizing a distributional divergence or distance between
the data and model distribution, and thus under infinite capacity and perfect optimization can learn
the data distribution. This type of argument has been used since the original GAN paper [Goo+14]
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to connect GANs to standard objectives in generative models, and obtain the associated theoretical
guarantees. From a game theory perspective, this type of convergence guarantee provides an existence
proof of a global Nash equilibrium for the GAN game, though under strong assumptions. A Nash
equilibrium is achieved when both players (the discriminator and generator) would incur a loss if
they decide to act by changing their parameters. Consider the original GAN defined by the objective
in Equation 26.19; then qθ = p∗ and Dϕ(x) =

p∗(x)
p∗(x)+qθ(x)

= 1
2 is a global Nash equilibrium, since

for a given qθ, the ratio p∗(x)
p∗(x)+qθ(x)

is the optimal discriminator (Equation 26.11), and given an
optimal discriminator, the data distribution is the optimal generator as it is the minimizer of the
Jensen-Shannon divergence (Equation 26.15).

While these global theoretical guarantees provide useful insights about the GAN game, they do
not account for optimization challenges that arise with accounting for the optimization trajectories of
the two players, or for neural network parameterization since they assume infinite capacity both for
the discriminator and generator. In practice GANs do not decrease a distance or divergence at every
optimization step [Fed+18] and global guarantees are difficult to obtain when using optimization
methods such as gradient descent. Instead, the focus shifts towards local convergence guarantees,
such as reaching a local Nash equilibrium. A local Nash equilibrium requires that both players are at
a local, not global minimum: a local Nash equilibrium is a stationary point (the gradients of the two
loss functions are zero, i.e ∇ϕLD(ϕ,θ) = 0 and ∇θLG(ϕ,θ) = 0), and the eigenvalues of the Hessian
of each player (∇ϕ∇ϕLD(ϕ,θ) and ∇θ∇θLG(ϕ,θ)) are non-negative; for a longer discussion on
Nash equilibria in continuous games, see [RBS16]. For the general GAN game, it is not guaranteed
that a local Nash equilibrium always exists [FO20], and weaker conditions such as stationarity or
locally stable stationarity have been studied [Ber+19]; other equilibrium definitions inspired by game
theory have also been used [JNJ20; HLC19].

To motivate why convergence analysis is important in the case of GANs, we visualize an example
of a GAN that does not converge trained with gradient descent. In DiracGAN [MGN18a] the data
distribution p∗(x) is the Dirac delta distribution with mass at zero. The generator is modeling a
Dirac delta distribution with parameter θ: Gθ(z) = θ and the discriminator is a linear function of the
input with learned parameter ϕ: Dϕ(x) = ϕx. We also assume a GAN formulation where g = h = −l
in the general loss functions LD and LG defined above, see Equations (26.44) and (26.45). This
results in the zero-sum game given by:

LD = Ep∗(x) − l(Dϕ(x)) + Eqθ(x) − l(Dϕ(x)) = −l(0)− l(θϕ) (26.50)
LG = Ep∗(x)l(Dϕ(x)) + Eqθ(x)l(Dϕ(x)) = +l(0) + l(θϕ) (26.51)

where l depends on the GAN formulation used (l(z) = − log(1 + e−z) for instance). The unique
equilibrium point is θ = ϕ = 0. We visualize the DiracGAN problem in Figure 26.7 and show that
DiracGANs with alternating gradient descent (Algorithm 26.1) do not reach the equilibrium point,
but instead takes a circular trajectory around the equilibrium.

There are two main theoretical approaches taken to understand GAN convergence behavior around
an equilibrium: by analyzing either the discrete dynamics of gradient descent, or the underlying
continuous dynamics of the game using approaches such as stability analysis. To understand the
difference between the two approaches, consider the discrete dynamics defined by gradient descent
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Figure 26.7: Visualizing divergence using a simple GAN: DiracGAN. Generated by dirac_gan.ipynb

with learning rates αh and λh, either via alternating updates (as we have seen in Algorithm 26.1):

ϕt = ϕt−1 − αh∇ϕLD(ϕt−1,θt−1), (26.52)
θt = θt−1 − λh∇θLG(ϕt,θt−1) (26.53)

or simultaneous updates, where instead of alternating the gradient updates between the two players,
they are both updated simultaneously:

ϕt = ϕt−1 − αh∇ϕLD(ϕt−1,θt−1), (26.54)
θt = θt−1 − λh∇θLG(ϕt−1,θt−1) (26.55)

The above dynamics of gradient descent are obtained using Euler numerical integration from the
ODEs that describes the game dynamics of the two players:

ϕ̇ = −∇ϕLD(ϕ,θ), (26.56)

θ̇ = −∇θLG(ϕ,θ) (26.57)

One approach to understand the behavior of GANs is to study these underlying ODEs, which,
when discretized, result in the gradient descent updates above, rather than directly studying the
discrete updates. These ODEs can be used for stability analysis to study the behavior around an
equilibrium. This entails finding the eigenvalues of the Jacobian of the game

J =

[
−∇ϕ∇ϕLD(ϕ,θ) −∇θ∇ϕLD(ϕ,θ)
−∇ϕ∇θLG(ϕ,θ) −∇θ∇θLG(ϕ,θ)

]
(26.58)

evaluated at a stationary point (i.e., where ∇ϕLD(ϕ,θ) = 0 and ∇θLG(ϕ,θ) = 0). If the eigenvalues
of the Jacobian all have negative real parts, then the system is asymptotically stable around the
equilibrium; if at least one eigenvalue has positive real part, the system is unstable around the
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Figure 26.8: Continuous (left) and discrete dynamics (right) take different trajectories in DiracGAN. Generated
by dirac_gan.ipynb

equilibrium. For the DiracGAN, the Jacobian evaluated at the equilibrium θ = ϕ = 0 is:

J =

[
∇ϕ∇ϕl(θϕ) + l(0) ∇θ∇ϕl(θϕ) + l(0)
−∇ϕ∇θ (l(θϕ) + l(0)) −∇θ∇θ (l(θϕ) + l(0))

]
=

[
0 l′(0)

−l′(0) 0

]
(26.59)

where eigenvalues of this Jacobian are λ± = ±il′(0). This is interesting, as the real parts of the
eigenvalues are both 0; this result tells us that there is no asymptotic convergence to an equilibrium,
but linear convergence could still occur. In this simple case we can reach the conclusion that
convergence does not occur as we observe that there is a preserved quantity in this system, as θ2 +ϕ2
does not change in time (Figure 26.8, left):

d
(
θ2 + ϕ2

)

dt
= 2θ

dθ

dt
+ 2ϕ

dϕ

dt
= −2θl′(θϕ)ϕ+ 2ϕl′(θϕ)θ = 0.

Using stability analysis to understand the underlying continuous dynamics of GANs around
an equilibrium has been used to show that explicit regularization can help convergence [NK17;
Bal+18]. Alternatively, one can directly study the updates of simultaneous gradient descent shown
in Equations 26.54 and 26.55. Under certain conditions, [MNG17b] prove that GANs trained with
simultaneous gradient descent reach a local Nash equilibrium. Their approach relies on assessing the
convergence of series of the form F k(x) resulting from the repeated application of gradient descent
update of the form F (x) = x+ hG(x), where h is the learning rate. Since the function F depends
on the learning rate h, their convergence results depend on the size of the learning rate, which is not
the case for continuous time approaches.

Both continuous and discrete approaches have been useful in understanding and improving GAN
training; however, both approaches still leave a gap between our theoretical understanding and the
most commonly used algorithms to train GANs in practice, such as alternating gradient descent
or more complex optimizers used in practice, like Adam. Far from only providing different proof
techniques, these approaches can reach different conclusions about the convergence of a GAN: we
show an example in Figure 26.8, where we see that simultaneous gradient descent and the continuous
dynamics behave differently when a large enough learning rate is used. In this case, the discretization
error — the difference between the behavior of the continuous dynamics in Equations 26.56 and 26.57
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and the gradient descent dynamics in Equations 26.54 and 26.55 — makes the analysis of gradient
descent using continuous dynamics reach the wrong conclusion about DiracGAN [Ros+21]. This
difference in behavior has been a motivator to train GANs with higher order numerical integrators
such as RungeKutta4, which to more closely follow the underlying continuous system compared to
gradient descent [Qin+20].

While optimization convergence analysis is an indispensable step in understanding GAN training
and has led to significant practical improvements, it is worth noting that ensuring converge to
an equilibrium does not ensure the model has learned a good fit of the data distribution. The
loss landscape determined by the choice of LD and LG, as well as the parameterization of the
discriminator and generator can lead to equilibria which do not capture the data distribution. The
lack of distributional guarantees provided by game equilibria showcases the need to complement
convergence analysis with work looking at the effect of gradient based learning in this game setting
on the learned distribution.

26.4 Conditional GANs

We have thus far discussed how to use implicit generative models to learn a true unconditional
distribution p∗(x) from which we only have samples. It is often useful, however, to be able to learn
conditional distributions of the from p∗(x|y). This requires having paired data, where each input
xn is paired with a corresponding set of covariates yn, such as a class label, or a set of attributes
or words, so D = {(xn,yn) : n = 1 : N}, as in standard supervised learning. The conditioning
variable can be discrete, like a class label, or continuous, such as an embedding which encodes other
information. Conditional generative models are appealing since we can specify that we want the
generated sample to be associated with conditioning information y, making them very amenable to
real world applications, as we discuss in Section 26.7.

To be able to learn implicit conditional distributions qθ(x|y), we require datasets that specify the
conditioning information associated with data, and we have to adapt the model architectures and
loss functions. In the GAN case, changing the loss function for the generative model can be done by
changing the critic, since the critic is part of the loss function of the generator; it is important for the
critic to provide learning signal accounting for conditioning information, by penalizing a generator
which provides realistic samples but which ignore the provided conditioning.

If we do not change the form of the min-max game, but provide the conditioning information to
the two players, a conditional GAN can be created from the original GAN game [MO14]:

min
θ

max
ϕ

1

2
Ep(y)Ep∗(x|y)[logDϕ(x,y)] +

1

2
Ep(y)Eqθ(x|y)[log(1−Dϕ(x,y))] (26.60)

In the case of implicit latent variable models, the embedding information becomes an additional
input to the generator, together with the latent variable z:

min
θ

max
ϕ
L(θ,ϕ) = 1

2
Ep(y)Ep∗(x|y)[logDϕ(x,y)] +

1

2
Ep(y)Eq(z)[log(1−Dϕ(Gθ(z,y),y))] (26.61)

For discrete conditioning information such as labels, one can also add a new loss function, by
training a critic which does not only learn to distinguish between real and fake data, but learns
to classify both data and generated samples as pertaining to one of the K classes provided in the
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Figure 26.9: Learning an implicit posterior using an adversarial approach, as done in BiGAN. From Figure 1
of [DKD16]. Used with kind permission of Jeff Donahue.

dataset [OOS17]:

Lc(θ,ϕ) = −
[
1

2
Ep(y)Ep∗(x|y)[logDϕ(y|x)] +

1

2
Ep(y)Eqθ(x|y)[log(Dϕ(y|x))]

]
(26.62)

Note that while we could have two critics, one unsupervised critic and one supervised which
maximizes the equation above, in practice the same critic is used, to aid shaping the features used in
both decision surfaces. Unlike the adversarial nature of the unsupervised game, it is in the interest
of both players to minmize the classification loss Lc. Thus together with the adversarial dynamics
provided by L, the two players are trained as follows:

max
ϕ
L(θ,ϕ)− Lc(θ,ϕ) min

θ
L(θ,ϕ) + Lc(θ,ϕ) (26.63)

In the case of conditional latent variable models, the latent variable controls the sample variability
inside the mode specified by the conditioning information. In early conditional GANs, the conditioning
information was provided as additional input to the discriminator and generator, for example by
concatenating the conditioning information to the latent variable z in the case of the generator; it
has been since observed that it is important to provide the conditioning information at various layers
of the model, both for the generator and the discriminator [DV+17; DSK16] or use a projection
discriminator [MK18].

26.5 Inference with GANs

Unlike other latent variable models such as variational autoencoders, GANs do not define an inference
procedure associated with the generative model. To deploy the principles behind GANs to find
a posterior distribution p(z|x), multiple approaches have been taken, from combining GANs and
variational autoencoders via hybrid methods [MNG17a; Sri+17; Lar+16; Mak+15b] to constructing
inference methods catered to implicit variable models [Dum+16; DKD16; DS19]. An overview of
these methods can be found in [Hus17b].

GAN based methods which perform inference and learn implicit posterior distribution p(z|x)
introduce changes to the GAN algorithm to do so. An example of such a method is BiGAN
(bidirectional GAN) [DKD16] or ALI (adversarialy learned inference) [Dum+16], which trains an
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implicit parameterized encoder Eζ to map input x to latent variables z. To ensure consistency between
the encoder Eζ and the generator Gθ, an adversarial approach is introduced with a discriminator
Dϕ learning to distinguish between pairs of data and latent samples: Dϕ learns to consider pairs
(x, Eζ(x)) with x ∼ p∗ as real, while (Gθ(z), z) with z ∼ q(z) is considered fake. This approach,
shown in Figure 26.9, ensures that the joint distributions are matched, and thus the marginal
distribution qθ(x) given by Gθ should learn p∗(x), while the conditional distribution pζ(z|x) given by
Eζ should learn qθ(z|x) = qθ(x,z)

qθ(x)
∝ qθ(x|z)q(z). This joint GAN loss can be used both to train the

generator Gθ and the encoder Eζ , without requiring a reconstruction loss common in other inference
methods. While not using a reconstruction loss, this objective retains the property that under
global optimality conditions the encoder and decoder are inverses of each other: Eθ(Gζ(z)) = z and
Gζ(Eθ(x)) = x. (See also Section 21.2.4 for a discussion of how VAEs learn to ensure p∗(x)pζ(z|x)
matches p(z)pθ(x|z) using an explicit model of the data.)

26.6 Neural architectures in GANs

We have so far discussed the learning principles, algorithms, and optimization methods that can
be used to train implicit generative models parameterized by deep neural networks. We have not
discussed, however, the importance of the choice of neural network architectures for the model and
the critic, choices which have fueled the progress in GAN generation since their conception. We will
look at a few case studies which show the importance of information about data modalities into
the critic and the generator (Section 26.6.1), employing the right inductive biases (Section 26.6.2),
incorporating attention in GAN models (Section 26.6.3), progressive generation (Section 26.6.4),
regularization (Section 26.6.5), and using large scale architectures (Section 26.6.6).

26.6.1 The importance of discriminator architectures

Since the discriminator or critic is rarely optimal — either due to the use of alternating gradient
descent or the lack of capacity of the neural discriminator — GANs do not perform distance or
divergence minimization in practice. Instead, the critic acts as part of a learned loss function
for the model (the generator). Every time the critic is updated, the loss function for the generative
model changes; this is in stark contrast with divergence minimization such maximum likelihood
estimation, where the loss function stays the same throughout the training of the model. Just as
learning features of data instead of handcrafting them is a reason for the success of deep learning
methods, learning loss functions advanced the state of the art of generative modeling. Critics that
take data modalities into account — such as convolutional critics for images and recurrent critics
for sequential data such as text or audio — become part of data modality dependent loss functions.
This in turn provides modality-specific learning signal to the model, for example by penalizing blurry
images and encouraging sharp edges, which is achieved due to the convolutional parameterization of
the critic. Even within the same data modality, changes to critic architectures and regularization
have been one of the main drivers in obtaining better GANs, since they affect the generator’s loss
function, and thus also the gradients of the generator and have a strong effect on optimization.
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26.6.2 Architectural inductive biases

While the original GAN paper used convolutions only sparingly, deep convolutional GAN (DC-
GAN) [RMC15] performed an extensive study on what architectures are most useful for GAN
training, resulting in a set of useful guidelines that led to a substantial boost in performance. Without
changing the learning principles behind GANs, DCGAN was able to obtain better results on image
data by using convolutional generators (Figure 26.10) and critics, using BatchNormalization for both
the generator and critic, replacing pooling layers with strided convolutions, using ReLU activation
networks in the generator, and LeakyReLU activations in the discriminator. Many of these principles
are still in use today, for larger architectures and with various loss functions. Since DCGAN, residual
convolutional layers have become a key staple of both models and critics for image data [Gul+17],
and recurrent architectures are used for sequence data such as text [SSG18b; Md+19].

26.6.3 Attention in GANs

Attention mechanisms are explained in detail in Section 16.2.7. In this section, we discuss how to
use them for both the GAN generator and discriminator; this is called the self attention GAN or
SAGAN model [Zha+19c]. The advantage of self attention is that it ensures that both discriminator
and generator have access to a global view of other units of the same layer, unlike convolutional
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912 Chapter 26. Generative adversarial networks

Figure 26.12: Attention queries used by a SAGAN model, showcasing the global span of attention. Each row
first shows the input image and a set of color coded query locations in the image. The subsequent images
show the attention maps corresponding to each query location in the first image, with the query color coded
location being shown, and arrows from it to the attention map are used to highlight the most attended regions.
From Figure 1 of [Zha+19c]. Used with kind permission of Han Zhang.

layers. This is illustrated in Figure 26.12, which visualizes the global span of attention: query points
can attend to various other areas in the image.

The self-attention mechanism for convolutional features reshaped to h ∈ RC×N is defined by
f =Wfh, g =Wgh, S = fTg, where Wf ∈ RC′×C ,Wg ∈ RC′×C , where C ′ ≤ C is a hyperparameter.
From S ∈ RN×N , a probability row matrix β is obtained by applying the softmax operator for each
row, which is then used to attend to a linear transformation of the features o =Wo(Whh)β

T ∈ RC×N ,
using learned operators Wh ∈ RC′×C ,Wo ∈ RC×C′

. An output is then created by y = γo+h, where
γ ∈ R is a learned parameter.

Beyond providing global signal to the players, it is worth noting the flexibility of the self attention
mechanism. The learned parameter γ ensures that the model can decide not to use the attention
layer, and thus adding self attention does not restrict the set of possible models an architecture
can learn. Moreover, self attention significantly increases the number of parameters of the model
(each attention layer introduced 4 learned matrices Wf ,Wg,Wh,Wo), an approach that has been
observed as a fruitful way to improve GAN training.

26.6.4 Progressive generation

One of the first successful approaches to generating higher resolution, color images from a GAN
is via an iterative process, by first generating a lower dimensional sample, and then using that as
conditioning information to generate a higher dimensional sample, and repeating the process until the
desired resolution is reached. LapGAN [DCF+15] uses a Laplacian pyramid as the iterative building
block, by first upsampling the lower dimensional samples using a simple upsampling operation, such
as smoothed upsampling, and then using a conditional generator to produce a residual to be added
to the upsampled version to produce the higher resolution sample. In turn, this higher resolution
sample can then be provided to another LapGAN layer to produce another, even higher resolution
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From Figure 1 of [Kar+18]. Used with kind permission of Tero Karras.

sample, and so on — this process is shown in Figure 26.13. In LapGAN, a different generator
and critic are trained for each iterative block of the model; in ProgressiveGAN [Kar+18] the lower
resolution generator and critic are “grown”, by becoming part of the generator and critic used to
learn to generate higher resolution samples. The higher resolution generator is obtained by adding
new layers on top of the last layer of the lower resolution generator. A residual connection between
an upscaled version of the lower dimensional sample and the output of the newly created higher
resolution generator is added, which is annealed from 0 to 1 in training — transitioning from using
the upscaled version of the lower dimensional sample early in training, to only using the sample of
the higher resolution generator at the end of training. A similar change is done to the discriminator.
Figure 26.14 shows the growing generator and discriminators in ProgressiveGAN training.

26.6.5 Regularization

Regularizing both the discriminator and the generator has by now a long tradition in GAN training.
Regularizing GANs can be justified from multiple perspectives: theoretically, as it has been shown to
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be tied to convergence analysis [MGN18b]; empirically, as it has been shown to help performance and
stability in practice [RMC15; Miy+18c; Zha+19c; BDS18]; and intuitively, as it can be used to avoid
overfitting in the discriminator and generator. Regularization approaches include adding noise to the
discriminator input [AB17], adding noise to the discriminator and generator hidden features [ZML16],
using BatchNorm for the two players [RMC15], adding dropout in the discriminator [RMC15],
spectral normalization [Miy+18c; Zha+19c; BDS18], and gradient penalties (penalizing the norm
of the discriminator gradient with respect to its input ∥∇xDϕ(x)∥2) [Arb+18; Fed+18; ACB17;
Gul+17]. Often regularization methods help training regardless of the type of loss function used,
and have been shown to have effects both on training performance as well as the stability of the
GAN game. However, improving stability and improving performance in GAN training can be at
odds with each other, since too much regularization can make the models very stable but reduce
performance [BDS18].

26.6.6 Scaling up GAN models

By combining many of the architectural tricks discussed thus far — very large residual networks, self
attention, spectral normalization both in the discriminator and the generator, BatchNormalization
in the generator — one can train GANs to generating diverse, high quality data, as done with
BigGAN [BDS18], StyleGAN [Kar+20c], and alias-free GAN [Kar+21]. Beyond combining carefully
chosen architectures and regularization, creating large scale GANs also require changes in optimization,
with large batch sizes being a key component. This furthers the view that the key components of the
GAN game — the losses, the parameterization of the models, and the optimization method — have
to be viewed collectively rather than in isolation.

26.7 Applications

The ability to generate new plausible data enables a wide range of applications for GANs. This
section will look at a set of applications that aim to demonstrate the breadth of GANs across different
data modalities, such as images (Section 26.7.1), video (Section 26.7.2), audio (Section 26.7.3), and
text (Section 26.7.4), and include applications such as imitation learning (Section 26.7.5), domain
adapation (Section 26.7.6), and art (Section 26.7.7).

26.7.1 GANs for image generation

The most widely studied application area is in image generation. We focus on the translation of one
image to another using either paired or unpaired datasets. There are many other topics related to
image GANs that we do not cover, and a more complete overview can be found in other sources,
such as [Goo16] for the theory and [Bro19] for the practice. A JAX notebook which uses a small
pretrained GAN to generate some face images can be found at GAN_JAX_CelebA_demo.ipynb.
We show the progression of quality in sample generation of faces using GANs in Figure 26.15. There
is also increasing need to consider the generation of images with regards to the potential risks they
can have when used in other domains, which involve discussions of synthetic media and deep fakes,
and sources for discussion include [Bru+18; Wit].
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Figure 26.15: Increasingly realistic synthetic faces generated by different kinds of GAN, specifically (from
left to right): original GAN [Goo+14], DCGAN [RMC15], CoupledGAN [LT16], ProgressiveGAN [Kar+18],
StyleGAN [KLA19]. Used with kind permission of Ian Goodfellow. An online demo, which randomly generates
face images using StyleGAN, can be found at https: // thispersondoesnotexist. com .

26.7.1.1 Conditional image generation

Class-conditional image generation using GANs has become a very fruitful endeavor. BigGAN [BDS18]
carries out class-conditional generation of ImageNet samples across a variety of categories, from
dogs and cats to volcanoes and hamburgers. StyleGAN [KLA19] is able to generate high quality
images of faces at high resolution by learning a conditioning style vector and the ProgressiveGAN
architecture discussed in Section 26.6.4. By learning the conditioning vector they are able to generate
samples which interpolate between the styles of other samples, for example by preserving coarser
style elements such as pose or face shape from one sample, and smaller scale style elements such as
hair style from another; this provides fine grained control over the style of the generated images.

26.7.1.2 Paired image-to-image generation

We have discussed in Section 26.4 how using paired data of the form (xn,yn) can be used to build
conditional generative models of p(x|y). In some cases, the conditioning variable y has the same
size and shape as the output variable x. The resulting model pθ(x|y) can then be used to perform
image to image translation, as illustrated in Figure 26.16, where y is drawn from the source
domain, and x from the target domain. Collecting paired data of this form can be expensive,
but in some cases, we can acquire it automatically. One such example is image colorization, where
a paired dataset can easily be obtained by processing color images into grayscale images (see e.g.,
[Jas]).

A conditional GAN used for paired image-to-image translation was proposed in [Iso+17], and
is known as the pix2pix model. It uses a U-net style architecture for the generator, as used for
semantic segmentation tasks. However, they replace the batch normalization layers with instance
normalization, as in neural style transfer.

For the discriminator, pix2pix uses a patchGAN model, that tries to classify local patches as
being real or fake (as opposed to classifying the whole image). Since the patches are local, the
discriminator is forced to focus on the style of the generated patches, and ensure they match the
statistics of the target domain. A patch-level discriminator is also faster to train than a whole-image
discriminator, and gives a denser feedback signal. This can produce results similar to Figure 26.16
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Figure 26.16: Example results on several image-to-image translation problems as generated by the pix2pix
conditional GAN. From Figure 1 of [Iso+17]. Used with kind permission of Phillip Isola.

(depending on the dataset).

26.7.1.3 Unpaired image-to-image generation

A major drawback of conditional GANs is the need to collect paired data. It is often much easier
to collect unpaired data of the form Dx = {xn : n = 1 : Nx} and Dy = {yn : n = 1 : Ny}. For
example, Dx might be a set of daytime images, and Dy a set of night-time images; it would be
impossible to collect a paired dataset in which exactly the same scene is recorded during the day and
night (except using a computer graphics engine, but then we wouldn’t need to learn a generator).

We assume that the datasets Dx and Dy come from the marginal distributions p(x) and p(y)
respectively. We would then like to fit a joint model of the form p(x,y), so that we can compute
conditionals p(x|y) and p(y|x) and thus translate from one domain to another. This is called
unsupervised domain translation.

In general, this is an ill-posed problem, since there are an infinite number of different joint
distributions that are consistent with a set of marginals p(x) and p(y). We can try, however, to learn
a joint distribution such that samples from it satisfy additional constraints. For example, if G is a
conditional generator that maps a sample from X to Y, and F maps a sample from Y to X , it is
reasonable to require that these be inverses of each other, i.e., F (G(x)) = x and G(F (y)) = y. This
is called a cycle consistency loss [Zhu+17]. We can encourage G and F to satisfy this constraint
by using a penalty term on the difference between the starting image and the image we get after
going through this cycle:

Lcycle = Ep(x)||F (G(x))− x||1 + Ep(y)||G(F (y))− y||1 (26.64)

To ensure that the outputs of G are samples from p(y) and those of F are samples from p(x), we
use a standard GAN approach, introducing discriminators DX and DY , which can be done using
any choice of GAN loss LGAN, as visualized in Figure 26.17. Finally, we can optionally check that
applying the conditional generator to images from its own domain does not change them:

Lidentity = Ep(x)∥x− F (x)∥1 + Ep(y)∥y −G(y)∥1 (26.65)
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Figure 26.18: Some examples of unpaired image-to-image translation generated by the CycleGAN model.
From Figure 1 of [Zhu+17]. Used with kind permission of Jun-Yan Zhu.

We can combine all three of these consistency losses to train the translation mappings F and G,
using hyperparameters λ1 and λ2:

L = LGAN + λ1Lcycle + λ2Lidentity (26.66)

CycleGAN results on various datasets are shown in Figure 26.18. The bottom row shows how
CycleGAN can be used for style transfer.

26.7.2 Video generation

The GAN framework can be expanded from individual images (frames) to videos; the techniques
used to generate realistic images can also be applied to generate videos, with additional techniques
required to ensure spatio-temporal consistency. Spatio-temporal consistency is obtained by ensuring
that the discriminator has access to the real data and generated sequences in order, thus penalizing
the generator when generating realistic individual frames without respecting temporal order [SMS17;

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Sai+20; CDS19; Tul+18]. Another discriminator can be employed to additionally ensure each frame
is realistic [Tul+18; CDS19]. The generator itself needs to have a temporal element, which is often
implemented through a recurrent component. As with images, the generation framework can be
expanded to video-to-video translation [Ban+18; Wan+18], encompassing applications such as motion
transfer [Cha+19a].

26.7.3 Audio generation

Generative models have been demonstrated in the tasks of generating audio waveforms, as well
as for the task of text-to-speech (TTS) generation. Other types of generative models, such as
autoregressive models, such as WaveNet [Oor+16a] and WaveRNN [Kal+18b] have been developed
for these applications, although autoregressive models are difficult to parallelize over time since they
predict each time step of the audio sequentially and can be computationally expensive and too slow
to be used in practice. GANs provide an alternative approach for these tasks and other paths for
addressing these concerns.

Many different GAN architectures have been developed for audio-only generation, including
generation of single note recordings from instruments by GANSynth, a vocoder model that uses
GANs to generate magnitude spectrograms from mel-spectrograms [Eng+18], in voice conversion
using a modified CycleGAN discussed above [Kan+20], and the direct generation of raw audio in
WaveGAN [DMP18].

Initial work on GANs for TTS was developed [Yan+17] whose approach is similar to conditional
GANs for image generation (see Section 26.7.1.2), but uses 1d convolution instead of 2d. More
recent GANs such as GAN-TTS [Biń+19] use more advanced architectures and discriminators that
operate at multiple frequency scales that have performance that now matches the best performing
autoregressive models when assessed using mean opinion scores. In both the direct-audio generation,
the ability of GANs to allow faster generation and different types of context is the advantage that
makes them advantageous compared to other models.

26.7.4 Text generation

Similar to image and audio domains, there are several tasks for text data for which GAN-based
approaches have been developed, including conditional text generation and text-style transfer. Text
data are often represented as discrete values, at either the character level or the word-level, indicating
membership within a set of a particular vocabulary size (alphabet size, or number of words). Due to
the discrete nature of text, GAN models trained on text are explicit, since they explicitly model the
probability distribution of the output, rather than modeling the sampling path. This is unlike most
GAN models of continuous data such as images that we have discussed in the chapter so far, though
explicit GANs of continuous data do exist [Die+19b].

The discrete nature of text is why maximum likelihood is one of the most common methods of
learning generative models of text. However, models trained with maximum likelihood are often
limited to autoregressive models, while like in the audio case, GANs make it possible to generate
text in a non-autoregressive manner, making other tasks possible, such as one-shot feedforward
generation [Gul+17].

The difficulty of generating discrete data such as text using GANs can be seen looking at their
loss function, such as in Equations (26.19), (26.21) and (26.28). GAN losses contain terms of
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the form Eqθ(x)f(x), which we not only need to evaluate, but also backpropagate through, by
computing ∇θEqθ(x)f(x). In the case of implicit distributions given by latent variable models, we
used the reparameterization trick to compute this gradient (Equation 26.49). In the discrete case, the
reparameterization trick is not available and we have to look for other ways to estimate the desired
gradient. One approach is to use the score function estimator, discussed in Section 6.3.4. However,
the score function estimator exhibits high gradient variance, which can destabilize training. One
common approach to avoid this issue is to pre-train the language model generator using maximum
likelihood, and then to fine-tune with a GAN loss which gets backpropagated into the generator
using the score-function estimator, as done by Sequence GAN [Yu+17], MaliGAN [Che+17], and
RankGAN [Lin+17a]. While these methods spearheaded the use of GANs for text, they do not
address the inherent instabilities of score function estimation and thus have to limit the amount of
adversarial fine tuning to a small number of epochs and often use a small learning rate, keeping their
performance close to that of the maximum-likelihood solution [SSG18a; Cac+18].

An alternative to maximum likelihood pretraining is to use other approaches to stabilize the score
function estimator or to use continuous relaxations for backpropagation. ScratchGAN is a word-level
model that uses large batch sizes and discriminator regularization to stabilize score function training
(these techniques are the same that we have seen as stabilizers for training image GANs) [Md+19].
[Pre+17b] completely avoid the score function estimator and develop a character level model without
pre-training, by using continuous relaxations and curriculum learning. These training approaches
can also benefit from other architectural advances, e.g., [NNP19] showed that language GANs can
benefit from complex architectures such as relation networks [San+17].

Finally, unsupervised text style transfer, mimicking image style transfer, have been proposed by
[She+17; Fu+17] using adversarial classifiers to decode to a different style/language, or like [Pra+18]
who trains different encoders, one per style, by combining the encoder of a pre-trained NMT and
style classifiers, among other approaches.

26.7.5 Imitation learning

Imitation learning takes advantage of observations of expert demonstrations to learn action policies
and reward functions of unknown environments by minimizing some form of discrepancy between
the learned and the expert behaviors. There are many approaches available, including behavioral
cloning [PPG91] that treats this problem as one of supervised learning, and inverse reinforcement
learning [NR00b]. GANs are appealing for imitation learning since they provide a way to avoid the
difficulty of designing good discrepancy functions for behaviors, and instead learn these discrepancy
functions using a discriminator between trajectories generated by a learned agent and observed
demonstrations.

This approach, known as generative adversarial imitation learning (GAIL) [HE16a] demonstrates
the ability to use GANs for complex behaviors in high-dimensional environments. GAIL jointly
learns a generator, which forms a stochastic policy, along with a discriminator that acts as a reward
signal. Like we saw in the probabilistic development of GANs in the earlier sections, GAIL can
also be generalized to multiple f -divergences, rather than the standard Jensen-Shannon divergence
used as the standard loss in GANs. This has led to a family of other GAIL variants that use
other f -divergences [Ke+19a; Fin+16; Bro+20c], including f -GAIL that aims to also learn the
best f -divergence to use [Zha+20e], as well as new analytical insight into the computation and
generalization of such approaches [Che+20b].
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26.7.6 Domain adaptation

An important task in machine learning is to correct for shifts in the data distribution over time,
minimizing some measure of domain shift, as we discuss in Section 19.5.3. Like with the other
applications, GANs are popular as ways of avoiding the choice of distance or degree of shift. Both
the supervised and unsupervised approaches for image generation we reviewed earlier looked at pixel-
level domain adaptation models that perform distribution alignment in raw pixel space, translating
source data to the style of a target domain, as with pix2pix and CycleGAN. Extensions of these
approaches for the general problem of domain adaptation seek to do this not only in the observed
data space (e.g., with pixels), but also at the feature level. One general approach is domain-
adversarial training of neural networks [Gan+16b] or adversarial discriminative domain adaptation
(ADDA) [Tze+17]. The CyCADA approach of [Hof+18] extends CycleGAN by enforcing both
structural and semantic consistency during adaptation using a cycle-consistency loss and semantics
losses based on a particular visual recognition task. There are also many extensions that include
class conditional information [Tsa+18; Lon+18] or adaptation when the modes to be matched have
different frequencies in the source and target domains [BHC19].

26.7.7 Design, art and creativity

Generative models, particularly of images, have added to approaches in the more general area of
algorithmic art. The applications in image and audio generation with transfer can also be considered
aspects of artistic image generation. In these cases, the goal of training is not generalization, but to
create appealing images across different types of visual aesthetics [Sar18]. One example takes style
transfer GANs to create visual experiences, in which objects placed under a video are re-rendered
using other visual styles in real time [AFG19]. The generation ability has been used to explore
alternative designs and fabrics in fashion [Kat+19], and have now also become part of major drawing
software to provide new tools to support designers [Ado]. And beyond images, creative and artistic
expression using GANs include areas in music, voice, dance, and typography [AI 19].
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27 Discovery methods: an overview

27.1 Introduction

We have seen in Part III how to create probabilistic models that can make predictions about outputs
given inputs, using supervised learning methods (conditional likelihood maximization). And we have
seen in Part IV how to create probabilistic models that can generate outputs unconditionally, using
unsupervised learning methods (unconditional likelihood maximization). However, in some settings,
our goal is to try to understand a given dataset. That is, we want to discover something “interesting”,
and possibly “actionable”. Prediction and generation are useful subroutines for discovery, but are not
sufficient on their own. In particular, although neural networks often implicitly learn useful features
from data, they are often hard to interpret, and the results can be unstable and sensitive to arbitrary
details of the training protocol (e.g., SGD learning rates, or random seeds).

In this part of the book, we focus on learning models that create an interpretable representation of
high dimensional data. A common approach is to use a latent variable model, in which we make
the assumption that the observed data x was caused by, or generated by, some underlying (often low
dimensional) latent factors z, which represents the “true” state of the world. Crucially, these latent
variables are assumed to be meaningful to the end user of the model. (Thus evaluating such models
will generally require domain expertise.)

For example, suppose we want to interpret an image x in terms of an underlying 3d scene, z,
which is represented in terms of objects and surfaces. The forwards mapping from z to x is often
many-to-one, i.e., different latent values, say z and z′, may give rise to the same observation x,
due to limitations of the sensor. (This is called perceptual aliasing.) Consequently the inverse
mapping, from x to z, is ill-posed. In such cases, we need to impose a prior, p(z), to make our
estimate well-defined. In simple settings, we can use a point estimate, such as the MAP estimate

ẑ(x) = argmax
z

p(z|x) = argmax
z

log p(z) + log p(x|z) (27.1)

In the context of computer vision, this approach is known as vision as inverse graphics or analysis
by synthesis [KMY04; YK06; Doy+07; MC19]. See Figure 27.1 for an illustration.

This approach to inverse modeling is widely used in science and engineering, where z represents the
underlying state of the world which we want to estimate, and x is just a noisy or partial manifestation
of this true state. In some cases, we know both the prior p(z|θ) and the likelihood p(x|z,θ), and we
just need to solve the inference problem for z. But more commonly, the model parameters θ are
also (partially) unknown, and need to be inferred from observable samples D = {xn : n = 1 : N}. In
some cases, the structure of the model itself is unknown and needs to be learned.
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Figure 27.1: Vision as inverse graphics. The agent (here represented by a human head) has to infer the scene
z given the image x using an estimator. From Figure 1 of [Rao99]. Used with kind permission of Rajesh Rao.

27.2 Overview of Part V

In Chapter 28, we discuss simple latent variable models where typically the observed data is a fixed-
dimensional vector such as x ∈ RD. In Chapter 29 we extend these models to work with sequences
of correlated vectors, x = x1:T , such as speech, video, genomics data, etc. It is straightforward to
make parts of these model be nonlinear (“deep”), as we discuss. These models can also be extended
to the spatio-temporal setting. In Chapter 30, we extend these models to work with general graphs.

In Chapter 31, we discuss non-parametric Bayesian models, which allow us to represent uncertainty
about many aspects of a model, such as the number of hidden states, the structure of the model,
the form of a functional dependency, etc. Thus the complexity of the learned representation can
grow dynamically, depending on the quantity and quality (informativeness) of the data. This is
important when performing discovery tasks, and helps us maintain flexibility while still retaining
interpretability.

In Chapter 32, we discuss representation learning using neural networks. This can be tackled
using latent variable modeling, but there are also a variety of other estimation methods one can use.
Finally, in Chapter 33, we discuss how to interpret the behavior of a predictive model (typically a
neural network).
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28 Latent factor models

28.1 Introduction

A latent variable model (LVM) is any probabilistic model in which some variables are always
latent or hidden. A simple example is a mixture model (Section 28.2), which has the form p(x) =∑
k p(x|z = k)p(z = k), where z is an indicator variable that specifies which mixture component to

use for generating x. However, we can also use continuous latent variables, or a mixture of discrete
and continuous. And we can also have multiple latent variables, which are interconnected in complex
ways.

In this chapter, we discuss a very simple kind of LVM that has the following form:

z ∼ p(z) (28.1)
x|z ∼ Expfam(x|f(z)) (28.2)

where f(z) is known as the decoder, and p(z) is some kind of prior. We assume that z is a single
“layer” of hidden random variables, corresponding to a set of “latent factors”. We call these latent
factor models. In this chapter, we assume the decoder f is a simple linear model; we consider
nonlinear extensions in Chapter 21. Thus the overall model is similar to a GLM (Section 15.1),
except the input to the model is hidden.

We can create a large variety of different “classical” models by changing the form of the prior p(z)
and/or the likelihood p(x|z), as we show in Table 28.1. We will give the details in the following
sections. (Note that, although we are discussing generative models, our focus is on posterior inference
of meaningful latents (discovery), rather than generating realistic samples of data.)

28.2 Mixture models

One way to create more complex probability models is to take a convex combination of simple
distributions. This is called a mixture model. This has the form

p(x|θ) =
K∑

k=1

πkpk(x) (28.3)

where pk is the k’th mixture component, and πk are the mixture weights which satisfy 0 ≤ πk ≤ 1
and

∑K
k=1 πk = 1.

We can re-express this model as a hierarchical model, in which we introduce the discrete latent
variable z ∈ {1, . . . ,K}, which specifies which distribution to use for generating the output x. The
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Model p(z) p(x|z) Section
FA/PCA N (z|0, I) N (x|Wz,Ψ) Section 28.3.1
GMM

∑
c Cat(c|π)N (z|µc,Σc) N (x|Wz,Ψ) Section 28.2.4

MixFA Cat(c|π)N (z|0, I) N (x|Wcz + µc,Ψc) Section 28.3.3.5
NMF

∏
kGa(zk|αk, βk)

∏
d Poi(xd| exp(wT

dz))) Section 28.4.1
Simplex FA (mPCA) Dir(z|α) ∏

d Cat(xd|Wdz) Section 28.4.2
LDA Dir(z|α) ∏

d Cat(xd|Wz) Section 28.5
ICA

∏
d Laplace(zd|λ)

∏
d δ(xd −wT

dz) Section 28.6
Sparse coding

∏
k Laplace(zk|λ)

∏
dN (xd|wT

dz, σ
2) Section 28.6.5

Table 28.1: Some popular “shallow” latent factor models. Abbreviations: FA = factor analysis, PCA =
principal components analysis, GMM = Gaussian mixture model, NMF = non-negative matrix factorization,
mPCA = multinomial PCA, LDA = latent Dirichlet allocation, ICA = independent components analysis.
k = 1 : L ranges over latent dimensions, d = 1 : D ranges over observed dimensions. (For ICA, we have the
constraint that L = D.)

prior on this latent variable is p(z = k) = πk, and the conditional is p(x|z = k) = pk(x) = p(x|θk).
That is, we define the following joint model:

p(z|θ) = Cat(z|π) (28.4)
p(x|z = k,θ) = p(x|θk) (28.5)

The “generative story” for the data is that we first sample a specific component z, and then we
generate the observations x using the parameters chosen according to the value of z. By marginalizing
out z, we recover Equation (28.3):

p(x|θ) =
K∑

k=1

p(z = k|θ)p(x|z = k,θ) =

K∑

k=1

πkp(x|θk) (28.6)

We can create different kinds of mixture model by varying the base distribution pk, as we illustrate
below.

28.2.1 Gaussian mixture models (GMMs)

A Gaussian mixture model or GMM, also called a mixture of Gaussians (MoG), is defined
as follows:

p(x) =

K∑

k=1

πkN (x|µk,Σk) (28.7)

In Figure 28.1 we show the density defined by a mixture of 3 Gaussians in 2d. Each mixture
component is represented by a different set of elliptical contours. If we let the number of mixture
components grow sufficiently large, a GMM can approximate any smooth distribution over RD.

GMMs are often used for unsupervised clustering of real-valued data samples xn ∈ RD. This
works in two stages. First we fit the model, usually by computing the MLE θ̂ = argmax log p(D|θ),
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Figure 28.1: A mixture of 3 Gaussians in 2d. (a) We show the contours of constant probability for each
component in the mixture. (b) A surface plot of the overall density. Adapted from Figure 2.23 of [Bis06].
Generated by gmm_plot_demo.ipynb.
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Figure 28.2: (a) Some data in 2d. (b) A possible clustering using K = 5 clusters computed using a GMM.
Generated by gmm_2d.ipynb.

where D = {xn : n = 1 : N} (e.g., using EM or SGD). Then we associate each datapoint xn with
a discrete latent or hidden variable zn ∈ {1, . . . ,K} which specifies the identity of the mixture
component or cluster which was used to generate xn. These latent identities are unknown, but we
can compute a posterior over them using Bayes’ rule:

rnk ≜ p(zn = k|xn,θ) =
p(zn = k|θ)p(xn|zn = k,θ)

∑K
k′=1 p(zn = k′|θ)p(xn|zn = k′,θ)

(28.8)

The quantity rnk is called the responsibility of cluster k for datapoint n. Given the responsibilities,
we can compute the most probable cluster assignment as follows:

ẑn = argmax
k

rnk = argmax
k

[log p(xn|zn = k,θ) + log p(zn = k|θ)] (28.9)

This is known as hard clustering. (If we use the responsibilities to fractionally assign each datapoint
to different clusters, it is called soft clustering.) See Figure 28.2 for an example.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 28.3: We fit a mixture of 20 Bernoullis to the binarized MNIST digit data. We visualize the estimated
cluster means µ̂k. The numbers on top of each image represent the estimated mixing weights π̂k. No labels
were used when training the model. Generated by mix_bernoulli_em_mnist.ipynb.

If we have a uniform prior over zn, and we use spherical Gaussians with Σk = I, the hard clustering
problem reduces to

zn = argmin
k
||xn − µ̂k||22 (28.10)

In other words, we assign each datapoint to its closest centroid, as measured by Euclidean distance.
This is the basis of the K-means clustering algorithm (see the prequel to this book).

28.2.2 Bernoulli mixture models

If the data is binary valued, we can use a Bernoulli mixture model (BMM), also called a mixture
of Bernoullis, where each mixture component has the following form:

p(x|z = k,θ) =

D∏

d=1

Ber(yd|µdk) =
D∏

d=1

µyddk(1− µdk)1−yd (28.11)

Here µdk is the probability that bit d turns on in cluster k.
For example, consider fitting a mixture of Bernoullis using K = 20 components to the MNIST

dataset. The resulting parameters for each mixture component (i.e., µk and πk) are shown in
Figure 28.3. We see that the model has “discovered” a representation of each type of digit. (Some
digits are represented multiple times, since the model does not know the “true” number of classes.
See Section 3.8.1 for information on how to choose the number K of mixture components.)

28.2.3 Gaussian scale mixtures (GSMs)

A Gaussian scale mixture or GSM [AM74; Wes87] is like an “infinite” mixture of Gaussians, each
with a different scale (variance). More precisely, let x = ϵz, where z ∼ N (0, σ2

0) and ϵ ∼ p(ϵ). We can
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think of this as multiplicative noise being applied to the Gaussian rv z. We have x|ϵ ∼ N (0, ϵ2σ2
0).

Marginalizing out the scale ϵ gives

p(x) =

∫
N (x|0, σ2

0ϵ
2)p(ϵ)dϵ (28.12)

By changing the prior p(ϵ), we can create various interesting distributions. We give some examples
below.

The main advantage of this approach is that it is often computationally more convenient to work
with the expanded parameterization, in which we explicitly include the scale term ϵ, since,
conditional on that, the distribution is Gaussian. We use this formulation in Section 6.5.5, where we
discuss robust regression.

28.2.3.1 Student-t distribution as a GSM

We can represent the Student distribution as a GSM as follows:

T (x|0, σ2, ν) =

∫ ∞

0

N (x|0, zσ2)IG(z|ν
2
,
ν

2
)dz =

∫ ∞

0

N (x|0, zσ2)χ−2(z|ν, 1)dz (28.13)

where IG is the inverse Gamma distribution (Section 2.2.3.4). Thus we can think of the Student as an
infinite superposition of Gaussians of different widths; marginalizing this out induces a distribution
with wider tails than a Gaussian with the same variance. This result also explains why the Student
distribution approaches a Gaussian as the dof gets large, since when ν = ∞, the inverse Gamma
distribution becomes a delta function.

28.2.3.2 Laplace distribution as a GSM

Similarly one can show that the Laplace distribution is an infinite weighted sum of Gaussians, where
the precision comes from a gamma distribution:

Laplace(x|0, λ) =
∫
N (x|0, τ2)Ga(τ2|1, λ

2

2
)dτ2 (28.14)

28.2.3.3 Spike and slab distribution

Suppose ϵ ∼ Ber(π). (Note that ϵ2 = ϵ, since ϵ ∈ {0, 1}.) In this case we have

x =
∑

ϵ∈{0,1}
N (x|0, σ2

0ϵ)p(ϵ) = πN (x|0, σ2
0) + (1− π)δ0(x) (28.15)

This is known as the spike and slab distribution, since the δ0(x) is a “spike” at 0, and the N (x|0, σ2
0)

acts like a uniform “slab” for large enough σ0. This distribution is useful in sparse modeling.

28.2.3.4 Horseshoe distribution

Suppose ϵ ∼ C+(1), which is the half-Cauchy distribution (see Section 2.2.2.4). Then the induced
distribution p(x) is called the horseshoe distribution [CPS10]. This has a spike at 0, like the

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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(a) (b)

(c) (d)
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Figure 28.4: Example of recovering a clean image (right) from a corrupted version (left) using MAP estimation
with a GMM patch prior and Gaussian likelihood. First row: image denoising. Second row: image deblurring.
Third row: image inpainting. From [RW15] and [ZW11]. Used with kind permission of Dan Rosenbaum and
Daniel Zoran.

Student and Laplace distributions, but has heavy tails that do not asymptote to zero. This makes it
useful as a sparsity promoting prior, that “kills off” small parameters, but does not overregularize
large parameters.

28.2.4 Using GMMs as a prior for inverse imaging problems

In this section, we consider using GMMs as a blackbox density model to regularize the inversion of a
many-to-one mapping. Specifically, we consider the problem of inferring a “clean” image x from a
corrupted version y. We use a linear-Gaussian forwards model of the form

p(y|x) = N (y|Wx, σ2I) (28.16)
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where σ2 is the variance of the measurement noise. The form of the matrix W depends on the nature
of the corruption, which we assume is known, for simplicity. Here are some common examples of
different kinds of corruption we can model in our approach:

• If the corruption is due to additive noise (as in Figure 28.4a), we can set W = I. The resulting
MAP estimate can be used for image denoising, as in Figure 28.4b.

• If the corruption is due to blurring (as in Figure 28.4c), we can set W to be a fixed convolutional
kernel [KF09b]. The resulting MAP estimate can be used for image deblurring, as in Figure 28.4d.

• If the corruption is due to occlusion (as in Figure 28.4e), we can set W to be a diagonal matrix,
with 0s in the locations corresponding to the occluders. The resulting MAP estimate can be used
for image inpainting, as in Figure 28.4f.

• If the corruption is due to downsampling, we can set W to a convolutional kernel. The resulting
MAP estimate can be used for image super-resolution.

Thus we see that the linear-Gaussian likelihood model is surprisingly flexible. Given the model,
our goal is to invert it, by computing the MAP estimate x̂ = argmax p(x|y). However, the problem
of inverting this model is ill-posed, since there are many possible latent images x that map to the
same observed image y. Therefore we need to use a prior to regularize the inversion process.

In [ZW11], they propose to partition the image into patches, and to use a GMM prior of the form
p(xi) =

∑
k p(ci = k)N (xi|µk,Σk) for each patch i. They use K = 200 mixture components, and

they fit the GMM on a dataset of 2M clean image patches.
To compute the MAP mixture component, c∗i , we can marginalize out xi and use Equation (2.129)

to compute the marginal likelihood

c∗i = argmax
c

p(c)p(yi|c) = argmax
c

p(c)N (yi|Wµc, σ
2I+WΣcW

T) (28.17)

We can then approximate the MAP for the latent patch xi by using the approximation

p(xi|yi) ≈ p(xi|yi, c∗i ) ∝ N (xi|µc∗i ,Σc∗i )N (yi|Wxi, σ
2I) (28.18)

If we know c∗i , we can compute the above using Bayes’ rule for Gaussians in Equation (2.121).
To apply this method to full images, [ZW11] optimize the following objective

E(x|y) = 1

2σ2
||Wx− y||2 − EPLL(x) (28.19)

where EPLL is the “expected patch log likelihood”, given by

EPLL(x) =
∑

i

log p(Pix) (28.20)

where xi = Pix is the i’th patch computed by projection matrix Pi. Since these patches overlap,
this is not a valid likelihood, since it overcounts the pixels. Nevertheless, optimizing this objective
(using a method called “half quadratic splitting”) works well empirically. See Figure 28.4 for some
examples of this process in action.
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Figure 28.5: Illustration of the parameters learned by a GMM applied to image patches. Each of the 3 panels
corresponds to a different mixture component k. Within each panel, we show the eigenvectors (reshaped as
images) of the covariance matrix Σk in decreasing order of eigenvalue. We see various kinds of patterns,
including ones that look like the ones learned from PCA (see Figure 28.34), but also ones that look like edges
and texture. From Figure 6 of [ZW11]. Used with kind permission of Daniel Zoran.

A more principled solution to the overlapping patch problem is to use a multiscale model, as
proposed in [PE16]. Another approach, proposed in [FW21], uses Gibbs sampling to combine samples
from overlapping patches. This approach has the additional advantage of computing posterior samples
from p(x|y), which can look much better than the posterior mean or mode computed by optimization
methods. (For example, if the corruption process removes the color from the latent image x to
create a gray scale y, then the posterior MAP estimate of x will also be a gray scale image, whereas
posterior samples will be color images.) See also Section 28.3.3.5 where we show how to extend the
GMM model to a mixture of low rank Gaussians, which lets us directly model images instead of
image patches.

28.2.4.1 Why does the method work?

To understand why such a simple model of image patches works so well, note that the log prior for a
single latent image patch xi using mixture component k can be written as follows:

log p(xi|ci = k) = logN (xi|0,Σk) = −xTiΣ−1k xi + ak (28.21)

where ak is a constant that depends on k but is independent of xi. Let Σk = VkΛkV
T
k be an

eigendecomposition of Σk, where λk,d is the d’th eigenvalue of Σk, and vk,d is the d’th eigenvector.
Then we can rewrite the above as follows:

log p(xi|ci = k) = −
D∑

d=1

1

λk,d
(vTk,dxi)

2 + ak (28.22)

Thus we see that the eigenvectors are acting like templates. Each mixture component has a different
set of templates, each with their own weight (eigenvalue), as illustrated in Figure 28.5. By mixing
these together, we get a powerful model for the statistics of natural image patches. (See [ZW12] for
more analysis of why this simple model works so well, based on the “dead leaves” model of image
formation.)
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28.2.4.2 Speeding up inference using discriminative models

Although simple and effective, computing f(y) = argmaxx p(x|y) for each image patch can be slow
if the image is large. However, every time we solve this problem, we can store the result, and build
up a dataset of (y, f(y)) pairs. We can then train an amortized inference network (Section 10.1.5)
to learn this y → f(y) mapping, to speed up future inferences, as proposed in [RW15]. (See also
[Par+19] for further speedup tricks.)

An alternative approach is to dispense with the generative model, and to train on an artificially
created dataset of the form (y,x), where x is a clean natural image, and y = C(x) is an artificial
corruption of it. We can then train a discriminative model f̂(y) directly from (y,x) pairs. This
technique works very well (see e.g., [Luc+18]), but is limited by the form of corruptions C it is trained
on. This means we need to train a different network for every linear operator W, and sometimes
even for every different noise level σ2.

28.2.4.3 Blind inverse problems

In the discussion above, we assumed the forwards model had the form p(y|x,θ) = N (y|Wx, σ2I),
where W is known. If W is not known, then computing p(x|y) is known as a blind inverse
problem.

Such problems are much harder to solve. One approach is to estimate the parameters of the
forwards model, W, and the latent image, x, using an EM-like method from a set of images coming
from the same likelihood function. That is, we alternate between estimating x̂ = argmaxx p(x|y,Ŵ)

in the E step, and estimating Ŵ = argmaxW p(y|x̂,W) in the M step. Some encouraging results of
this approach are shown in [Ani+18]. (They use a GAN prior for p(x) rather than a GMM.)

In cases where we get two independent noisy samples, y1 and y2, generated from the same
underlying image x, then we can avoid having to explicitly learn an image prior p(x), and can instead
directly learn an estimator for the posterior mode, f(y) = argmaxx p(x|y), without needing access
to the latent image x, by exploiting a form of cycle consistency; see [XC19] for details.

28.2.5 Using mixture models for classification problems

It is possible to use mixture models to define the class-conditional density p(x|y = c) in a generative
classifier. We can then derive the class posterior using Bayes’ rule:

p(y = c|x) = p(y = c)p(x|y = c)∑
c′ p(y = c)p(x|y = c)

=
p(y = c)p(x|y = c)

Z
(28.23)

where p(y = c) = πc is the prior on class label c, Z is the normalization constant, and the form of
p(x|y = c) depends on the kind of data we have. For real-valued features, it is common to use a
GMM:

p(x|y = c) =

Kc∑

k=1

αc,kN (x|µc,k,Σc,k) (28.24)

Using a generative model to perform classification can be useful when we have missing data, since
we can compute p(xv|y = c) =

∑
xm p(x

m,xv|y = c) to compute the marginal likelihood of the
visible features xv. It is also useful for semi-supervised learning, since we can optimize the model to
fit
∑
n log p(x

l
n, y

l
n) on the labeled data and

∑
n log p(x

u
n) on the unlabeled data.
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28.2.5.1 Hybrid generative/discriminative training

Unfortunately the classification accuracy of generative models of the form p(x, y) can be much worse
than discriminative (conditional) models of the form p(y|x), since the latter are directly optimized to
predict the labels given the features, and don’t “waste” capacity on modeling irrelevant details of the
inputs. (For a more in-depth discussion of generative vs discriminative classifiers, see e.g., [Mur22,
Sec 9.4].)

Fortunately it is possible to train generative models in a discriminative fashion, which can close
the performance gap with conditional models, while maintaining the advantages of generative models.
In particular, we can optimize the following hybrid objective, proposed in [BT04; Rot+18]:

L(θ) = −λ
N∑

n=1

log p(xn, yn|θ)
︸ ︷︷ ︸

Lgen(θ)

−(1− λ)
N∑

n=1

log p(yn|xn,θ)
︸ ︷︷ ︸

Ldis(θ)

(28.25)

where 0 ≤ λ ≤ 1 controls the tradeoff between generative and discriminative modeling.
If we have unlabeled data, we can modify the generative loss as shown below:

Lgen(θ) = κ

N l∑

n=1

log p(xln, y
l
n|θ) + (1− κ)

Nu∑

n=1

log p(xun|θ) (28.26)

Here we have introduced an extra trade-off parameter 0 ≤ κ ≤ 1 to prevent the unlabeled data from
overwhelming the labeled data (if Nu ≫ Nl), as proposed in [Nig+00].

An alternative to changing the objective function is to change the model itself, so that we
parameterize the joint using p(x, y) = p(y|x,θ)p(x|θ̃), and then define different kinds of joint priors
p(θ, θ̃); see [LBM06; BL07a] for details.

28.2.5.2 Optimization issues

To optimize the loss, we need to reparameterize the model into unconstrained form. For the class
prior, we can use π1:C = softmax(π̃1:C), and optimize wrt the logits π̃1:C . Similarly for the mixture
weights αc,1:K . The means µck are already unconstrained. For the covariance matrices, we will use a
diagonal plus low-rank representation, to reduce the number of parameters:

Σc,k = diag(dc,k) + Sc,kS
T
c,k (28.27)

where Sc,k is an unconstrained D ×R matrix, where R≪ D is the rank of the approximation. (For
numerical stability, we usually add ϵI to the above expression, to ensure Σc,k is positive definite for
all parameter settings.) To ensure positivity of the diagonal term, we can use the softplus transform,
dc,k = log(1 + exp(d̃c,k)), and optimize wrt the d̃c,k terms.

28.2.5.3 Numerical issues

To compute the class conditional log likelihood, ℓc = log p(x|y = c), we can use the log-sum-exp
trick to avoid numerical underflow. Define α̃ck = logαck, and ℓck = logN (x|µck,Σck) and let
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βck = α̃ck + ℓck. Then we have

ℓc = log p(x|y = c) = log

(∑

k

p(zk|y = c)p(x|y = c, z = k)

)
= log

(∑

k

αckN (x|µck,Σck)

)

(28.28)

= log

(∑

k

eβck

)
= log

(
eM
∑

k

eβck−M
)

=M + log

(∑

k

eβ
′
ck

)
≜ logsumexp({βck}k)

(28.29)

where M = maxk βck and β′ck = βck −M . Note that we can safely compute each eβ
′
ck without

underflow.
We can use a similar method to compute the posterior over classes. We have

p(y = c|x) = πce
lc

Z
=
πce

lc−L

e−LZ
=
πce

l̃c

Z̃
(28.30)

where L = maxc lc, l̃c = lc − L, and Z̃ =
∑
c πce

l̃c . This lets us combine the class prior probability
πc with the scaled class conditional log likelihood l̃c to get the class posterior in a stable way. (We
can also compute the log normalization constant, log p(x) = logZ = log(Z̃) + L.)

To compute a single Gaussian log density, ℓck = logN (x|µck,Σck), we need to evaluate log det(Σck)
and Σ−1ck . To make this efficient, we can use the matrix determinant lemma to compute

det(A+ SST) = det(I+ STA−1S) det(A) (28.31)

where A = diag(d) + ϵI, and the matrix inversion lemma to compute

(A+ SST)−1 = A−1 −A−1S(I+ STA−1S)−1STA−1 (28.32)

(See also the discussion of mixture of factor analyzers in Section 28.3.3.)

28.2.6 Unidentifiability

The parameters of a mixture model are unidentiable, due to the label switching problem. To see
this, consider fitting a GMM with 2 clusters (with parameters θ̂) to a dataset which is generated
from the true distribution p∗ which we assume is also a GMM with 2 clusters (with parameters θ∗).
The MLE will converge to the estimated parameters θ̂ which minimizes DKL

(
p(x|θ∗) ∥ p(x|θ̂)

)
.

However, there are 2 equally likely modes to the likelihood surface, (µ̂1 = µ∗1, µ̂2 = µ∗2) and (µ̂2 = µ∗1,
µ̂1 = µ∗2), since the identify of the clusters is irrelevant. Hence computing the posterior mean of
the cluster parameters µk from some Bayesian inference procedure is meaningless. Instead, [Ste00]
proposes a decision theoretic approach, in which the action space allows the user to ask questions
about the clustering assignment (or parameters) after performing a suitable permutation of the labels.
See also [Pap16] for an R library that implements this and other related algorithms.
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28.3 Factor analysis

In this section, we discuss a simple latent factor model in which the prior p(z) is Gaussian, and the
likelihood p(x|z) is also Gaussian, using a linear decoder for the mean. This family includes many
important special cases, such as PCA, as we discuss below. We also briefly discuss some simple
extensions.

28.3.1 Factor analysis: the basics

Factor analysis corresponds to the following linear-Gaussian latent variable generative model:

p(z) = N (z|µ0,Σ0) (28.33)
p(x|z,θ) = N (x|Wz + µ,Ψ) (28.34)

where W is a D × L matrix, known as the factor loading matrix, and Ψ is a diagonal D ×D
covariance matrix.

28.3.1.1 FA as a Gaussian with low-rank plus diagonal covariance

FA can be thought of as a low-rank version of a Gaussian distribution. To see this, note that the
induced marginal distribution p(x|θ) is a Gaussian (see Equation (2.129) for the derivation):

p(x|θ) =
∫
N (x|Wz + µ,Ψ)N (z|µ0,Σ0)dz (28.35)

= N (x|Wµ0 + µ,Ψ+WΣ0W
T) (28.36)

The first and second moments can be derived as follows:

E [x] = Wµ0 + µ

Cov [x] = WCov [z]WT +Ψ = WΣ0W
T +Ψ

(28.37)

From this, we see that we can set µ0 = 0 without loss of generality, since we can always absorb
Wµ0 into µ. Similarly, we can set Σ0 = I without loss of generality, since we can always absorb a
correlated prior by using a new weight matrix, W̃ = WΣ

− 1
2

0 , since then

Cov [x] = WΣ0W
T +Ψ = W̃W̃T +Ψ (28.38)

Finally, we see that we should restrict Ψ to be diagonal, otherwise we could set W̃ = 0, thus ignoring
the latent factors, while still being able to model any covariance. After these simplifications we have
the final model:

p(z) = N (z|0, I) (28.39)
p(x|z) = N (x|Wz + µ,Ψ) (28.40)

from which we get

p(x) = N (x|µ,WWT +Ψ) (28.41)
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Figure 28.6: Illustration of the FA generative process, where we have L = 1 latent dimension generating
D = 2 observed dimensions; we assume Ψ = σ2I. The latent factor has value z ∈ R, sampled from
p(z); this gets mapped to a 2d offset δ = zw, where w ∈ R2, which gets added to µ to define a Gaussian
p(x|z) = N (x|µ + δ, σ2I). By integrating over z, we “slide” this circular Gaussian “spray can” along the
principal component axis w, which induces elliptical Gaussian contours in x space centered on µ. Adapted
from Figure 12.9 of [Bis06].

For example, suppose where L = 1, D = 2 and Ψ = σ2I. We illustrate the generative process in
this case in Figure 28.6. We can think of this as taking an isotropic Gaussian “spray can”, representing
the likelihood p(x|z), and “sliding it along” the 1d line defined by wz + µ as we vary the 1d latent
prior z. This induces an elongated (and hence correlated) Gaussian in 2d. That is, the induced
distribution has the form p(x) = N (x|µ,wwT + σ2I).

In general, FA approximates the covariance matrix of the visible vector using a low-rank decompo-
sition:

C = Cov [x] = WWT +Ψ (28.42)

This only uses O(LD) parameters, which allows a flexible compromise between a full covariance
Gaussian, with O(D2) parameters, and a diagonal covariance, with O(D) parameters.

28.3.1.2 Computing the posterior

We can compute the posterior over the latent codes, p(z|x), using Bayes’ rule for Gaussians. In
particular, from Equation (2.121), we have

p(z|x) = N (z|µz|x,Σz|x) (28.43)

Σz|x = (I+WTΨ−1W)−1 = I−WT(WWT +Ψ)−1W (28.44)

µz|x = Σz|x[W
TΨ−1(x− µ)] = WT(WWT +Ψ)−1(x− µ) (28.45)
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938 Chapter 28. Latent factor models

We can avoid inverting the D ×D matrix C = WWT +Ψ by using the matrix inversion lemma:

C−1 = (WWT +Ψ)−1 (28.46)

= Ψ−1 −Ψ−1W (I+WTΨ−1W)−1︸ ︷︷ ︸
L−1

WTΨ−1 (28.47)

where L = I+WTΨ−1W is L× L.

28.3.1.3 Computing the likelihood

In this section, we discuss how to efficiently compute the log (marginal) likelihood, which is given by

log p(x|µ,C) = −1

2

[
D log(2π) + log det(C) + x̃TC−1x̃

]
(28.48)

where x̃ = x− µ, and C = WWT +Ψ. Using Equation (28.47), the Mahalanobis distance can be
computed using

x̃TC−1x̃ = x̃T
[
Ψ−1x̃−Ψ−1WL−1(WTΨ−1x̃)

]
(28.49)

which takes O(L3 + LD) to compute. From the matrix determinant lemma, the log determinant is
given by

log det(C) = log det(L) + log det(Ψ) (28.50)

which takes O(L3 +D) to compute. (See also Section 28.2.5, where we discuss fitting low-rank GMM
classifiers discriminatively, which requires similar computations.)

28.3.1.4 Model fitting using EM

We can compute the MLE for the FA model either by performing gradient ascent on the log likelihood
in Equation (28.48), or by using the EM algorithm [RT82; GH96b]. The latter can converge faster,
and automatically satisfies positivity constraints on Ψ. We give the details below, assuming that the
observed data is standardized, so µ = 0 for notational simplicity.

In the E step, we compute the following expected sufficient statistics:

Ex,z =

N∑

n=1

xnE [z|xn]T (28.51)

Ez,z =

N∑

n=1

E
[
zzT|xn

]
(28.52)

Ex,x =

N∑

n=1

xnx
T
n (28.53)

where

E [z|x] = Bx (28.54)

E
[
zzT|x

]
= Cov [z|x] + E [z|x]E [z|x]T = I−BW +BxxTBT (28.55)

B ≜ WT(Ψ+WWT)−1 = WTC−1 (28.56)
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In the M step, we have

Wnew = Ex,zE
−1
z,z (28.57)

Ψnew =
1

N
diag

(
Ex,x −WnewET

x,z

)
(28.58)

28.3.1.5 Handling missing data

We can also perform posterior inference in the presence of missing data (if we make the missing at
random assumption — see Section 3.11 for discussion). In particular, let us partition x = (x1,x2),
W = [W1,W2], and µ = [µ1,µ2], and suppose x2 is missing (unknown). From Supplementary Sec-
tion 2.1.1, we have

p(z|x1) = N (z|µz|1,Σz|1) (28.59)

Σ−1z|1 = I+WT
1Σ
−1
11 W1 (28.60)

µz|1 = Σz|1[W
T
1Σ
−1
11 (x1 − µ1)] (28.61)

where Σ11 is the top left block of Ψ.
We can modify the EM algorithm to fit the model in the presence of missing data in the obvious

way.

28.3.1.6 Unidentifiability of the parameters

The parameters of a FA model are unidentifiable. To see this, consider a model with weights W and
observation covariance Ψ. We have

Cov [x] = WE
[
zzT

]
WT + E

[
ϵϵT
]
= WWT +Ψ (28.62)

where ϵ ∼ N (0,Ψ) is the observation noise. Now consider a different model with weights W̃ = WR,
where R is an arbitrary orthogonal rotation matrix, satisfying RRT = I. This has the same likelihood,
since

Cov [x] = W̃E
[
zzT

]
W̃T + E

[
ϵϵT
]
= WRRTWT +Ψ = WWT +Ψ (28.63)

Geometrically, multiplying W by an orthogonal matrix is like rotating z before generating x; but
since z is drawn from an isotropic Gaussian, this makes no difference to the likelihood. Consequently,
we cannot uniquely identify W, and therefore cannot uniquely identify the latent factors, either.
This is called the “factor rotations problem” (see e.g., [Dar80]).

To break this symmetry, several solutions can be used, as we discuss below.
• Forcing W to have orthogonal columns.. In (P)PCA, we force W to have orthogonal columns.

and to sort the dimensions in order of decreasing eigenvalue (of WWT). However, this still does
not ensure identifiability, since we can always multiply W by another orthogonal matrix without
changing the likelihood.

• Forcing W to be lower triangular. One way to resolve permutation unidentifiability, which is
popular in the Bayesian community (e.g., [LW04]), is to ensure that the first visible feature is
only generated by the first latent factor, the second visible feature is only generated by the first
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two latent factors, and so on. For example, if L = 3 and D = 4, the correspond factor loading
matrix is given by

W =




w11 0 0
w21 w22 0
w31 w32 w33

w41 w42 w43


 (28.64)

We also require that wkk > 0 for k = 1 : L. The total number of parameters in this constrained
matrix is D +DL− L(L− 1)/2, which is equal to the number of uniquely identifiable parameters
in FA (excluding the mean).1 The disadvantage of this method is that the first L visible variables,
known as the founder variables, affect the interpretation of the latent factors, and so must be
chosen carefully.

• Sparsity promoting priors on the weights. Instead of pre-specifying which entries in W
are zero, we can encourage the entries to be zero, using ℓ1 regularization [ZHT06], ARD [Bis99;
AB08], or spike-and-slab priors [Rat+09]. This is called sparse factor analysis. This does not
necessarily ensure a unique MAP estimate, but it does encourage interpretable solutions.

• Choosing an informative rotation matrix. There are a variety of heuristic methods that try
to find rotation matrices R which can be used to modify W (and hence the latent factors) so as
to try to increase the interpretability, typically by encouraging them to be (approximately) sparse.
One popular method is known as varimax [Kai58].

• Use of non-Gaussian priors for the latent factors. If we replace the prior on the latent
variables, p(z), with a non-Gaussian distribution, we can sometimes uniquely identify W, as well
as the latent factors. See e.g., [KKH20] for details.

28.3.2 Probabilistic PCA

In this section, we consider a special case of the factor analysis model in which W has orthogonal
columns and Ψ = σ2I, so p(x) = N (x|µ,C) where C = WWT + σ2I. This model is called
probabilistic principal components analysis (PPCA) [TB99], or sensible PCA [Row97].

The advantage of PPCA over factor analysis is that the MLE has a closed form solution, as we
show in Section 28.3.2.2. The advantage of PPCA over non-probabilistic PCA is that the model
defines a proper likelihood function, which makes it easier to extend in various ways e.g., by creating
mixtures of PPCA models (see Section 28.3.3).

28.3.2.1 Derivation of the MLE

The log likelihood for PPCA is given by

log p(X|µ,W, σ2) = −ND
2

log(2π)− N

2
log |C| − 1

2

N∑

n=1

(xn − µ)TC−1(xn − µ) (28.65)

1. We get D parameters for Ψ and DL for W, but we need to remove L(L− 1)/2 degrees of freedom coming from R,
since that is the dimensionality of the space of orthogonal matrices of size L×L. To see this, note that there are L− 1
free parameters in R in the first column (since the column vector must be normalized to unit length), there are L− 2
free parameters in the second column (which must be orthogonal to the first), and so on.
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The MLE for µ is x. Plugging in gives

log p(X|µ,W, σ2) = −N
2

[
D log(2π) + log |C|+ tr(C−1S)

]
(28.66)

where S = 1
N

∑N
n=1(xn − x)(xn − x)T is the empirical covariance matrix.

In [TB99; Row97] they show that the maximum of this objective must satisfy

Ŵ = UL(ΛL − σ2I)
1
2R (28.67)

where UL is a D × L matrix whose columns are given by the L eigenvectors of S with largest
eigenvalues, ΛL is the L× L diagonal matrix of corresponding eigenvalues, and R is an arbitrary
L× L orthogonal matrix, which (WLOG) we can take to be R = I.

If we plug in the MLE for W, we find the covariance for the predictive distribution to be

C = WWT + σ2I = UL(ΛL − σ2I)UT
L + σ2I (28.68)

The MLE for the observation variance is

σ2 =
1

D − L
D∑

i=L+1

λi (28.69)

which is the average distortion associated with the discarded dimensions. If L = D, then the
estimated noise is 0, since the model collapses to z = x.

28.3.2.2 PCA is recovered in the noise-free limit

In the noise-free limit, where σ2 = 0, we see that the MLE (for R = I) is

Ŵ = ULΛ
1
2

L (28.70)

so

Ĉ = ŴŴT = ULΛ
1
2

LΛ
1
2

LU
T
L = SL (28.71)

where SL is the rank L approximation to S. This is the same as standard PCA.

28.3.2.3 Computing the posterior

To use PPCA as an alternative to PCA, we need to compute the posterior mean E [z|x], which is the
equivalent of the PCA encoder model. Using the factor analysis results from Section 28.3.1.2, we
have

p(z|x) = N (z|σ−2ΣWT(x− µ),Σ) (28.72)

where

Σ−1 = I+ σ−2WTW =
1

σ2
(σ2I+WTW)︸ ︷︷ ︸

M

(28.73)
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Hence

p(z|x) = N (z|M−1WT(x− µ), σ2M−1) (28.74)

In the σ2 = 0 limit, we have M = WTW and so

E [z|x] = (WTW)−1WT(x− x) (28.75)

This is the orthogonal projection of the data into the latent space, as in standard PCA.

28.3.2.4 Model fitting using EM

In Section 28.3.2.2, we showed how to fit the PCA model using an eigenvector method. We can also
use EM, by leveraging the probabilistic formulation of PPCA in the zero noise limit, σ2 = 0, as
shown by [Row97].

In particular, let Z̃ = ZT be an L × N matrix storing the posterior means (low-dimensional
representations) along its columns. Similarly, let x̃n = xn − µ̂ be the centered examples stored along
the columns of X̃. From Equation (28.75), when σ2 = 0, we have

Z̃ = (WTW)−1WTX̃ (28.76)

This constitutes the E step. Notice that this is just an orthogonal projection of the data.
From Equation (28.57), the M step is given by

Ŵ =

[∑

n

x̃nE [zn|x̃n]T
][∑

n

E [zn|x̃n]E [zn|x̃n]T
]−1

(28.77)

where we exploited the fact that Σ = Cov [z|x̃] = 0I when σ2 = 0.
In summary, here is the entire algorithm:

Z̃ = (WTW)−1WTX̃ (E step) (28.78)

W = X̃Z̃
T
(Z̃Z̃

T
)−1 (M step) (28.79)

It is worth comparing this expression to the MLE for multi-output linear regression, which has the
form W = (

∑
n ynx

T
n)(
∑
n xnx

T
n)
−1. Thus we see that the M step is like linear regression where we

replace the observed inputs by the expected values of the latent variables.
[TB99] showed that the only stable fixed point of the EM algorithm is the globally optimal solution.

That is, the EM algorithm converges to a solution where W spans the same linear subspace as that
defined by the first L eigenvectors of S. However, if we want W to be orthogonal, and to contain the
eigenvectors in descending order of eigenvalue, we have to orthogonalize the resulting matrix (which
can be done quite cheaply). Alternatively, we can modify EM to give the principal basis directly
[AO03].

28.3.3 Mixture of factor analyzers

The factor analysis model (Section 28.3.1) assumes the observed data can be modeled as arising from
a linear mapping from a low-dimensional set of Gaussian factors. One way to relax this assumption is
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Figure 28.7: Mixture of factor analyzers as a PGM.

to assume the model is only locally linear, so the overall model becomes a (weighted) combination of
FA models; this is called a mixture of factor analyzers or MFA [GH96b]. The overall model for the
data is a mixture of linear manifolds, which can be used to approximate an overall curved manifold.
Another way to think of this model is a mixture of Gaussians, where each mixture component has a
covariance matrix which is diagonal plus low-rank.

28.3.3.1 Model definition

The generative story is as follows. First we sample a discrete latent indicator mn ∈ {1, . . . ,K} from
discrete distribution Cat(·|π) to specify which subspace (cluster) we should use to generate the data.
If mn = k, we sample zn from a Gaussian prior and pass it through the Wk matrix, where Wk

maps from the L-dimensional subspace to the D-dimensional visible space.2 Finally we add Gaussian
observation noise sampled from N (µk,Ψ). Thus the model is as follows:

p(xn|zn,mn = k,θ) = N (xn|µk +Wkzn,Ψ) (28.80)
p(zn|θ) = N (zn|0, I) (28.81)
p(mn|θ) = Cat(mn|π) (28.82)

The corresponding distribution in the visible space is given by

p(x|θ) =
∑

k

p(m = k)

∫
p(z|c)p(x|z,m) dz (28.83)

=
∑

k

πk

∫
N (z|0, I)N (x|Wkz + µk,Ψ) dz (28.84)

=
∑

k

πkN (x|µk,Ψ+WkW
T
k) (28.85)

In the special case that Ψ = σ2I, we get a mixture of PPCA models. See Figure 28.8 for an example
of the method applied to some 2d data.

2. If we allow zn to depend on mn, we can let each subspace have a different dimensionality, as suggested in [KS15].

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



944 Chapter 28. Latent factor models

−2 −1.5 −1 −0.5 0 0.5 1 1.5 2

−1.5

−1

−0.5

0

0.5

1

1.5

(a)

−2 −1.5 −1 −0.5 0 0.5 1 1.5 2

−1.5

−1

−0.5

0

0.5

1

1.5

(b)

Figure 28.8: Mixture of PPCA models fit to a 2d dataset, using L = 1 latent dimensions. (a) K = 1 mixture
components. (b) K = 10 mixture components. Generated by mix_ppca_demo.ipynb.

We can think of this as a low-rank version of a mixture of Gaussians. In particular, this model
needs O(KLD) parameters instead of the O(KD2) parameters needed for a mixture of full covariance
Gaussians. This can reduce overfitting.

28.3.3.2 Model fitting using EM

We can fit this model using EM, extending the results of Section 28.3.1.4 (see [GH96b] for the derivation,
and [ZY08] for a faster ECM version). In the E step, we compute the posterior responsibility of
cluster j for datapoint i using

rij ≜ p(mi = j|xi,θ) ∝ πjN (xi|µj ,WjW
T
j +Ψ) (28.86)

We also compute the following expected sufficient statistics, where we define wj = I (m = j) and
Bj = WT

j (Ψ+WjW
T
j )
−1:

E [wjz|xi] = E [wj |xi]E [z|wj ,xi] = rijBj(xi − µj) (28.87)

E
[
wjzz

T|xi
]
= E [wj |xi]E

[
zzT|wj ,xi

]
= rij(I−BjWj +Bj(x− µj)(x− µj)TBT

j ) (28.88)

In the M step, we compute the following parameter update for the augmented factor loading
matrix:

[Wnew
j µnew

j ] ≜ W̃new
j = (

∑

i

rijxiE [z̃|xi, wj ]T)(
∑

i

rijE
[
z̃z̃T|xi, wj

]
)−1 (28.89)

where z̃ = [z; 1],

E [z̃|xi, wj ] =
(
E [z|xi, wj ]

1

)
(28.90)

E
[
z̃z̃T|xi, wj

]
=

(
E
[
z̃z̃T|xi, wj

]
E [z̃|xi, wj ]

E [z̃|xi, wj ]T 1

)
(28.91)
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The new covariance matrix is given by

Ψnew =
1

N
diag


∑

ij

rij(xi − W̃new
j E [z̃|xi, wj ])xTi


 (28.92)

And the new mixing weights are given by

πnew
j =

1

N

N∑

i=1

rij (28.93)

28.3.3.3 Model fitting using SGD

We can also fit mixture models using SGD, as shown in [RW18]. This idea can be combined with
an inference network (see Section 10.1.5) to efficiently approximate the posterior over the latent
variables. [Zon+18] use this approach to jointly learn a GMM applied to a deep autoencoder to
provide a nonlinear extension of MFA; they show good results on anomaly detection.

28.3.3.4 Model selection

To choose the number of mixture components K, and the number of latent dimensions L, we can
use discrete search combined with objectives such as the marginal likelihood or validation likelihood.
However, we can also use numerical optimization methods to optimize L, which can be faster. We
initially assume that Nc is known. To estimate L, we set the model to its maximal size, and then use
a technique called automatic relevance determination or ARD to automatically prune out irrelevant
weights (see Section 15.2.8). This can be implemented using variational Bayes EM (Section 10.3.5);
for details, see [Bis99; GB00].

Figure 28.9 illustrates this approach applied to a mixture of FA models fit to a small synthetic
dataset. The figures visualize the weight matrices for each cluster, using Hinton diagrams, where
where the size of the square is proportional to the value of the entry in the matrix. We see that
many of them are sparse. Figure 28.10 shows that the degree of sparsity depends on the amount of
training data, in accord with the Bayesian Occam’s razor. In particular, when the sample size is
small, the method automatically prefers simpler models, but as the sample size gets sufficiently large,
the method converges on the “correct” solution, which is one with 6 subspaces of dimensionality 1, 2,
2, 3, 4 and 7.

Although the ARD method can estimate the number of latent dimensions L, it still needs to
perform discrete search over the number of mixture components Nc. This is done using “birth” and
“death” moves [GB00]. An alternative approach is to perform stochastic sampling in the space of
models. Traditional approaches, such as [LW04], are based on reversible jump MCMC, and also use
birth and death moves. However, this can be slow and difficult to implement. More recent approaches
use non-parametric priors, combined with Gibbs sampling, see e.g., [PC09].

28.3.3.5 MixFA for image generation

In this section, we use the MFA model as a generative model for images, following [RW18]. This is
equivalent to using a mixture of Gaussians, where each mixture component has a low-rank covariance
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(a) (b) (c)

(d) (e) (f)

Figure 28.9: Illustration of estimating the effective dimensionalities in a mixture of factor analysers using
variational Bayes EM with an ARD prior. Black are negative values, white are positive, gray is 0. The blank
columns have been forced to 0 via the ARD mechanism, reducing the effective dimensionality. The data was
generated from 6 clusters with intrinsic dimensionalities of 7, 4, 3, 2, 2, 1, which the method has successfully
estimated. From Figure 4.4 of [Bea03]. Used with kind permission of Matt Beal.

number of points 

  per cluster		 1	 7	 4	 3	 2	 2



	   8		  	       2			       1

	   8		      1			      2

	  16		 1		       4			 2

	  32		 1	 6	 3	 3	 2	 2

	  64		 1	 7	 4	 3	 2	 2

	 128		 1	 7	 4	 3	 2	 2

intrinsic dimensionalities

Figure 28.10: We show the estimated number of clusters, and their estimated dimensionalities, as a function
of sample size. The ARD algorithm found two different solutions when N = 8. Note that more clusters, with
larger effective dimensionalities, are discovered as the sample sizes increases. From Table 4.1 of [Bea03].
Used with kind permission of Matt Beal.
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Figure 28.11: Random samples from the MixFA model fit to CelebA. Generated by mix_ppca_celebA.ipynb.
Adapted from Figure 4 of [RW18]. Used with kind permission of Yair Weiss.

(a) (b)

Figure 28.12: (a) Visualization of the parameters learned by the MFA model. The top row shows the mean
µk and noise variance Ψk, reshaped from 12,288-dimensional vectors to 64× 64× 3 images, for two mixture
components k. The next 5 rows show the first 5 (of 10) basis functions (columns of Wk) as images. On
row i, left column, we show µk −Wk[:, i]; in the middle, we show 0.5 +Wk[:, i], and on the right we show
µk +Wk[:, i]. (b) Images generated by computing µk + z1Wk[:, i] + z2Wk[:, j], for some component k and
dimensions i, j, where (z1, z2) are drawn from the grid [−1 : 1,−1 : 1], so the central image is just µk. From
Figure 6 of [RW18]. Used with kind permission of Yair Weiss.

matrix. Surprisingly, the results are competitive with deep generative models such as those in Part IV,
despite the fact that no neural networks are used in the model.

In [RW18], they fit the MFA model to the CelebA dataset, which is a dataset of faces of celebrities
(movie stars). They use K = 300 components, each of latent dimension L = 10; the observed data
has dimension D = 64× 64× 3 = 12, 288. They fit the model using SGD, using the methods from
Section 28.3.1.3 to efficiently compute the log likelihood, despite the high dimensionality. The µk
parameters are initialized using K-means clustering, and the Wk parameters are initialized using
factor analysis for each component separately. Then the model is fine-tuned end-to-end.
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Figure 28.13: Samples from the 100 CelebA images with lowest likelihood under the MFA model. Generated
by mix_ppca_celebA.ipynb. Adapted from Figure 7a of [RW18]. Used with kind permission of Yair Weiss.

Figure 28.14: Illustration of image imputation using an MFA. Left column shows 4 original images. Subsequent
pairs of columns show an occluded input, and a predicted output. Generated by mix_ppca_celebA.ipynb.
Adapted from Figure 7b of [RW18]. Used with kind permission of Yair Weiss.

Figure 28.11 shows some images generated from the fitted model. The results are suprisingly good
for such a simple locally linear model. The reason the method works is similar to the discussion
in Section 28.2.4.1: essentially the Wk matrix learns a set of L-dimensional basis functions for the
subset of face images that get mapped to cluster k. See Figure 28.12 for an illustration.

There are several advantages to this model compared to VAEs and GANs. First, [RW18], showed
that this MixFA model captures more of the modes of the data distribution than more sophisticated
generative models, such as VAEs (Section 21.2) and GANs (Chapter 26). Second, we can compute
the exact likelihood p(x), so we can compute outliers or unusual images. This is illustrated in
Figure 28.13.

Third, we can perform image imputation from partially observed images given arbitrary missingness
patterns. To see this, let us partition x = (x1,x2), where x1 (of size D1) is observed and x2 (of size

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024
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Figure 28.15: Gaussian latent factor models for paired data. (a) Supervised PCA. (b) Partial least squares.

D2 = D −D1) is missing. We can compute the most probable cluster using

k∗ =
K

argmax
k=1

p(c = k)p(x1|c = k) (28.94)

where

log p(x1|µk,Ck) = −
1

2

[
D1 log(2π) + log det(Ck,11) + x̃

T
1C
−1
k,11x̃1

]
(28.95)

where Ck,11 is the top left D1×D1 block of WkW
T
k +Ψk, and x̃1 = x1−µk[1 : D1]. Once we know

which discrete mixture component to use, we can compute the Gaussian posterior p(z|x1, k
∗) using

Equation (28.59). Let ẑ = E [z|x1, k
∗]. Given this, we can compute the predicted output for the full

image:

x̂ = Wk∗ ẑ + µk∗ (28.96)

We then use the estimate x′ = [x1, x̂2], so the observed pixels are not changed. This is an example of
image imputation, and is illustrated in Figure 28.14. Note that we can condition on an arbitrary
subset of pixels, and fill in the rest, whereas some other models (e.g., autoregressive models) can only
predict the bottom right given the top left (since they assume a generative model which works in
raster-scan order).

28.3.4 Factor analysis models for paired data

In this section, we discuss linear-Gaussian factor analysis models when we have two kinds of observed
variables, x ∈ RDx and y ∈ RDy , which are paired. These often correspond to different sensors or
modalities (e.g., images and sound). We follow the presentation of [Vir10].
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28.3.4.1 Supervised PCA

If we have two observed signals, we can model the joint p(x,y) using a shared low-dimensional
representation using the following linear Gaussian model:

p(zn) = N (zn|0, IL) (28.97)

p(xn|zn,θ) = N (xn|Wxzn, σ
2
xIDx) (28.98)

p(yn|zn,θ) = N (yn|Wyzn, σ
2
yIDy ) (28.99)

This is illustrated as a graphical model in Figure 28.15a. The intuition is that zn is a shared latent
subspace, that captures features that xn and yn have in common. The variance terms σx and σy
control how much emphasis the model puts on the two different signals.

The above model is called supervised PCA [Yu+06]. If we put a prior on the parameters
θ = (Wx,Wy, σx, σy), it is called Bayesian factor regression [Wes03].

We can marginalize out zn to get p(yn|xn,θ). If yn is a scalar, this becomes

p(yn|xn,θ) = N (yn|xTnv,wT
yCwy + σ2

y) (28.100)

C = (I+ σ−2x WT
xWx)

−1 (28.101)

v = σ−2x CWxwy (28.102)

To apply this to the classification setting, we can replace the Gaussian p(y|z) with a logistic
regression model:

p(yn|zn,θ) = Ber(yn|σ(wT
yzn)) (28.103)

In this case, we can no longer compute the marginal posterior predictive p(yn|xn,θ) in closed form,
but we can use techniques similar to exponential family PCA (see [Guo09] for details).

The above model is completely symmetric in x and y. If our goal is to predict y from x via
the latent bottleneck z, then we might want to upweight the likelihood term for y, as proposed in
[Ris+08]. This gives

p(X,Y,Z|θ) = p(Y|Z,Wy)p(X|Z,Wx)
αp(Z) (28.104)

where α ≤ 1 controls the relative importance of modeling the two sources. The value of α can be
chosen by cross-validation.

28.3.4.2 Partial least squares

We now consider an asymmetric or more “discriminative” form of supervised PCA. The key idea is to
allow some of the (co)variance in the input features to be explained by its own subspace, zxi , and to
let the rest of the subspace, zsi , be shared between input and output. The model has the form

p(zi) = N (zsi |0, ILs)N (zxi |0, ILx) (28.105)

p(yi|zi) = N (Wyz
s
i + µy, σ

2IDy ) (28.106)

p(xi|zi) = N (Wxz
s
i +Bxz

x
i + µx, σ

2IDx) (28.107)
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Figure 28.16: Canonical correlation analysis as a PGM.

See Figure 28.15b. The corresponding induced distribution on the visible variables has the form

p(vi|θ) =
∫
N (vi|Wzi + µ, σ

2I)N (zi|0, I)dzi = N (vi|µ,WWT + σ2I) (28.108)

where vi = (yi;xi), µ = (µy;µx) and

W =

(
Wy 0
Wx Bx

)
(28.109)

WWT =

(
WyW

T
y WyW

T
x

WxW
T
y WxW

T
x +BxB

T
x

)
(28.110)

We should choose L large enough so that the shared subspace does not capture covariate-specific
variation.

MLE in this model is equivalent to the technique of partial least squares (PLS) [Gus01; Nou+02;
Sun+09]. This model can be also be generalized to discrete data using the exponential family [Vir10].

28.3.4.3 Canonical correlation analysis

We now consider a symmetric unsupervised version of PLS, in which we allow each view to have
its own “private” subspace, but there is also a shared subspace. If we have two observed variables,
xi and yi, then we have three latent variables, zsi ∈ RLs which is shared, zxi ∈ RLx and zyi ∈ RLy
which are private. We can write the model as follows [BJ05]:

p(zi) = N (zsi |0, ILs)N (zxi |0, ILx)N (zyi |0, ILy ) (28.111)

p(xi|zi) = N (xi|Bxz
x
i +Wxz

s
i + µx, σ

2IDx) (28.112)

p(yi|zi) = N (yi|Byz
y
i +Wyz

s
i + µy, σ

2IDy ) (28.113)

See Figure 28.16 The corresponding observed joint distribution has the form

p(vi|θ) =
∫
N (vi|Wzi + µ, σ

2I)N (zi|0, I)dzi = N (vi|µ,WWT + σ2ID) (28.114)
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Figure 28.17: Exponential family PCA model as a DPGM.

where

W =

(
Wx Bx 0
Wy 0 By

)
(28.115)

WWT =

(
WxW

T
x +BxB

T
x WxW

T
y

WyW
T
x WyW

T
y +ByB

T
y

)
(28.116)

[BJ05] showed that MLE for this model is equivalent to a classical statistical method known as
canonical correlation analysis or CCA [Hot36]. However, the PGM perspective allows us to
easily generalize to multiple kinds of observations (this is known as generalized CCA [Hor61]) or
to nonlinear models (this is known as deep CCA [WLL16; SNM16]), or exponential family CCA
[KVK10]. See [Uur+17] for further discussion of CCA and its extensions, and Section 32.2.2.2 for
more details.

28.3.5 Factor analysis with exponential family likelihoods

So far we have assumed the observed data is real-valued, so xn ∈ RD. If we want to model other
kinds of data (e.g., binary or categorical), we can simply replace the Gaussian output distribution
with a suitable member of the exponential family, where the natural parameters are given by a linear
function of zn. That is, we use

p(xn|zn) = exp(T (x)Tθ + h(x)− g(θ)) (28.117)

where the N ×D matrix of natural parameters is assumed to be given by the low rank decomposition
Θ = ZW, where Z is N × L and W is L×D. The resulting model is called exponential family
factor analysis

Unlike the linear-Gaussian FA, we cannot compute the exact posterior p(zn|xn,W) due to the
lack of conjugacy between the expfam likelihood and the Gaussian prior. Furthermore, we cannot
compute the exact marginal likelihood either, which prevents us from finding the optimal MLE.

[CDS02] proposed a coordinate ascent method for a deterministic variant of this model, known as
exponential family PCA. This alternates between computing a point estimate of zn and W. This
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can be regarded as a degenerate version of variational EM, where the E step uses a delta function
posterior for zn. [GS08] present an improved algorithm that finds the global optimum, and [Ude+16]
presents an extension called generalized low rank models, that covers many different kinds of
loss function.

However, it is often preferable to use a probabilistic version of the model, rather than computing
point estimates of the latent factors. In this case, we must represent the posterior using a non-
degenerate distribution to avoid overfitting, since the number of latent variables is proportional to
the number of data cases [WCS08]. Fortunately, we can use a non-degenerate posterior, such as a
Gaussian, by optimizing the variational lower bound. We give some examples of this below.

28.3.5.1 Example: binary PCA

Consider a factored Bernoulli likelihood:

p(x|z) =
∏

d

Ber(xd|σ(wT
dz)) (28.118)

Suppose we observe N = 150 bit vectors of length D = 16. Each example is generated by choosing
one of three binary prototype vectors, and then by flipping bits at random. See Figure 28.18(a)
for the data. We can fit this using the variational EM algorithm (see [Tip98] for details). We
use L = 2 latent dimensions to allow us to visualize the latent space. In Figure 28.18(b), we plot
E
[
zn|xn,Ŵ

]
. We see that the projected points group into three distinct clusters, as is to be expected.

In Figure 28.18(c), we plot the reconstructed version of the data, which is computed as follows:

p(x̂nd = 1|xn) =
∫
dzn p(zn|xn)p(x̂nd|zn) (28.119)

If we threshold these probabilities at 0.5 (corresponding to a MAP estimate), we get the “denoised”
version of the data in Figure 28.18(d).

28.3.5.2 Example: categorical PCA

We can generalize the model in Section 28.3.5.1 to handle categorical data by using the following
likelihood:

p(x|z) =
∏

d

Cat(xd|softmax(Wdz)) (28.120)

We call this categorical PCA (CatPCA). A variational EM algorithm for fitting this is described
in [Kha+10].

28.3.6 Factor analysis with DNN likelihoods (VAEs)

The FA model assumes the observed data can be modeled as arising from a linear mapping from a
low-dimensional set of Gaussian factors. One way to relax this assumption is to let the mapping
from z to x be a nonlinear model, such as a neural network. That is, the likelihood becomes

p(x|z) = N (x|f(w;θ), σ2I) (28.121)
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(a) (b)

(c) (d)

Figure 28.18: (a) 150 synthetic 16 dimensional bit vectors. (b) The 2d embedding learned by binary PCA, fit
using variational EM. We have color coded points by the identity of the true “prototype” that generated them.
(c) Predicted probability of being on. (d) Thresholded predictions. Generated by binary_fa_demo.ipynb.

We call this “nonlinear factor analysis”. (We can of course replace the Gaussian likelihood with
other distributions, such as categorical, in which case we get nonlinear exponential family factor
analysis.) Unfortunately we can no longer compute the posterior or the MLE exactly, so we need to
use approximate methods. In Chapter 21, we discuss the variational autoencoder, which fits this
nonlinear FA model using amortized variational inference. However, it is also possible to fit the same
model using other inference methods, such as MCMC (see e.g., [Hof17]).

28.3.7 Factor analysis with GP likelihoods (GP-LVM)

In this section we discuss a nonlinear version of factor analysis in which we replace the linear decoder
f(z) = Wz used in the likelihood p(y|z) = N (y|f(z), σ2I) with a nonlinear function, represented by
a Gaussian process (Chapter 18), one per output dimension. This is known as a GP-LVM, which
stands for “Gaussian process latent variable model” [Law05]. (Note that we switch notation a bit
from standard FA and define the observed output variable by y, to be consistent with standard
supervised GP notation; the inputs to the GP will be latent variables z.)

To explain the method in more detail, we start with PPCA (Section 28.3.2). Recall that the PPCA
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model is as follows:

p(zi) = N (zi|0, I) (28.122)

p(yi|zi,θ) = N (yi|Wzi, σ
2I) (28.123)

We can fit this model by maximum likelihood, by integrating out the zi and maximizing wrt W (and
σ2). The objective is given by

p(Y|W, σ2) = (2π)−DN/2|C|−N/2 exp
(
−1

2
tr(C−1YTY)

)
(28.124)

where C = WWT + σ2I. As we showed in Section 28.3.2, the MLE for W can be computed in terms
of the eigenvectors of YTY.

Now we consider the dual problem, whereby we maximize wrt Z and integrate out W. We will use
a prior of the form p(W) =

∏
j N (wj |0, I). The corresponding likelihood becomes

p(Y|Z, σ2) =

D∏

d=1

N (Y:,d|0,ZZT + σ2I) (28.125)

= (2π)−DN/2|Kz|−D/2 exp
(
−1

2
tr(K−1σ YYT)

)
(28.126)

where Kσ = K+ σ2I, and K = ZZT. The MLE for Z can be computed in terms of the eigenvectors
of Kσ, and gives the same results as PPCA (see [Law05] for the details).

To understand what this process is doing, consider modeling the prior on f : Z → Y with a GP
with a linear kernel:

K(zi, zj) = zTi zj + σ2δij (28.127)

The corresponding covariance matrix has the form K = ZZT + σ2I. Thus Equation (28.126) is
equivalent to the likelihood of a product of independent GPs. Just as factor analysis is like linear
regression with unknown inputs, so GP-LVM is like GP regression with unknown inputs. The goal
is then to compute a point estimate of these unknown inputs, i.e., Ẑ. (We can also use Bayesian
inference.)

The advantage of the dual formulation is that we can use a more general kernel for K instead of
the linear kernel. That is, we can set Kij = K(zi, zj) for any Mercer kernel. The MLE for Z is no
longer be available via eigenvalue methods, but can be computed using gradient-based optimization.

In Figure 28.19, we illustrate the model (with an ARD kernel) applied to some motion capture
data, from the CMU mocap database at http://mocap.cs.cmu.edu/. Each person has 41 markers,
whose motion in 3d is tracked using 12 infrared cameras. Each datapoint corresponds to a different
body pose. When projected to 2d, we see that similar poses are clustered nearby.

28.4 LFMs with non-Gaussian priors

In this section, we discuss (linear) latent factor models with non-Gaussian priors. See Table 28.1 for
a summary of the models we will discuss.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 28.19: Illustration of a 2d embedding of human motion-capture data using a GP-LVM. We show two
poses and their corresponding embeddings. Generated by gplvm_mocap.ipynb. Used with kind permission of
Aditya Ravuri.
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Figure 28.20: (a) Gaussian-Poisson (GAP) model as a DPGM. Here zn,k ∈ R+ and xn,d ∈ Z≥0. (b) Simplex
FA model as a DPGM. Here zn ∈ SK and xn,d ∈ {1, . . . , V }.

28.4.1 Non-negative matrix factorization (NMF)

Suppose that we use a gamma distribution for the latents: p(z) =
∏
kGa(zk|αk, βk). This results in

a sparse, non-negative hidden representation, which can help interpretability. This is particularly
useful when the data is also sparse and non-negative, such as word counts. In this case, it makes
sense to use a Poisson likelihood: p(x|z) =∏D

d=1 Poi(xd|wT
dz). The overall model has the form

p(z,x) = p(z)p(x|z) =
[∏

k

Ga(zk|αk, βk)
][

D∏

d=1

Poi(xd|wT
dz)

]
(28.128)
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Figure 28.21: Illustrating the difference between non-negative matrix factorization (NMF), vector quantization
(VQ), and principal components analysis (PCA). Left column: filters (columns of W) learned from a set of
2429 faces images, each of size 19× 19. There are 49 basis functions in total, shown in a 7× 7 montage;
each filter is reshaped to a 19× 19 image for display purposes. (For PCA, negative weights are red, positive
weights are black.) Middle column: the 49 latent factors z when the model is applied to the original face
image shown at the top. Right column: reconstructed face image. From Figure 1 of [LS99].

The resulting model is called the GaP (gamma-Poisson) model [Can04]. See Figure 28.20a for the
graphical model.

The parameters αk and βk control the sparsity of the latent representation zn. If we set αk = βk = 0,
and compute the MLE for W, we recover non-negative matrix factorization (NMF) [PT94;
LS99; LS01], as shown in [BJ06].

Figure 28.21 illustrates the result of applying NMF to a dataset of image patches of faces, where
the data correspond to non-negative pixel intensities. We see that the learned basis functions are
small localized parts of faces. Also, the coefficient vector z is sparse and positive. For PCA, the
coefficient vector has negative values, and the resulting basis functions are global, not local. For
vector quantization (i.e., GMM model), z is a one-hot vector, with a single mixture component
turned on; the resulting weight vectors correspond to entire image prototypes. The reconstruction
quality is similar in each case, but the nature of the learned latent representation is quite different.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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(b) Republicans.

Figure 28.22: The simplex factor analysis model applied to some roll call data from the US Senate collected
in 2003. The senators have been sorted from left to right using the binary PCA method of [Lee06]. See text
for details. From Figures 8–9 of [BJ06]. Used with kind permission of Wray Buntine.

28.4.2 Multinomial PCA

Suppose we use a Dirichlet prior for the latents, p(z) = Dir(z|α), so z ∈ SK , which is the K-
dimensional probability simplex. As in Section 28.4.1, the vector z will be sparse and non-negative,
but in addition it will satsify the constraint

∑K
k=1 zk = 1, so the components are not independent.

Now suppose our data is categorical, xd ∈ {1, . . . , V }, so our likelihood has the form p(x|z) =∏
d Cat(xd|Wdz). The overall model is therefore

p(z,x) = Dir(z|α)
D∏

d=1

Cat(xd|Wdz) (28.129)

See Figure 28.20b for the DPGM. This model (or small variants of it) has multiple names: user
rating profile model [Mar03], admixture model [PSD00], mixed membership model [EFL04],
multinomial PCA (mPCA) [BJ06], or simplex factor analysis (sFA) [BD11].

28.4.2.1 Example: roll call data

Let us consider the example from [BJ06], who applied this model to analyze some roll call data
from the US Senate in 2003. Specifically, the data has the form xn,d ∈ {+1,−1, 0} for n = 1 : 100
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and d = 1 : 459, where xnd is the vote of the n’th senator on the d’th bill, where +1 means in favor,
−1 means against, and 0 means not voting. In addition, we have the overall outcome, which we
denote by x101,d ∈ {+1,−1}, where +1 means the bill was passed, and -1 means it was rejected.

We fit the mPCA model to this data using 5 latent factors using variational EM. Figure 28.22
plots E [znk|xn] ∈ [0, 1], which is the degree to which senator n belongs to latent component or “bloc”
k. We see that component 5 is the Democractic majority, and block 2 is the Republican majority.
See [BJ06] for further details.

28.4.2.2 Advantage of Dirichlet prior over Gaussian prior

The main advantage of using a Dirichlet prior compared to a Gaussian prior is that the latent factors
are more interpretable. To see this, note that the mean parameters for d’th output distribution have
the form µnd = Wdzn, and hence

p(xnd = v|zn) =
∑

k

znkw
d
vk (28.130)

Thus the latent variables can be additively combined to compute the mean parameters, aiding
interpretability. By contrast, the CatPCA model in Section 28.3.5.2 uses a Gaussian prior, so Wdzn
can be negative; consequently it must pass this vector through a softmax, to convert from natural
parameters to mean parameters; this makes zn harder to interpret.

28.4.2.3 Connection to mixture models

If zn were a one-hot vector, rather than any point in the probability simplex, then the mPCA model
would be equivalent to selecting a single column from Wd corresponding to the discrete hidden state.
This is equivalent to a finite mixture of categorical distributions (see Section 28.2.2), and corresponds
to the assumption that x is generated by a single cluster. However, the mPCA model does not require
that zn be one-hot, and instead allows xn to partially belong to multiple clusters. For this reason,
this model is also known as an admixture mixture or mixed membership model [EFL04].

28.5 Topic models

In this section, we show how to modify the multinomial PCA model of Section 28.4.2 to create latent
variable models for sequences of discrete tokens, such as words in text documents, or genes in a DNA
sequence. The basic idea is to assume that the words are conditionally independent given a latent
topic vector z. Rather than being a single discrete cluster label, z is a probability distribution over
clusters, and each word is sampled from its own “local” cluster. In the NLP community, this kind of
model is called a topic model (see e.g., [BGHM17]).

28.5.1 Latent Dirichlet allocation (LDA)

In this section, we discuss the most common kind of topic model known as latent Dirichlet
allocation or LDA [BNJ03a; Ble12]. (This usage of the term “LDA” is not to be confused with
linear discriminant analysis.) In the genetic community, this model is known as an admixture
model [PSD00].

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 28.23: Latent Dirichlet allocation (LDA) as a DPGM. (a) Unrolled form. (b) Plate form.

28.5.1.1 Model definition

We can define the LDA model as follows. Let xnl ∈ {1, . . . , V } be the identity of the l’th word in
document n, where l can now range from 1 to Ln, the length of the document, and V is the size of
the vocabulary. The probability of word v at location l is given by

p(xnl = v|zn) =
∑

k

znkwkv (28.131)

where 0 ≤ znk ≤ 1 is the proportion of “topic” k in document n, and zn ∼ Dir(α).
We can rewrite this model by associating a discrete latent variable mnl ∈ {1, . . . , Nz} with each

word in each document, with distribution p(mnl|zn) = Cat(mnl|zn). Thus mnl specifies the topic to
use for word l in document n. The full joint model becomes

p(xn, zn,mn) = Dir(zn|α)
Ln∏

l=1

Cat(mnl|zn)Cat(xnl|W[mnl, :]) (28.132)

where W[k, :] = wk is the distribution over words for the k’th topic. See Figure 28.23 for the
corresponding DPGM.

We typically use a Dirichlet prior the topic parameters, p(wk) = Dir(wk|β1V ); by setting β small
enough, we can encourage these topics to be sparse, so that each topic only predicts a subset of the
words. In addition, we use a Dirichlet prior on the latent factors, p(zn) = Dir(zn|α1Nz ). If we set α
small enough, we can encourage the topic distribution for each document to be sparse, so that each
document only contains a subset of the topics. See Figure 28.24 for an illustration.

Note that an earlier version of LDA, known as probabilistic LSA, was proposed in [Hof99].
(LSA stands for “latent semantic analysis”, and refers to the application of PCA to text data; see
[Mur22, Sec 20.5.1.2] for details.) The likelihood function, p(x|z), is the same as in LDA, but pLSA
does not specify a prior for z, since it is designed for posterior analysis of a fixed corpus (similar to
LSA), rather than being a true generative model.
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Figure 28.24: Illustration of latent Dirichlet allocation (LDA). We have color coded certain words by the topic
they have been assigned to: yellow represents the genetics cluster, pink represents the evolution cluster, blue
represent the data analysis cluster, and green represents the neuroscience cluster. Each topic is in turn defined
as a sparse distribution over words. This article is not related to neuroscience, so no words are assigned to
the green topic. The overall distribution over topic assignments for this document is shown in the right as a
sparse histogram. Adapted from Figure 1 of [Ble12]. Used with kind permission of David Blei.

28.5.1.2 Polysemy

Each topic is a distribution over words that co-occur, and which are therefore semantically related.
For example, Figure 28.25 shows 3 topics which were learned from an LDA model fit to the TASA
corpus3. These seem to correspond to 3 different senses of the word “play”: playing an instrument, a
theatrical play, and playing a sports game.

We can use the inferred document-level topic distribution to overcome polysemy, i.e., to disam-
biguate the meaning of a particular word. This is illustrated in Figure 28.26, where a subset of the
words are annotated with the topic to which they were assigned (i.e., we show argmaxk p(mnl = k|xn).
In the first document, the word “music” makes it clear that the musical topic (number 77) is present
in the document, which in turn makes it more likely that mnl = 77 where l is the index corresponding
to the word “play”.

3. The TASA corpus is an untagged collection of educational materials consisting of 37,651 documents and 12,190,931
word tokens. Words appearing in fewer than 5 documents were replaced with an asterisk, but punctuation was included.
The combined vocabulary was of size 37,202 unique words.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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word prob. word prob. word prob.
MUSIC .090 LITERATURE .031 PLAY .136

DANCE .034 POEM .028 BALL .129
SONG .033 POETRY .027 GAME .065
PLAY .030 POET .020 PLAYING .042
SING .026 PLAYS .019 HIT .032

SINGING .026 POEMS .019 PLAYED .031
BAND .026 PLAY .015 BASEBALL .027

PLAYED .023 LITERARY .013 GAMES .025
SANG .022 WRITERS .013 BAT .019

SONGS .021 DRAMA .012 RUN .019
DANCING .020 WROTE .012 THROW .016

PIANO .017 POETS .011 BALLS .015
PLAYING .016 WRITER .011 TENNIS .011
RHYTHM .015 SHAKESPEARE .010 HOME .010
ALBERT .013 WRITTEN .009 CATCH .010

MUSICAL .013 STAGE .009 FIELD .010

Topic 166Topic 82Topic 77

 

Figure 28.25: Three topics related to the word play. From Figure 9 of [SG07]. Used with kind permission of
Tom Griffiths.

Document #29795 
Bix beiderbecke, at age060 fifteen207, sat174 on the slope071 of a bluff055 overlooking027 the mississippi137 river137. He 
was listening077 to music077 coming009 from a passing043 riverboat. The music077 had already captured006 his heart157 
as well as his ear119. It was jazz077. Bix beiderbecke had already had music077 lessons077. He showed002 promise134 on 
the piano077, and his parents035 hoped268 he might consider118 becoming a concert077 pianist077. But bix was 
interested268 in another kind050 of music077. He wanted268 to play077 the cornet. And he wanted268 to play077 jazz077...  
 
 
Document #1883 
There is a simple050 reason106 why there are so few periods078 of really great theater082 in our whole western046 world. 
Too many things300 have to come right at the very same time. The dramatists must have the right actors082, the 
actors082 must have the right playhouses, the playhouses must have the right audiences082. We must remember288 that 
plays082 exist143 to be performed077, not merely050 to be read254. ( even when you read254 a play082 to yourself, try288 to 
perform062 it, to put174 it on a stage078, as you go along.) as soon028 as a play082 has to be performed082, then some 
kind126 of theatrical082... 
 
 
Document #21359 
Jim296 has a game166 book254. Jim296 reads254 the book254. Jim296 sees081 a game166 for one. Jim296 plays166 the game166. 
Jim296 likes081 the game166 for one. The game166 book254 helps081 jim296. Don180 comes040 into the house038. Don180 and 
jim296 read254 the game166 book254. The boys020 see a game166 for two. The two boys020 play166 the game166. The 
boys020 play166 the game166 for two. The boys020 like the game166. Meg282 comes040 into the house282. Meg282 and 
don180 and jim296 read254 the book254. They see a game166 for three. Meg282 and don180 and jim296 play166 the game166. 
They play166... 

 

Figure 28.26: Three documents from the TASA corpus containing different senses of the word play. Grayed
out words were ignored by the model, because they correspond to uninteresting stop words (such as “and”, “the”,
etc.) or very low frequency words. From Figure 10 of [SG07]. Used with kind permission of Tom Griffiths.

28.5.1.3 Posterior inference

Many algorithms have been proposed to perform approximate posterior inference in the LDA model.
In the original LDA paper, [BNJ03a], they use variational mean field inference (see Section 10.3). In
[HBB10], they use stochastic VI (see Supplementary Section 28.1.2). In [GS04], they use collapsed
Gibbs sampling, which marginalizes out the discrete latents (see Supplementary Section 28.1.1).
In [MB16; SS17b] they discuss how to learned amortized inference networks to perform VI for the
collapsed model.

Recently, there has been considerable interest in spectral methods for fitting LDA-like models
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which are fast and which come with provable guarantees about the quality of the solution they obtain
(unlike MCMC and variational methods, where the solution is just an approximation of unknown
quality). These methods make certain (reasonable) assumptions beyond the basic model, such as the
existence of some anchor words, which uniquely the topic for a document. See [Aro+13] for details.

28.5.1.4 Determining the number of topics

Choosing Nz, the number of topics, is a standard model selection problem. Here are some approaches
that have been taken:
• Use annealed importance sampling (Section 11.5.4) to approximate the evidence [Wal+09].
• Cross validation, using the log likelihood on a test set.
• Use the variational lower bound as a proxy for log p(D|Nz).
• Use non-parametric Bayesian methods [Teh+06].

28.5.2 Correlated topic model

One weakness of LDA is that it cannot capture correlation between topics. For example, if a document
has the “business” topic, it is reasonable to expect the “finance” topic to co-occcur. The source
of the problem is the use of a Dirichlet prior for zn. The problem with the Dirichlet it that it is
characterized by just a mean vector α, but its covariance is fixed (Σij = −αiαj), rather than being a
free parameter.

One way around this is to replace the Dirichlet prior with the logistic normal distribution, which
is defined as follows:

p(z) =

∫
Cat(z|softmax(ϵ))N (ϵ|µ,Σ)dϵ (28.133)

This is known as the correlated topic model [BL07b];
The difference from categorical PCA discussed in Section 28.3.5.2 is that CTM uses a logistic

normal to model the mean parameters, so zn is sparse and non-negative, whereas CatPCA uses a
normal to model the natural parameters, so zn is dense and can be negative. More precisely, the
CTM defines xnl ∼ Cat(Wsoftmax(ϵn)), but CatPCA defines xnd ∼ Cat(softmax(Wdzn)).

Fitting the CTM model is tricky, since the prior for ϵn is no longer conjugate to the multinomial
likelihood for mnl. However, we can derive a variational mean field approximation, as described in
[BL07b].

Having fit the model, one can then convert Σ̂ to a sparse precision matrix Σ̂−1 by pruning
low-strength edges, to get a sparse Gaussian graphical model. This allows you to visualize the
correlation between topics. Figure 28.27 shows the result of applying this procedure to articles from
Science magazine, from 1990–1999.

28.5.3 Dynamic topic model

In LDA, the topics (distributions over words) are assumed to be static. In some cases, it makes sense
to allow these distributions to evolve smoothly over time. For example, an article might use the topic
“neuroscience”, but if it was written in the 1900s, it is more likely to use words like “nerve”, whereas if
it was written in the 2000s, it is more likely to use words like “calcium receptor” (this reflects the
general trend of neuroscience towards molecular biology).

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 28.27: Output of the correlated topic model (with K = 50 topics) when applied to articles from Science.
Nodes represent topics, with the 5 most probable phrases from each topic shown inside. Font size reflects
overall prevalence of the topic. See http: // www. cs. cmu. edu/ ~lemur/ science/ for an interactive version
of this model with 100 topics. Used with kind permission of Figure 2 of [BL07b]. Used with kind permission
of David Blei.

One way to model this is to assume the topic distributions evolve according to a Gaussian random
walk, as in a state space model (see Section 29.1). We can map these Gaussian vectors to probabilities
via the softmax function, resulting in the following model:

wt
k|wt−1

k ∼ N (wt−1,k, σ
21Nw) (28.134)

ztn ∼ Dir(α1Nz ) (28.135)

mt
nl|ztn ∼ Cat(ztn) (28.136)

xtnl|mt
nl = k,Wt ∼ Cat(softmax(wt

k)) (28.137)

This is known as a dynamic topic model [BL06]. See Figure 28.28 for the DPGM.
One can perform approximate inference in this model using a structured mean field method

(Section 10.4.1), that exploits the Kalman smoothing algorithm (Section 8.2.2) to perform exact
inference on the linear-Gaussian chain between the wt

k nodes (see [BL06] for details). Figure 28.29
illustrates a typical output of the system when applied to 100 years of articles from Science.

It is also possible to use amortized inference, and to learn embeddings for each word, which works
much better with rare words. This is called the dynamic embedded topic model [DRB19].

28.5.4 LDA-HMM

The Latent dirichlet allocation (LDA) model of Section 28.5.1 assumes words are exchangeable, and
thus ignores word order. A simple way to model sequential dependence between words is to use an
HMM. The trouble with HMMs is that they can only model short-range dependencies, so they cannot
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Figure 28.28: The dynamic topic model as a DPGM.
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Figure 28.29: Part of the output of the dynamic topic model when applied to articles from Science. At the top,
we show the top 10 words for the neuroscience topic over time. On the bottom left, we show the probability of
three words within this topic over time. On the bottom right, we list paper titles from different years that
contained this topic. From Figure 4 of [BL06]. Used with kind permission of David Blei.

capture the overall gist of a document. Hence they can generate syntactically correct sentences, but
not semantically plausible ones.

It is possible to combine LDA with HMM to create a model called LDA-HMM [Gri+04]. This
model uses the HMM states to model function or syntactic words, such as “and” or “however”, and uses
the LDA to model content or semantic words, which are harder to predict. There is a distinguished
HMM state which specifies when the LDA model should be used to generate the word; the rest of
the time, the HMM generates the word.

More formally, for each document n, the model defines an HMM with states hnl ∈ {0, . . . ,H}. In
addition, each document has an LDA model associated with it. If hnl = 0, we generate word xnl
from the semantic LDA model, with topic specified by mnl; otherwise we generate word xnl from the

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 28.30: LDA-HMM model as a DPGM.

syntactic HMM model. The DPGM is shown in Figure 28.30. The CPDs are as follows:

p(zn) = Dir(zn|α1Nz ) (28.138)
p(mnl = k|zn) = znk (28.139)

p(hn,l = j|hn,l−1 = i) = Aij (28.140)

p(xnl = d|mnl = k, hnl = j) =

{
Wkd if j = 0
Bjd if j > 0

(28.141)

where W is the usual topic-word matrix, B is the state-word HMM emission matrix, and A is the
state-state HMM transition matrix.

Inference in this model can be done with collapsed Gibbs sampling, analytically integrating out all
the continuous quantities. See [Gri+04] for the details.

The results of applying this model (with Nz = 200 LDA topics and H = 20 HMM states) to the
combined Brown and TASA corpora4 are shown in Table 28.2. We see that the HMM generally is
responsible for syntactic words, and the LDA for semantics words. If we did not have the HMM, the
LDA topics would get “polluted” by function words (see top of figure), which is why such words are
normally removed during preprocessing.

The model can also help disambiguate when the same word is being used syntactically or semanti-
cally. Figure 28.31 shows some examples when the model was applied to the NIPS corpus.5 We see
that the roles of words are distinguished, e.g., “we require the algorithm to return a matrix” (verb) vs
“the maximal expected return” (noun). In principle, a part of speech tagger could disambiguate these
two uses, but note that (1) the LDA-HMM method is fully unsupervised (no POS tags were used),
and (2) sometimes a word can have the same POS tag, but different senses, e.g., “the left graph” (a
synactic role) vs “the graph G” (a semantic role).

4. The Brown corpus consists of 500 documents and 1,137,466 word tokens, with part-of-speech tags for each token.
The TASA corpus is an untagged collection of educational materials consisting of 37,651 documents and 12,190,931
word tokens. Words appearing in fewer than 5 documents were replaced with an asterisk, but punctuation was included.
The combined vocabulary was of size 37,202 unique words.
5. NIPS stands for “Neural Information Processing Systems”. It is one of the top machine learning conferences. The
NIPS corpus volumes 1–12 contains 1713 documents.
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Table 28.2: Upper row: topics extracted by the LDA model when trained on the combined Brown and TASA
corpora. Middle row: topics extracted by LDA part of LDA-HMM model. Bottom row: topics extracted by
HMM part of LDA-HMM model. Each column represents a single topic/class, and words appear in order of
probability in that topic/class. Since some classes give almost all probability to only a few words, a list is
terminated when the words account for 90% of the probability mass. From Figure 2 of [Gri+04]. Used with
kind permission of Tom Griffiths.

More recently, [Die+17] proposed topic-RNN, which is similar to LDA-HMM, but replaces the
HMM model with an RNN, which is a much more powerful model.

28.6 Independent components analysis (ICA)

Consider the following situation. You are in a crowded room and many people are speaking. Your
ears essentially act as two microphones, which are listening to a linear combination of the different
speech signals in the room. Your goal is to deconvolve the mixed signals into their constituent
parts. This is known as the cocktail party problem, or the blind source separation (BSS)
problem, where “blind” means we know “nothing” about the source of the signals. Besides the obvious
applications to acoustic signal processing, this problem also arises when analyzing EEG and MEG
signals, financial data, and any other dataset (not necessarily temporal) where latent sources or
factors get mixed together in a linear way. See Figure 28.32 for an example.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 3: Topics and classes from the composite model on the NIPS corpus.

1.

In contrast to this approach, we study here how the overall network activity can control single cell
parameters such as input resistance, as well as time and space constants, parameters that are crucial for
excitability and spariotemporal (sic) integration.

The integrated architecture in this paper combines feed forward control and error feedback adaptive

control using neural networks.

2.

In other words, for our proof of convergence, we require the softassign algorithm to return a doubly
stochastic matrix as *sinkhorn theorem guarantees that it will instead of a matrix which is merely close
to being doubly stochastic based on some reasonable metric.

The aim is to construct a portfolio with a maximal expected return for a given risk level and time
horizon while simultaneously obeying *institutional or *legally required constraints.

3.

The left graph is the standard experiment the right from a training with # samples.

The graph G is called the *guest graph, and H is called the host graph.

Figure 4: Function and content words in the NIPS corpus. Graylevel indicates posterior
probability of assignment to LDA component, with black being highest. The boxed word
appears as a function word and a content word in one element of each pair of sentences.
Asterisked words had low frequency, and were treated as a single word type by the model.

being assigned to syntactic HMM classes produces templates for writing NIPS papers, into
which content words can be inserted. For example, replacing the content words that the
model identifies in the second sentence with content words appropriate to the topic of the
present paper, we could write: The integrated architecture in this paper combines simple
probabilistic syntax and topic-based semantics using generative models.

3.3 Marginal probabilities

We assessed the marginal probability of the data under each model, P (w), using the har-
monic mean of the likelihoods over the last 2000 iterations of sampling, a standard method
for evaluating Bayes factors via MCMC [11]. This probability takes into account the com-
plexity of the models, as more complex models are penalized by integrating over a latent
space with larger regions of low probability. The results are shown in Figure 5. LDA out-
performs the HMM on the Brown corpus, but the HMM out-performs LDA on the larger
Brown+TASA corpus. The composite model provided the best account of both corpora,

Figure 28.31: Function and content words in the NIPS corpus, as distinguished by the LDA-HMM model.
Graylevel indicates posterior probability of assignment to LDA component, with black being highest. The boxed
word appears as a function word in one sentence, and as a content word in another sentence. Asterisked
words had low frequency, and were treated as a single word type by the model. From Figure 4 of [Gri+04].
Used with kind permission of Tom Griffiths.

28.6.1 Noiseless ICA model

We can formalize the problem as follows. Let xn ∈ RD be the vector of observed responses, at “time”
n, where D is the number of sensors/microphones. Let zn ∈ RD be the hidden vector of source
signals at time n, of the same dimensionality as the observed signal. We assume that

xn = Azn (28.142)

where A is an invertible D ×D matrix known as the mixing matrix or the generative weights.
The prior has the form p(zn) =

∏D
j=1 pj(zj). Typically we assume this is a sparse prior, so only a

subset of the signals are active at any one time (see Section 28.6.2 for further discussion of priors for
this model). This model is called independent components analysis or ICA, since we assume
that each observation xn is a linear combination of independent components represented by sources
zn, i.e,

xnj =
∑

i

Aijznj (28.143)

Our goal is to infer the source signals, p(zn|xn,A). Since the model is noiseless, we have

p(zn|xn,A) = δ(zn −Bxn) (28.144)

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024
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Figure 28.32: Illustration of ICA applied to 500 iid samples of a 4d source signal. This matches the true
sources, up to permutation of the dimension indices. Generated by ica_demo.ipynb.

where B = A−1 are the recognition weights. (We discuss how to estimate these weights in
Section 28.6.3.)

28.6.2 The need for non-Gaussian priors

Since x = Az, we have E [x] = AE [z] and Cov [x] = Cov [Az] = ACov [z]AT. Without loss of
generality, we can assume E [z] = 0, since we can always center the data. Similarly, we can assume
Cov [z] = I, since AAT can capture any correlation in x. Thus z is a set of D unit variance,
uncorrelated variables, as in factor analysis (Section 28.3.1).

However, this is not sufficient to uniquely identify A and hence z, as we explained in Section 28.3.1.6.
So we need to go beyond an uncorrelated prior and enforce an independent, and non-Gaussian, prior.

To illustrate this, suppose we have two independent sources with uniform distributions, as shown
in Figure 28.33(a). Now suppose we have the following mixing matrix

A = 0.3

(
2 3
2 1

)
(28.145)

Then we observe the data shown in Figure 28.33(b) (assuming no noise). The full-rank PCA model
(where K = D) is equivalent to ICA, except it uses a factored Gaussian prior for z. The result of
using PCA is shown in Figure 28.33(c). This corresponds to a whitening or sphering of the data,

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 28.33: Illustration of ICA and PCA applied to 100 iid samples of a 2d source signal with a uniform
distribution. Generated by ica_demo_uniform.ipynb.

in which Cov [z] = I. To uniquely recover the sources, we need to perform an additional rotation.
The trouble is, there is no information in the symmetric Gaussian posterior to tell us which angle to
rotate by. In a sense, PCA solves “half” of the problem, since it identifies the linear subspace; all
that ICA has to do is then to identify the appropriate rotation. To do this, ICA uses an independent,
but non-Gaussian, prior. The result is shown in Figure 28.33(d). This shows that ICA can recover
the source variables, up to a permutation of the indices and possible sign change.

We typically use a prior which is a super-Gaussian distribution, meaning it has heavy tails; this
helps with identifiability. One option is to use a Laplace prior. For mean zero and variance 1, this
has a log pdf given by

log p(z) = −
√
2|z| − log(

√
2) (28.146)

However, since the Laplace prior is not differentiable at the origin, in ICA it is more common to
use the logistic distribution, discussed in Section 15.4.1. If we set the mean to 0 and the variance
to 1, we have µ = 0 and s =

√
3
π , so the log pdf becomes the following (using the relationship

sech(x) = 1/ cosh(x)):

log p(z) = log sech2(z/2s)− log(4s) = −2 log cosh( π

2
√
3
z)− log

4
√
3

π
(28.147)
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28.6.3 Maximum likelihood estimation

In this section, we discuss how to estimate the mixing matrix A using maximum likelohood. By the
change of variables formula we have

px(x) = pz(z)|det(A−1)| = pz(Bx)|det(B))| (28.148)

where B = A−1. We can simplify the problem by first whitening the data by computing x̃ =
S−

1
2UT(x − x), where Σ = USUT is the SVD of the covariance matrix. We can now replace the

general matrix B with an orthogonal matrix V. Hence the likelihood becomes

px(x̃) = pz(Vx̃)|det(V)| (28.149)

Since we are constraining V to be orthogonal, the |det(V)| term is a constant, so we can drop it.
In addition, we drop the tilde symbol, for brevity. Thus the average negative log likelihood can be
written as

NLL(V) = − 1

N
log p(X|V) = − 1

N

L∑

j=1

N∑

n=1

log pj(v
T
jxn) (28.150)

where vj is the j’th row of V, and the prior is factored, so p(z) =
∏
j pj(zj). We can also replace

the sum over n with an expectation wrt the empirical distribution to get the following objective

NLL(V) =
∑

j

E [Gj(zj)] (28.151)

where zj = vTjx and Gj(zj) ≜ − log pj(zj). We want to minimize this (nonconvex) objective subject
to the constraint that V is an orthogonal matrix.

It is straightforward to derive a (projected) gradient descent algorithm to fit this model. (For some
JAX code, see https://github.com/tuananhle7/ica). One can also derive a faster algorithm that
follows the natural gradient; see e.g., [Mac03, ch 34] for details. However, the most popular method
is to use an approximate Newton method, known as fast ICA [HO00]. This was used to produce
Figure 28.32.

28.6.4 Alternatives to MLE

In this section, we discuss various alternatives estimators for ICA that have been proposed over the
years. We will show that they are equivalent to MLE. However, they bring interesting perspectives
to the problem.

28.6.4.1 Maximizing non-Gaussianity

An early approach to ICA was to find a matrix V such that the distribution z = Vx is as far from
Gaussian as possible. (There is a related approach in statistics called projection pursuit [FT74].)
One measure of non-Gaussianity is kurtosis, but this can be sensitive to outliers. Another measure is
the negentropy, defined as

negentropy(z) ≜ H
(
N (µ, σ2)

)
−H (z) (28.152)
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where µ = E [z] and σ2 = V [z]. Since the Gaussian is the maximum entropy distribution (for a fixed
variance), this measure is always non-negative and becomes large for distributions that are highly
non-Gaussian.

We can define our objective as maximizing

J(V) =
∑

j

negentropy(zj) =
∑

j

H
(
N (µj , σ

2
j )
)
−H (zj) (28.153)

where z = Vx. Since we assume E [z] = 0 and Cov [z] = I, the first term is a constant. Hence

J(V) =
∑

j

−H (zj) + const =
∑

j

E [log p(zj)] + const (28.154)

which we see is equal (up to a sign change, and irrelevant constants) to the log-likelihood in
Equation (28.151).

28.6.4.2 Minimizing total correlation

In Section 5.3.5.1, we show that the total correlation of z is given by

TC(z) =
∑

j

H (zj)−H (z) = DKL


p(z) ∥

∏

j

pk(zj)


 (28.155)

This is zero iff the components of z are all mutually independent. In Section 21.3.1.1, we show that
minimizing this results in a representation that is disentangled.

Now since z = Vx, we have

TC(z) =
∑

j

H(zj)−H(Vx) (28.156)

Since we constrain V to be orthogonal, we can drop the last term, since H(Vx) = H(x) = const, since
multiplying by V does not change the shape of the distribution. Hence we have TC(z) =

∑
k H(zk).

Minimizing this is equivalent to maximizing the negentropy, which is equivalent to maximum
likelihood.

28.6.4.3 Maximizing mutual information (InfoMax)

Let zj = ϕ(vTjx) + ϵ be the noisy output of an encoder, where ϕ is some nonlinear scalar function,
and ϵ ∼ N (0, 1). It seems reasonable to try to maximize the information flow through this system, a
principle known as infomax [Lin88b; BS95a]. That is, we want to maximize the mutual information
between z (the internal neural representation) and x (the observed input signal). We have I(x; z) =
H(z)−H(z|x), where the latter term is constant if we assume the noise has constant variance. One
can show that we can approximate the former term as follows

H(z) =
∑

j

E
[
log ϕ′(vTjx)

]
+ log |det(V)| (28.157)
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where, as usual, we can drop the last term if V is orthogonal. If we define ϕ(z) to be a cdf, then
ϕ′(z) is its pdf, and the above expression is equivalent to the log likelihood. In particular, if we
use a logistic nonlinearity, ϕ(z) = σ(z), then the corresponding pdf is the logistic distribution, and
log ϕ′(z) = log cosh(z), which matches Equation (28.147) (ignoring irrelevant constants). Thus we
see that infomax is equivalent to maximum likelihood.

28.6.5 Sparse coding

In this section, we consider an extension of ICA to the case where we allow for observation noise
(using a Gaussian likelihood), and we allow for a non-square mixing matrix W. We also use a Laplace
prior for z. The resulting model is as follows:

p(z,x) = p(z)p(x|z) =
[∏

k

Laplace(zk|0, 1/λ)
]
N (x|Wz, σ2I) (28.158)

Thus each observation x is approximated by a sparse combination of columns of W, known as basis
functions; the sparse vector of weights is given by z. (This can be thought of as a form of sparse
factor analysis, except the sparsity is in the latent code z, not the weight matrix W.)

Not all basis functions will be active for any given observation, due to the sparsity penalty.
Hence we can allow for more latent factors K than observations D. This is called overcomplete
representation.

If we have a batch of N examples, stored in the rows of X, the negative log joint becomes

− log p(X,Z|W) =
1

2σ2

N∑

n=1

||xn −Wzn||22 + λ||zn||1 + const (28.159)

=
1

2σ2
||X−WZ||2F + λ||Z||1,1 + const (28.160)

The MAP inference problem consists of estimating Z for a fixed W; this is known as sparse coding,
and can be solved using standard algorithms for sparse linear regression (see Section 15.2.6).6,

The learning problem consists of estimating W, marginalizing out Z. This is called dictionary
learning. Since this is computationally difficult, it is common to jointly optimize W and Z (thus
“maxing out” wrt Z instead of marginalizing it out). We can do this by applying alternating
optimization to Equation (28.160): estimating Z given W is a sparse linear regression problem, and
estimating W given Z is a simple least squares problem. (For faster algorithms, see [Mai+10].)

Figure 28.34(a) illustrates the results of dictionary learning when applied to a dataset of natural
image patches. (Each patch is first centered and normalized to unit norm.) We see that the method
has learned bar and edge detectors that are similar to the simple cells in the primary visual cortex
of the mammalian brain [OF96]. By contrast, PCA results in sinusoidal gratings, as shown in
Figure 28.34(b).7

6. Solving an ℓ1 optimization problem for each data example can be slow. However, it is possible to train a neural
network to approximate the outcome of this process; this is known as predictive sparse decomposition [KRL08;
GL10].
7. The reason PCA discovers sinusoidal grating patterns is because it is trying to model the covariance of the data, which,
in the case of image patches, is translation invariant. This means Cov [I(x, y), I(x′, y′)] = f

[
(x− x′)2 + (y − y′)2

]
for

some function f , where I(x, y) is the image intensity at location (x, y). One can show (see e.g., [HHH09, p125]) that
the eigenvectors of a matrix of this kind are always sinusoids of different phases, i.e., PCA discovers a Fourier basis.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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(a) (b)

Figure 28.34: Illustration of the filters learned by various methods when applied to natural image patches. (a)
Sparse coding. (b) PCA. Generated by sparse_dict_demo.ipynb.

28.6.6 Nonlinear ICA

There are various ways to extend ICA to the nonlinear case. The resulting methods are similar to
variational autoencoders (Chapter 21). For details, see e.g., [KKH20].
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29 State-space models

29.1 Introduction

A state-space model (SSM) is a partially observed Markov model, in which the hidden state,
zt, evolves over time according to a Markov process (Section 2.6), and each hidden state generates
some observations yt at each time step. (We focus on discrete time systems.) The main goal is to
infer the hidden states given the observations. However, we may also be interested in using the model
to predict future observations (e.g., for time-series forecasting).

An SSM can be represented as a stochastic discrete time nonlinear dynamical system of the form

zt = f(zt−1,ut, qt) (29.1)
yt = h(zt,ut,y1:t−1, rt) (29.2)

where zt ∈ RNz are the hidden states, ut ∈ RNu are optional observed inputs, yt ∈ RNy are observed
outputs, f is the transition function, qt is the process noise, h is the observation function,
and rt is the observation noise.

Rather than writing this as a deterministic function of random noise, we can represent it as a
probabilistic model as follows:

p(zt|zt−1,ut) = p(zt|f(zt−1,ut)) (29.3)
p(yt|zt,ut,y1:t−1) = p(yt|h(zt,ut,y1:t−1)) (29.4)

where p(zt|zt−1,ut) is the transition model, and p(yt|zt,ut,y1:t−1) is the observation model.
Unrolling over time, we get the following joint distribution:

p(y1:T , z1:T |u1:T ) =

[
p(z1|u1)

T∏

t=2

p(zt|zt−1,ut)
][

T∏

t=1

p(yt|zt,ut,y1:t−1)
]

(29.5)

If we assume the current observation yt only depends on the current hidden state, zt, and the
previous observation, yt−1, we get the graphical model in Figure 29.1(a). (This is called an auto-
regressive state-space model.) However, by using a sufficient expressive hidden state zt, we can
implicitly represent all the past observations, y1:t−1. Thus it is more common to assume that the
observations are conditionally independent of each other (rather than having Markovian dependencies)
given the hidden state. In this case the joint simplifies to

p(y1:T , z1:T |u1:T ) =

[
p(z1|u1)

T∏

t=2

p(zt|zt−1,ut)
][

T∏

t=1

p(yt|zt,ut)
]

(29.6)
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y
t−1 y

t
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ut−1 ut
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t

zt−1 zt

(b)

Figure 29.1: State-space model represented as a graphical model. (a) Generic form, with inputs ut, hidden
state zt, and observations yt. We assume the observation likelihood is first-order auto-regressive. (b) Simplified
form, with no inputs, and Markovian observations.

Sometimes there are no external inputs, so the model further simplifies to the following unconditional
generative model:

p(y1:T , z1:T ) =

[
p(z1)

T∏

t=2

p(zt|zt−1)
][

T∏

t=1

p(yt|zt)
]

(29.7)

See Figure 29.1(b) for the simplified graphical model.

29.2 Hidden Markov models (HMMs)

In this section, we discuss the hidden Markov model or HMM, which is an SSM in which the
hidden states are discrete, so zt ∈ {1, . . . ,K}. The observations may be discrete, yt ∈ {1, . . . , Ny},
or continuous, yt ∈ RNy , or some combination, as we illustrate below. More details on HMMs can be
found in Supplementary Chapter 29, as well as other references, such as [Rab89; Fra08; CMR05]. For
an interactive introduction, see https://nipunbatra.github.io/hmm/.

29.2.1 Conditional independence properties

The HMM graphical model is shown in Figure 29.1(b). This encodes the assumption that the hidden
states are Markovian, and the observations are iid conditioned on the hidden states. All that remains
is to specify the form of the conditional probability distributions of each node.

29.2.2 State transition model

The initial state distribution is denoted by

p(z1 = j) = πj (29.8)

where π is a discrete distribution over the K states.
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Figure 29.2: Some samples from an HMM with 10 Bernoulli observables. Generated by
bernoulli_hmm_example.ipynb.

The transition model is denoted by

p(zt = j|zt−1 = i) = Aij (29.9)

Here the i’th row of A corresponds to the outgoing distribution from state i. This is a row stochastic
matrix, meaning each row sums to one. We can visualize the non-zero entries in the transition
matrix by creating a state transition diagram, as shown in Figure 2.15.

29.2.3 Discrete likelihoods

The observation model p(yt|zt = j) can take multiple forms, depending on the type of data. For
discrete observations we can use

p(yt = k|zt = j) = yjk (29.10)

For example, see the casino HMM example in Section 9.2.1.1.
If we have D discrete observations per time step, we can use a factorial model of the form

p(yt|zt = j) =

D∏

d=1

Cat(ytd|yd,j,:) (29.11)

In the special case of binary observations, this becomes

p(yt|zt = j) =

D∏

d=1

Ber(ytd|yd,j) (29.12)

In Figure 29.2, we give an example of an HMM with 5 hidden states and 10 Bernoulli observables.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license

https://probml.github.io/notebooks#bernoulli_hmm_example.ipynb


978 Chapter 29. State-space models

1.0 0.5 0.0 0.5 1.0
y1

1.0

0.5

0.0

0.5

1.0

y 2

Generating HMM

(a)

0 25 50 75 100 125 150 175 200
time

y1

y2

Simulated data from an HMM

(b)

Figure 29.3: (a) Some 2d data sampled from a 5 state HMM. Each state emits from a 2d Gaussian. (b) The
hidden state sequence is shown by the colors. We superimpose the observed 2d time series (note that we have
shifted the vertical scale so the values don’t overlap). Generated by gaussian_hmm_2d.ipynb.

29.2.4 Gaussian likelihoods

If yt is continuous, it is common to use a Gaussian observation model:

p(yt|zt = j) = N (yt|µj ,Σj) (29.13)

As a simple example, suppose we have an HMM with 3 hidden states, each of which generates a 2d
Gaussian. We can represent these Gaussian distributions as 2d ellipses, as shown in Figure 29.3(a).
We call these “lily pads”, because of their shape. We can imagine a frog hopping from one lily
pad to another. (This analogy is due to the late Sam Roweis.) It will stay on a pad for a while
(corresponding to remaining in the same discrete state zt), and then jump to a new pad (corresponding
to a transition to a new state). See Figure 29.3(b). The data we see are just the 2d points (e.g.,
water droplets) coming from near the pad that the frog is currently on. Thus this model is like a
Gaussian mixture model (Section 28.2.1), in that it generates clusters of observations, except now
there is temporal correlation between the datapoints.

We can also use more flexible observation models. For example, if we use a M -component GMM,
then we have

p(yt|zt = j) =

M∑

k=1

wjkN (yt|µjk,Σjk) (29.14)

This is called a GMM-HMM.

29.2.5 Autoregressive likelihoods

The standard HMM assumes the observations are conditionally independent given the hidden state.
In practice this is often not the case. However, it is straightforward to have direct arcs from yt−1 to
yt as well as from zt to yt, as in Figure 29.1(a). This is known as an auto-regressive HMM.

For continuous data, we can use an observation model of the form

p(yt|yt−1, zt = j,θ) = N (yt|Ejyt−1 + µj ,Σj) (29.15)
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Figure 29.4: Illustration of the observation dynamics for each of the 5 hidden states. The attractor point corre-
sponds to the steady state solution for the corresponding autoregressive process. Generated by hmm_ar.ipynb.

This is a linear regression model, where the parameters are chosen according to the current hidden
state. (We could also use a nonlinear model, such as a neural network.) Such models are widely used
in econometrics, where they are called regime switching Markov model [Ham90]. Similar models
can be defined for discrete observations (see e.g., [SJ99]).

We can also consider higher-order extensions, where we condition on the last L observations:

p(yt|yt−L:t−1, zt = j,θ) = N (yt|
L∑

ℓ=1

Wj,ℓyt−ℓ + µj ,Σj) (29.16)

The AR-HMM essentially combines two Markov chains, one on the hidden variables, to capture long
range dependencies, and one on the observed variables, to capture short range dependencies [Ber99].
Since all the visible nodes are observed, adding connections between them just changes the likelihood,
but does not complicate the task of posterior inference (see Section 9.2.3).

Let us now consider a 2d example of this, due to Scott Linderman. We use a left-to-right transition
matrix with 5 states. In addition, the final state returns to first state, so we just cycle through the
states. Let yt ∈ R2, and suppose we set Ej to a rotation matrix with a small angle of 7 degrees, and
we set each µj to 72-degree separated points on a circle about the origin, so each state rotates 1/5
of the way around the circle. If the model stays in the same state j for a long time, the observed
dynamics will converge to the steady state y∗,j , which satisfies y∗,j = Ejy∗,j + µj ; we can solve for
the steady state vector using y∗,j = (I−Ej)

−1µj . We can visualize the induced 2d flow for each of
the 5 states as shown in Figure 29.4.

In Figure 29.5(a), we show a trajectory sampled from this model. We see that the two components
of the observation vector undergo different dynamics, depending on the underlying hidden state. In
Figure 29.5(b), we show the same data in a 2d scatter plot. The first observation is the yellow dot
(from state 2) at (−0.8, 0.5). The dynamics converge to the stationary value of y∗,2 = (−2.0, 3.8).
Then the system jumps to the green state (state 3), so it adds an offset of µ3 to the last observation,
and then converges to the stationary value of y∗,3 = (−4.3,−0.8). And so on.

29.2.6 Neural network likelihoods

For higher dimensional data, such as images, it can be useful to use a normalizing flow (Chapter 23),
one per latent state (see e.g., [HNBK18; Gho+21]), as the class-conditional generative model. However,
it is also possible to use discriminative neural network classifiers, which are much easier to train. In
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Figure 29.5: Samples from the 2d AR-HMM. (a) Time series plot of yt,1 and yt,2. (The latter are shifted up
vertically by 4.7) The background color is the generating state. The dotted lines represent the stationary value
for that component of the observation. (b) Scatter plot of observations. Colors denote the generating state.
We show the first 12 samples from each state. Generated by hmm_ar.ipynb.

particular, note that the likelihood per state can be rewritten as follows:

p(yt|zt = j) =
p(zt = j|yt)p(yt)

p(zt = j)
∝ p(zt = j|yt)

p(zt = j)
(29.17)

where we have dropped the p(yt) term since it is independent of the state zt. Here p(zt = j|yt) is
the output of a classifier, and p(zt = j) is the probability of being in state j, which can be computed
from the stationary distribution of the Markov chain (or empirically, if the state sequence is known).
We can thus use discriminative classifiers to define the likelihood function when using gradient-based
training. This is called the scaled likelihood trick [BM93; Ren+94]. [Guo+14] used this to create
a hybrid CNN-HMM model for estimatng sequences of digits based on street signs.

29.3 HMMs: applications

In this section, we discuss some applications of HMMs.

29.3.1 Time series segmentation

In this section, we give a variant of the casino example from Section 9.2.1.1, where our goal is to
segment a time series into different regimes, each of which corresponds to a different statistical
distribution. In Figure 29.6a we show the data, corresponding to counts generated from some process
(e.g., visits to a web site, or number of infections). We see that the count rate seems to be roughly
constant for a while, and then changes at certain points. We would like to segment this data stream
into K different regimes or states, each of which is associated with a Poisson observation model with
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Figure 29.6: (a) A sample time series dataset of counts. (b) A segmentation of this data using a 4 state
HMM. Generated by poisson_hmm_changepoint.ipynb.
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Figure 29.7: Segmentation of the time series using HMMs with 1–6 states. Generated by pois-
son_hmm_changepoint.ipynb.

rate λk:

p(yt|zt = k) = Poi(yt|λk) (29.18)

We use a uniform prior over the initial states. For the transition matrix, we assume the Markov
chain stays in the same state with probability p = 0.95, and otherwise transitions to one of the other
K − 1 states uniformly at random:

z1 ∼ Categorical
({

1

4
,
1

4
,
1

4
,
1

4

})
(29.19)

zt|zt−1 ∼ Categorical
({

p if zt = zt−1
1−p
4−1 otherwise

})
(29.20)
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Figure 29.8: Marginal likelihood vs number of states K in the Poisson HMM. Generated by pois-
son_hmm_changepoint.ipynb.

We compute a MAP estimate for the parameters λ1:K using a log-Normal(5,5) prior. We optimize
the log of the Poisson rates using gradient descent, initializing the parameters at a random value
centered on the log of the overall count means. We show the results in Figure 29.6b. See that the
method has successfully partitioned the data into 4 regimes, which is in fact how it was generated.
(The generating rates are λ = (40, 3, 20, 50), with the changepoints happening at times (10, 30, 35).)

In general we don’t know the optimal number of states K. To solve this, we can fit many different
models, as shown in Figure 29.7, for K = 1 : 6. We see that after K ≥ 3, the model fits are very
similar, since multiple states get associated to the same regime. We can pick the “best” K to be the
one with the highest marginal likelihood. Rather than summing over both discrete latent states and
integrating over the unknown parameters λ, we just maximize over the parameters (empirical Bayes
approximation):

p(y1:T |K) ≈ max
λ

∑

z

p(y1:T , z1:T |λ,K) (29.21)

We show this plot in Figure 29.8. We see the peak is at K = 3 or K = 4; after that it starts to go
down, due to the Bayesian Occam’s razor effect.

29.3.2 Protein sequence alignment

An important application of HMMs is to the problem of protein sequence alignment [Dur+98].
Here the goal is to determine if a test sequence y1:T belongs to a protein family or not, and if so,
how it aligns with the canonical representation of that family. (Similar methods can be used to align
DNA and RNA sequences.)

To solve the alignment problem, let us initially assume we have a set of aligned sequences from
a protein family, from which we can generate a consensus sequence. This defines a probability
distribution over symbols at each location t in the string; denote each position-specific scoring
matrix (PSSM) by θt(v) = p(yt = v). These parameters can be estimated by counting.

Now we turn the PSSM into an HMM with 3 hidden states, representing the events that the
location t matches the consensus sequence, zt = M , or inserts its own unique symbol, zt = I, or
deletes (skips) the corresponding consensus symbol, zt = D. We define the observation models for
these 3 events as follows. For matches, we use the PSSM p(yt = v|zt =M) = θt(v). For insertions
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Figure 29.9: State transition diagram for a profile HMM. From Figure 5.7 of [Dur+98]. Used with kind
permission of Richard Durbin.

Figure 29.10: Example of multiple sequence alignment. We show the first 90 positions of the acidic ribosomal
protein P0 from several organisms. Colors represent functional properties of the corresponding amino acid.
Dashes represent insertions or deletions. From https: // en. wikipedia. org/ wiki/ Multiple_ sequence_
alignment . Used with kind permission of Wikipedia author Miguel Andrade.

we use the uniform distribution p(yt = v|zt = I) = 1/V , where V is the size of the vocabulary. For
deletions, we use p(yt = −|zt = D), where “-” is a special deletion symbol used to pad the generated
sequence to the correct length. The corresponding state transition matrix is shown in Figure 29.9:
we see that matches and deletions advance one location along the consensus sequence, but insertions
stay in the same location (represented by the self-transition from I to I). This model is known as a
profile HMM.

Given a profile HMM with consensus parameters θ, we can compute p(y1:T |θ) in O(T ) time using
the forwards algorithm, as described in Section 9.2.2. This can be used to decide if the sequence
belongs to this family or not, by thresholding the log-odds score, L(y) = log p(y|θ)/p(y|M0), where
M0 is a baseline model, such as the uniform distribution. If the string matches, we can compute an
alignment to the consensus using the Viterbi algorithm, as described in Section 9.2.6. See Figure 29.10
for an illustration of such a multiple sequence alignment. If we don’t have an initial set of aligned
sequences from which to compute the consensus sequence θ, we can use the Baum-Welch algorithm
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https://en.wikipedia.org/wiki/Multiple_sequence_alignment
https://en.wikipedia.org/wiki/Multiple_sequence_alignment


984 Chapter 29. State-space models

(Section 29.4.1) to compute the MLE for the parameters θ from a set of unaligned sequences. For
details, see e.g., [Dur+98, Ch.6].

29.3.3 Spelling correction

In this section, we illustrate how to use an HMM for spelling correction. The goal is to infer the
sequence of words z1:T that the user meant to type, given observations of what they actually did
type, y1:T .

29.3.3.1 Baseline model

We start by using a simple unigram language model, so p(z1:T ) =
∏

1:T p(zt), where p(zt = k) is the
prior probability of word k being used. These probabilities can be estimated by simply normalizing
word frequency counts from a large training corpus. We ignore any Markov structure.

Now we turn to the observation model, p(yt = v|zt = k), which is the probability the user types
word v when they meant to type word k. For this, we use a noisy channel model, in which the
“message” zt gets corrupted by one of four kinds of error: substitution error, where we swap one
letter for another (e.g., “government” mistyped as “govermment”); transposition errors, where we
swap the order of two adjacent letters (e.g., “government” mistyped as “govermnent”); deletion errors,
where we omit one letter (e.g., “government” mistyped as “goverment”); and insertion errors, where
we add an extra latter (e.g., “government” mistyped as “governmennt”). If y differs from z by d such
errors, we say that y and z have an edit distance of d. Let D(y, d) be the set of words that are edit
distance d away from y. We can then define the following likelihood function:

p(y|z) =





p1 y = z

p2 y ∈ D(z, 1)
p3 y ∈ D(z, 2)
p4 otherwise

(29.22)

where p1 > p2 > p3 > p4.
We can combine the likelihood with the prior to get the overall score for each hypothesis (i.e.,

candidate correction). This simple model, which was proposed by Peter Norvig1, can work can quite
well. However, it also has some flaws. For example, the error model assumes that the smaller the edit
distance, the more likely the word, but this is not always valid. For example, “reciet” gets corrected
to “recite” instead of “receipt”, and “adres” gets corrected to “acres” not “address”. We can fix this
problem by learning the parameters of the noise model based on a labeled corpus of (z, x) pairs
derived from actual spelling errors. One possible way to get such a corpus is to look at web search
behavior: if a user types query q1 and then quickly changes it to q2 followed by a click on a link, it
suggests that q2 is a manual correction for q1, so we can set (z = q2, y = q1). This heuristic has been
used in the Etsy search engine.2 It is also possible to manually collect such data (see e.g., [Hag+17]),
or to algorithmically create (z,y) pairs, where y is an automatically generated misspelling of z (see
e.g., [ECM18]).

1. See his excellent tutorial at http://norvig.com/spell-correct.html.
2. See this blogpost by Mohit Nayyar for details: https://codeascraft.com/2017/05/01/
modeling-spelling-correction-for-search-at-etsy/.
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Figure 29.11: Illustration of an HMM applied to spelling correction. The top row, labeled “query”, represents
the search query y1:T typed by the user, namely ”goverment home page of illinoisstate”. The bottom row,
labeled “state path”, represents the most probable assignment to the hidden states, z1:T , namely ”government
homepage of illinois state”. (The NULL state is a silent state, that is needed to handle the generation of two
tokens from a single hidden state.) The middle row, labeled “emission”, represents the words emitted by each
state, which match the observed data. From Figure 1 of [LDZ11].

29.3.3.2 HMM model

The baseline model can work well, but has room for improvement. In particular, many errors will
be hard to correct without context. For example, suppose the user typed “advice”: did they mean
“advice” or “advise”? It depends on whether they intended to use a noun or a verb, which is hard
to tell without looking at the sequence of words. To do this, we will “upgrade” our model to an
HMM. We just have to replace our independence prior p(z1:T ) =

∏
t p(zt) by a standard first-order

language model on words, p(z1:T ) =
∏
t p(zt|zt−1). The parameters of this model can be estimated

by counting bigrams in a large corpus of “clean” text (see Section 2.6.3.1). The observation model
p(yt|zt) can remain unchanged.

Given this model, we can compute the top N most likely hidden sequences in O(NTK2) time,
where K is the number of hidden states, and T is the length of the sequence, as explained in
Section 9.2.6.5. In a naive implementation, the number of hidden states K is the number of words in
the vocabulary, which would make the method very slow. However, we can exploit sparsity of the
likelihood function (i.e., the fact that p(y|z) is 0 for most values of z) to generate small candidate
lists of hidden states for each location in the sequence. This gives us a sparse belief state vector αt.

29.3.3.3 Extended HMM model

We can extend the HMM model to handle higher level errors, in addition to misspellings of individual
words. In particular, [LDZ11; LDZ12] proposed modeling the following kinds of errors:

• Two words merged into one, e.g., “home page” → “homepage”.

• One word split into two, e.g., “illinoisstate” → “illinois state”.

• Within-word errors, such as substitution, transposition, insertion and deletion of letters, as we
discussed in Section 29.3.3.2.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



986 Chapter 29. State-space models

We can model this with an HMM, where we augment the state space with a silent state, that
does not emit any symbols. Figure 29.11 illustrates how this model can “denoise” the observed query
”goverment home page of illinoisstate” into the correctly formulated query ”government homepage of
illinois state”.

An alternative to using HMMs is to use supervised learning to fit a sequence-to-sequence translation
model, using RNNs or transformers. This can work very well, but often needs much more training
data, which can be problematic for low-resource languages [ECM18].

29.4 HMMs: parameter learning

In this section, we discuss how to compute a point estimate or the full posterior over the model
parameters of an HMM given a set of partially observed sequences.

29.4.1 The Baum-Welch (EM) algorithm

In this section, we discuss how to compute an approximate MLE for the parameters of an HMM
using the EM algorithm which is an iterative bound optimization algorithm (see Section 6.5.3 for
details). When applied to HMMs, the resulting method is known as the Baum-Welch algorithm
[Bau+70].

29.4.1.1 Log likelihood

The joint probability of a single sequence is given by

p(y1:T , z1:T |θ) = [p(z1|π)]
[
T∏

t=2

p(zt|zt−1,A)

][
T∏

t=1

p(yt|zt,B)

]
(29.23)

=

[
K∏

k=1

π
I(z1=k)
k

]

T∏

t=2

K∏

j=1

K∏

k=1

A
I(zt−1=j,zt=k)
jk



[
T∏

t=1

K∏

k=1

p(yt|Bk)
I(zt=k)

]
(29.24)

where θ = (π,A,B). Of course, we cannot compute this objective, since z1:T is hidden. So instead
we will optimize the expected complete data log likelihood, where expectations are taken using the
parameters from the previous iteration of the algorithm:

Q(θ,θold) = Ep(z1:T |y1:T ,θold) [log p(y1:T , z1:T |θ)] (29.25)

This can be easily summed over N sequences. See Figure 29.12 for the graphical model.
The above objective is a lower bound on the observed data log likelihood, log p(y1:T |θ), so the

entire procedure is a bound optimization method that is guaranteed to converge to a local optimum.
(In fact, if suitably initialized, the method can be shown to converge to (close to) one of the global
optima [YBW15].)

29.4.1.2 E step

Let Ajk = p(zt = k|zt−1 = j) be the K × K transition matrix. For the first time slice, let
πk = p(z1 = k) be the initial state distribution. Let θk represent the parameters of the observation
model for state k.
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N

yn,1 yn,2 yn,Tn

zn,1 zn,2 zn,Tn

B

π A

b b b

b b b

Figure 29.12: HMM with plate notation. A are the parameters for the state transition matrix p(zt|zt−1) and
B are the parameters for the discrete observation model p(xt|zt). Tn is the length of the n’th sequence.

To compute the expected sufficient statistics, we first run the forwards-backwards algorithm on
each sequence (see Section 9.2.3). This returns the following node and edge marginals:

γn,t(j) ≜ p(zt = j|yn,1:Tn ,θold) (29.26)

ξn,t(j, k) ≜ p(zt−1 = j, zt = k|yn,1:Tn ,θold) (29.27)

where Tn is the length of sequence n. We can then derive the expected counts as follows (note that we
pool the sufficient statistics across time, since the parameters are tied, as well as across sequences):

E
[
N1
k

]
=

N∑

n=1

γn,1(k), E [Nk] =

N∑

n=1

Tn∑

t=2

γn,t(k), E [Njk] =

N∑

n=1

Tn∑

t=2

ξn,t(j, k) (29.28)

Given the above quantities, we can compute the expected complete data log likelihood as follows:

Q(θ,θold) =

K∑

k=1

E
[
N1
k

]
log πk +

K∑

j=1

K∑

k=1

E [Njk] logAjk

+

N∑

n=1

Tn∑

t=1

K∑

k=1

p(zt = k|yn,1:Tn ,θold) log p(yn,t|θk) (29.29)

29.4.1.3 M step

We can estimate the transition matrix and initial state probabilities by maximizing the objective
subject to the sum to one constraint. The result is just a normalized version of the expected counts:

Âjk =
E [Njk]∑
k′ E [Njk′ ]

, π̂k =
E
[
N1
k

]

N
(29.30)

This result is quite intuitive: we simply add up the expected number of transitions from j to k, and
divide by the expected number of times we transition from j to anything else.
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For a categorical observation model, the expected sufficient statistics are

E [Mkv] =

N∑

n=1

Tn∑

t=1

γn,t(k)I (yn,t = v) =

N∑

n=1

∑

t:yn,t=v

γn,t(k) (29.31)

The M step has the form

B̂kv =
E [Mkv]

E [Nk]
(29.32)

This result is quite intuitive: we simply add up the expected number of times we are in state k and
we see a symbol v, and divide by the expected number of times we are in state k. See Algorithm 11
for the pseudocode.

For a Gaussian observation model, the expected sufficient statistics are given by

yk =

N∑

n=1

Tn∑

t=1

γn,t(k)yn,t, yyTk =

N∑

n=1

Tn∑

t=1

γn,t(k)yn,ty
T
n,t (29.33)

The M step becomes

µ̂k =
yk

E [Nk]
(29.34)

Σ̂k =
yyTk − E [Nk] µ̂kµ̂

T
k

E [Nk]
(29.35)

In practice, we often need to add a log prior to these estimates to ensure the resulting Σ̂k estimate is
well-conditioned. See [Mur22, Sec 4.5.2] for details.

Algorithm 29.1: Baum-Welch algorithm for (discrete observation) HMMs
1 Initialize parameters θ
2 for each iteration do
3 // E step
4 Initialize expected counts: E [Nk] = 0, E [Njk] = 0, E [Mkv] = 0
5 for each datacase n do
6 Use forwards-backwards algorithm on yn to compute γn,t and ξn,t

(Equations 29.26–29.27)
7 E [Nk] := E [Nk] +

∑Tn
t=2 γn,t(k)

8 E [Njk] := E [Njk] +
∑Tn
t=2 ξn,t(j, k)

9 E [Mkv] := E [Mkv] +
∑
t:xn,t=v

γn,t(k)

10 // M step
11 Compute new parameters θ = (A,B,π) using Equations 29.30
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Figure 29.13: Illustration of the casino HMM. (a) True parameters used to generate the data. (b) Esti-
mated parameters using EM. (c) Estimated parameters using SGD. Note that in the learned models (b-c),
states 1 and 2 are switched compared to the generating model (a), due to unidentifiability. Generated by
casino_hmm_training.ipynb.

29.4.1.4 Initialization

As usual with EM, we must take care to ensure that we initialize the parameters carefully, to minimize
the chance of getting stuck in poor local optima. There are several ways to do this, such as:

• Use some fully labeled data to initialize the parameters.

• Initially ignore the Markov dependencies, and estimate the observation parameters using the
standard mixture model estimation methods, such as K-means or EM.

• Randomly initialize the parameters, use multiple restarts, and pick the best solution.

Techniques such as deterministic annealing [UN98; RR01a] can help mitigate the effect of local
minima. Also, just as K-means is often used to initialize EM for GMMs, so it is common to initialize
EM for HMMs using Viterbi training. The Viterbi algorithm is explained in Section 9.2.6, but
basically it is an algorithm to compute the single most probable path. As an approximation to
the E step, we can replace the sum over paths with the statistics computed using this single path.
Sometimes this can give better results [AG11].

29.4.1.5 Example: casino HMM

In this section, we fit the casino HMM from Section 9.2.1.1. The true generative model is shown in
Figure 29.13a. We used this to generate 4 sequences of length 5000, totalling 20,000 observations.
We initialized the model with random parameters. We ran EM for 200 iterations and got the results
in Figure 29.13b. We see that the learned parameters are close to the true parameters, modulo label
switching of the states (see Section 28.2.6).

29.4.2 Parameter estimation using SGD

Although the EM algorithm is the “traditional” way to fit HMMs, it is inherently a batch algorithm,
so it does not scale well to large datasets (with many sequences). Although it is possible to extend
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Figure 29.14: Average negative log likelihood per learning step the casino HMM. (a) EM. (b) SGD with
minibatch size 1. (b) Full batch gradient descent. Generated by casino_hmm_training.ipynb.

bound optimization to the online case (see e.g., [Mai15]), this can take a lot of memory.
A simple alternative is to optimize log p(y1:T |θ) using SGD. We can compute this objective using

the forwards algorithm, as shown in Equation (8.7):

log p(y1:T |θ) =
T∑

t=1

log p(yt|y1:t−1,θ) =
T∑

t=1

logZt (29.36)

where the normalization constant for each time step is given by

Zt ≜ p(yt|y1:t−1) =
K∑

j=1

p(zt = j|y1:t−1)p(yt|zt = j) (29.37)

Of course, we need to ensure the transition matrix remains a valid row stochastic matrix, i.e., that
0 ≤ Aij ≤ 1 and

∑
j Aij = 1. Similarly, if we have categorical observations, we need to ensure Bjk

is a valid row stochastic matrix, and if we have Gaussian observations, we need to ensure Σk is a
valid psd matrix. These constraints are automatically taken care of in EM. When using SGD, we can
reparameterize to an unconstrained form, as proposed in [BC94].

29.4.2.1 Example: casino HMM

In this section, we use SGD to fit the casino HMM using the same data as in Section 29.4.1.5. We
show the learning the learning curves in Figure 29.14. We see that SGD converges slightly more
slowly than EM, and is not monotonic in how it decreases the NLL loss, even in the full batch case.
However, the final parameters are similar, as shown in Figure 29.13.

29.4.3 Parameter estimation using spectral methods

Fitting HMMs using maximum likelihood is difficult, because the log likelihood is not convex. Thus
there are many local optima, and EM and SGD can give poor results. An alternative approach is to
marginalize out the hidden variables, and work instead with predictive distributions in the visible
space. For discrete observation HMMs, with observation matrix Bjk = p(yt = k|zt = j), such a
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distribution has the form

[yt]k ≜ p(yt = k|y1:t−1) (29.38)

This is called a predictive state representation [SJR04].
Suppose there are m possible hidden states, and n possible visible symbols, where n ≥ m. One can

show [HKZ12; Joh12] that the PSR vectors lie in a subspace in Rn with a dimensionality of m ≤ n.
Intuitively this is because the linear operator A defining the hidden state update in Equation (9.8),
combined with the mapping to observables via B, induces low rank structure in the output space.
Furthermore, we can estimate a basis for this low rank subspace using SVD applied to the observable
matrix of co-occurrence counts:

[P2]ij = p(yt = i, yt−1 = j) (29.39)

We also need to estimate the third order statistics

[P3]ijk = p(yt = i, yt−1 = j, yt−2 = k) (29.40)

Using these quantities, it possible to perform recursive updating of our predictions while working
entirely in visible space. This is called spectral estimation, or tensor decomposition [HKZ12;
AHK12; Rod14; Ana+14; RSG17].

We can use spectral methods to get a good initial estimate of the parameters for the latent variable
model, which can then be refined using EM (see e.g., [Smi+00]). Alternatively, we can use them “as
is”, without needing EM at all. See [Mat14] for a comparison of these methods. See also Section 29.8.2
where we discuss spectral methods for fitting linear dynamical systems.

29.4.4 Bayesian HMMs

MLE methods can easily overfit, and can suffer from numerical problems, especially when sample
sizes are small. In this section, we briefly discuss some approaches to inferring the posterior over
the parameters, p(θ|D). By adopting a Bayesian approach, we can also allow the number of states
to be unbounded by using a hierarchical Dirichlet process (Supplementary Section 31.1) to get a
HDP-HMM [Fox+08].

There are various algorithms we can use to perform posterior inference, such as variational Bayes
EM [Bea03] or blocked Gibbs sampling (see Section 29.4.4.1), that alternates between sampling
latent sequences zs1:T,1:N using the forwards filtering backwards sampling algorithm (Section 9.2.7)
and sampling the parameters from their full conditionals, p(θ|y1:T , zs1:T,1:N ). Unfortuntely, the high
correlation between z and θ makes this coordinate-wise approach rather slow.

A faster approach is to marginalize out the discrete latents (using the forwards algorithm), and
then to use MCMC [Fot+14] or SVI [Obe+19] to sample from the following log posterior:

log p(θ,D) = log p(θ) +

N∑

n=1

log p(y1:T,n|θ) (29.41)

This is a form of “collapsed” inference.
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29.4.4.1 Blocked Gibbs sampling for HMMs

This section is written by Xinglong Li.

In this section, we discuss Bayesian inference for HMMs using blocked Gibbs sampling [Sco02].
For the observation model, we consider the first-order auto-regressive HMM model in Section 29.2.5,
so p(yt|yt−1, zt = j,θ) = N (yt|Ejyt−1 + µj ,Σj). For a model with K hidden states, the unknown
parameters are θ = {π,A,E1, . . . ,EK ,Σ1, . . . ,ΣK}, where we assume (for notational simplicity)
that µj of each autoregressive model is known, and that we condition the observations on y1.

We alternate between sampling from p(z1:T |y1:T ,θ) using the forwards filtering backwards sampling
algorithm (Section 9.2.7), and sampling from p(θ|z1:T ,y1:T ). Sampling from p(θ|z1:T ,y1:T ) is easy
if we use conjugate priors. Here we use a Dirichlet prior for π and each row Aj· of the transition
matrix, and choose the matrix normal inverse Wishart distribution as the prior for {Ej ,Σj} of each
autoregressive model, similar to Bayesian multivariate linear regression Section 15.2.9. In particular,
the prior distributions of θ are:

π ∼ Dir(⌣απ) Aj· ∼ Dir(⌣αA) (29.42)

Σj ∼ IW(⌣νj ,
⌣
Ψj) Ej |Σj ∼MN (

⌣
Mj ,Σj ,

⌣
Vj) (29.43)

where ⌣απ,k=
⌣απ /K and ⌣αA,k=

⌣αA /K. The log prior probability is

log p(θ) =c+

K∑

k=1

⌣απ
K

log πk +

K∑

j=1

K∑

k=1

⌣αA
K

logAjk −
K∑

j=1

(⌣νj +Ny + 1

2
log|Σj |+

1

2
tr
(

⌣
Ψj Σ

−1
j

))

−
K∑

j=1

(
1

2
log|Σj |+

1

2
tr((Ej− ⌣

Mj)
TΣ−1j (Ej− ⌣

Mj)
⌣
Vj)

)
(29.44)

Given y1:T and z1:T we denote Nj =
∑T
t=2 I (zt = j) and Njk =

∑T−1
t=1 I (zt = j, zt+1 = k). The

joint likelihood is

log p(y1:T , z1:T |θ) = c+

K∑

k=1

I (z1 = k) log πk +

K∑

j=1

K∑

k=1

Njk logAjk

−
K∑

j=1

∑

zt=j

(
1

2
log|Σj |+

1

2
(yt −Ejyt−1 − µj)TΣ−1j (yt −Ejyt−1 − µj)

)

(29.45)

= c+

K∑

k=1

I (z1 = k) log πk +

K∑

j=1

K∑

k=1

Njk logAjk

−
K∑

j=1

(
Nj
2

log|Σj |+
1

2
(Ŷj −EjỸj)

TΣ−1j (Ŷj −EjỸj)

)
(29.46)

where Ŷj = [yt−µj ]zt=j and Ỹj = [yt−1]zt=j , and it can be seen that Ŷj ∼MN
(
Ŷj |EjỸj ,Σj , INj

)
.
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Figure 29.15: (a) A Markov chain with n = 4 repeated states and self loops. (b) The resulting distribution
over sequence lengths, for p = 0.99 and various n. Generated by hmm_self_loop_dist.ipynb.

It is obvious from log p(θ) + log p(y1:T , z1:T |θ) that the posteriors of π and Aj· are both still
Dirichlet distributions. It can also be shown that the posterior distributions of {Ej ,Σj} are still
matrix normal inverse Wishart distributions, whose hyperparameters can be directly obtained by
replacing Y,A,X in Equation (15.105) with Ŷj , Ej and Ỹj respectively. To summarize, the posterior
distribution p(θ|z1:T ,y1:T ) is:

π|z1:T ∼ Dir(⌢απ),
⌢απ,k =⌣απ /K + I (z1 = k) (29.47)

Aj·|z1:T ∼ Dir(⌢αA),
⌢αAj ,k =⌣αA /K +Njk (29.48)

Σj |z1:T ,y1:T ∼ IW(⌢νj ,
⌢
Ψj) Ej |Σj , z1:T ,y1:T ∼MN (

⌢
Mj ,Σj ,

⌢
Vj) (29.49)

29.5 HMMs: generalizations

In this section, we discuss various extensions of the vanilla HMM introduced in Section 29.2.

29.5.1 Hidden semi-Markov model (HSMM)

In a standard HMM (Section 29.2), the probability we remain in state i for exactly d steps is

p(di = d) = (1−Aii)Adii ∝ exp(d logAii) (29.50)

where Aii is the self-loop probability. This is called the geometric distribution. However, this
kind of exponentially decaying function of d is sometimes unrealistic.

A simple way to model non-geometric waiting times is to replace each state with n new states,
each with the same emission probabilities as the original state. For example, consider the model in
Figure 29.15(a). Obviously the smallest sequence this can generate is of length n = 4. Any path
of length d through the model has probability pd−n(1− p)n; multiplying by the number of possible
paths we find that the total probability of a path of length d is

p(d) =

(
d− 1
n− 1

)
pd−n(1− p)n (29.51)
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This is equivalent to the negative binomial distribution. By adjusting n and the self-loop probabilities
p of each state, we can model a wide range of waiting times: see Figure 29.15(b).

A more general solution is to use a semi-Markov model, in which the next state not only depends
on the previous state, but also on how how long we’ve been in that state. When the state-space is
not observed directly, the result is called a hidden semi-Markov model (HSMM), a variable
duration HMM, or an explicit duration HMM [Yu10].

One way to represent a HSMM is to use the graphical model shown in Figure 29.16(a). The
dt ∈ {1, . . . , D} node is a state duration counter, where D is the maximum duration of any state.
When we first enter state j, we sample dt from the duration distribution for that state, dt ∼ pj(·).
Thereafter, dt deterministically counts down until dt = 1. More precisely, we define the following
CPD:

p(dt = d′|dt−1 = d, zt = j) =





Dj(d
′) if d = 1

1 if d′ = d− 1 and d > 1
0 otherwise

(29.52)

Note that Dj(d) could be represented as a table (a non-parametric approach) or as some kind
of parametric distribution, such as a gamma distribution. If Dj(d) is a (truncated) geometric
distribution, this emulates a standard HMM.

While dt > 1, the state zt is not allowed to change. When dt = 1, we make a stochastic transition
to a new state. (We assume Ajj = 0.) More precisely, we define the state CPD as follows:

p(zt = k|zt−1 = j, dt−1 = d) =





1 if d > 1 and j = k
Ajk if d = 1
0 otherwise

(29.53)

This ensures that the model stays in the same state for the entire duration of the segment. At each
step within this segment, an observation is generated.

HSMMs are useful not only because they can model the duration of each state explicitly, but also
because they can model the distribution of a whole subsequence of observations at once, instead
of assuming all observations are generated independently at each time step. That is, they can use
likelihood models of the form p(yt:t+l−1|zt = k, dt = l), which generate l correlated observations if
the duration in state k is for l time steps. This approach, known as a segmental HMM, is useful
for modeling data that is piecewise linear, or shows other local trends [ODK96]. We can also use an
RNN to model each segment, resulting in an RNN-HSMM model [Dai+17].

More precisely, we can define a segmental HMM as follows:

p(y, z,d) =

[
p(z1)p(d1|z1)

T∏

t=2

p(zt|zt−1, dt−1)p(dt|zt, dt−1)
]
p(y|z,d) (29.54)

In a standard HSMM, we assume

p(y|z,d) =
T∏

t=1

p(yt|zt) (29.55)

so the duration variables only determine the hidden state dynamics. To define p(y|z,d) for a
segmental HMM, let us use si and ei to denote the start and end times of segment i. This sequence
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dt−1 dt dt+1
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Figure 29.16: Encoding a hidden semi-Markov model as a DPGM. (a) dt is a deterministic down counter
(duration variable). Each observation is generated independently. (b) Similar to (a), except now we generate
the observations within each segment as a block. In this figure, we represent the non-Markovian dependencies
between the observations within each segment by using undirected edges. We represent the conditional
independence between the observations across different segments by disconnecting y1:3 from y4:5; this can be
enforced by “breaking the link” whenever dt = 1 (representing the end of a segment).

can be computed deterministically from d using s1 = 1, si = si−1 + dsi−1
, and ei = si + dsi − 1. We

now define the observation model as follows:

p(y|z,d) =
|s|∏

i=1

p(ysi:ei |zsi , dsi) (29.56)

See Figure 29.16(b) for the DPGM.
If we use an RNN for each segment, we have

p(ysi:ei |zsi , dsi) =
ei∏

t=si

p(yt|ysi:t−1, zsi) =
ei∏

t=si

p(yt|ht, zsi) (29.57)

where ht is the hidden state that is deterministically updated given the previous observations in this
sequence.

As shown in [Chi14], it is possible to compute p(zt, dt|y1:T ) in O(TK2 + TKD) time, where T is
the sequence length, K is the number of states, and D is the maximum duration of any segment.
In [Dai+17], they show how to train an approximate inference algorithm, based on a mean field
approximation q(z,d|y) =∏t q(zt|y)q(dt|y), to compute the posterior in O(TK + TD) time.

29.5.2 Hierarchical HMMs

A hierarchical HMM (HHMM) [FST98] is an extension of the HMM that is designed to model
domains with hierarchical structure. Figure 29.17 gives an example of an HHMM used in automatic
speech recognition, where words are composed of phones which are composed of subphones. We
can always “flatten” an HHMM to a regular HMM, but a factored representation is often easier to
interpret, and allows for more efficient inference and model fitting.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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endend

Figure 29.17: An example of an HHMM for an ASR system which can recognize 3 words. The top level
represents bigram word probabilities. The middle level represents the phonetic spelling of each word. The
bottom level represents the subphones of each phone. (It is traditional to represent a phone as a 3 state HMM,
representing the beginning, middle and end; these are known as subphones.) Adapted from Figure 7.5 of
[JM00].
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Figure 1: A 3-level HHMM represented as a DBN. Qd
t is the state at time t, level d;

F d
t = 1 if the HMM at level d has finished (entered its exit state), otherwise F d

t = 0.

Shaded nodes are observed; the remaining nodes are hidden. In some applications, the
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Figure 29.18: An HHMM represented as a DPGM. Zℓ
t is the state at time t, level ℓ; F ℓ

t = 1 if the HMM at
level ℓ has finished (entered its exit state), otherwise F ℓ

t = 0. Shaded nodes are observed; the remaining nodes
are hidden. We may optionally clamp F ℓ

T = 1, where T is the length of the observation sequence, to ensure
all models have finished by the end of the sequence. From Figure 2 of [MP01].
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HHMMs have been used in many application domains, e.g., speech recognition [Bil01], gene finding
[Hu+00], plan recognition [BVW02], monitoring transportation patterns [Lia+07], indoor robot
localization [TMK04], etc. HHMMs are less expressive than stochastic context free grammars (SCFGs)
since they only allow hierarchies of bounded depth, but they support more efficient inference. In
particular, inference in SCFGs (using the inside outside algorithm, [JM08]) takes O(T 3) whereas
inference in an HHMM takes O(T ) time [MP01; WM12].

We can represent an HHMM as a directed graphical model as shown in Figure 29.18. Qℓt represents
the state at time t and level ℓ. A state transition at level ℓ is only “allowed” if the chain at the level
below has “finished”, as determined by the F ℓ−1t node. (The chain below finishes when it chooses to
enter its end state.) This mechanism ensures that higher level chains evolve more slowly than lower
level chains, i.e., lower levels are nested within higher levels.

A variable duration HMM can be thought of as a special case of an HHMM, where the top level is
a deterministic counter, and the bottom level is a regular HMM, which can only change states once
the counter has “timed out”. See [MP01] for further details.

29.5.3 Factorial HMMs

An HMM represents the hidden state using a single discrete random variable zt ∈ {1, . . . ,K}. To
represent 10 bits of information would require K = 210 = 1024 states. By contrast, consider a
distributed representation of the hidden state, where each zt,m ∈ {0, 1} represents the m’th bit
of the t’th hidden state. Now we can represent 10 bits using just 10 binary variables. This model is
called a factorial HMM [GJ97].

More precisely, the model is defined as follows:

p(z,y) =
∏

t

[∏

m

p(ztm|zt−1,m)

]
p(yt|zt) (29.58)

where p(ztm = k|zt−1,m = j) = Amjk is an entry in the transition matrix for chain m, p(z1m =
k|z0m) = p(z1m = k) = πmk, is the initial state distribution for chain m, and

p(yt|zt) = N
(
yt|

M∑

m=1

Wmztm,Σ

)
(29.59)

is the observation model, where ztm is a 1-of-K encoding of ztm and Wm is a D×K matrix (assuming
yt ∈ RD). Figure 29.19a illustrates the model for the case where M = 3.

An interesting application of FHMMs is to the problem of energy disaggregation [KJ12]. In this
problem, we observe the total energy usage of a house at each moment in time, i.e., the observation
model has the form

p(yt|zt) = N (yt|
M∑

m=1

wmztm, σ
2) (29.60)

where wm is the amount of energy used by device m, and ztm = 1 if device m is being used at time t
and ztm = 0 otherwise. The transition model is assumed to be

p(zt,m = 1|zt−1,m) =

{
A01 if zt−1,m = 0

A11 if zt−1,m = 1
(29.61)

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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x1 x2 x3

z3,1 z3,2 z3,3

z2,1 z2,2 z2,3

z1,1 z1,2 z1,3

(a)

y31 y32 y33

z31 z32 z33

y21 y22 y23

z21 z22 z23

y11 y12 y13

z11 z12 z13

(b)

Figure 29.19: (a) A factorial HMM with 3 chains. (b) A coupled HMM with 3 chains.

We do not know which devices are turned on at each time step (i.e., the ztm are hidden), but by
applying inference in the FHMM over time, we can separate the total energy into its parts, and
thereby determine which devices are using the most electricity.

Unfortunately, conditioned on yt, all the hidden variables are correlated (due to explaining away
the common observed child yt). This make exact state estimation intractable. However, we can
derive efficient approximate inference algorithms, as we discuss in Supplementary Section 10.3.2.

29.5.4 Coupled HMMs

If we have multiple related data streams, we can use a coupled HMM [Bra96]. This is a series of
HMMs where the state transitions depend on the states of neighboring chains. That is, we represent
the conditional distribution for each time slice as

p(zt,yt|zt−1) =
∏

m

p(ytm|ztm)p(ztm|zt−1,m−1:m+1) (29.62)

with boundary conditions defined in the obvious way. See Section 29.5.4 for an illustration with
M = 3 chains.

Coupled HMMs have been used for various tasks, such as audio-visual speech recognition
[Nef+02], modeling freeway traffic flows [KM00], and modeling conversational interactions between
people [Bas+01].

However, there are two drawbacks to this model. First, exact inference takes O(T (KM )2), as in a
factorial HMM; however, in practice this is not usually a problem, since M is often small. Second,
the model requires O(MK4) parameters to specify, if there are M chains with K states per chain,
because each state depends on its own past plus the past of its two neighbors. There is a closely
related model, known as the influence model [Asa00], which uses fewer parameters, by computing
a convex combination of pairwise transition matrices.
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Figure 29.20: The BATnet DBN. The transient nodes are only shown for the second slice, to minimize clutter.
The dotted lines are used to group related variables. Used with kind permission of Daphne Koller.

29.5.5 Dynamic Bayes nets (DBN)

A dynamic Bayesian network (DBN) is a way to represent a stochastic process using a directed
graphical model [Mur02]. (Note that the network is not dynamic (the structure and parameters are
fixed), rather it is a network representation of a dynamical system.) A DBN can be considered as a
natural generalization of an HMM.

An example is shown in Figure 29.20, which is a DBN designed to monitor the state of a simulated
autonomous car known as the “Bayesian automated taxi”, or “BATmobile” [For+95]. To define
the model, you just need to specify the structure of the first time-slice, the structure between two
time-slices, and the form of the CPDs. For details, see [KF09a].

29.5.6 Changepoint detection

In this section, we discuss changepoint detection, which is the task of detecting when there are
“abrupt” changes in the distribution of the observed values in a time series. We focus on the online
case. (For a review of offline methods to this problem, see e.g., [AC17; TOV18]. (See also [BW20] for
a recent empirical evaluation of various methods, focused on the 1d time series case.)

The methods we discuss can (in principle) be used for high-dimensional time series segmentation.
Our starting point is the hidden semi-Markov models (HSMM) discussed in Section 29.5.1. This
is like an HMM in which we explicitly model the duration spent in each state. This is done by
augmenting the latent state zt with a duration variable dt which is initialized according to a duration
distribution, dt ∼ Dzt(·), and which then counts down to 1. An alternative approach is to add a
variable rt{0, 1, . . . , } which encodes the run length for the current state; this starts at 0 whenever a
new segment is created, and then counts up by one at each step. The transition dynamics is specified
by

p(rt|rt−1) =





H(rt−1 + 1) if rt = 0

1−H(rt−1 + 1) if rt = rt−1 + 1

0 otherwise
(29.63)
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Figure 29.21: Illustration of Bayesian online changepoint detection (BOCPD). (a) Hypothetical segmentation
of a univariate time series divided by changepoints on the mean into three segments of lengths g1 = 4, g2 = 6,
and an undetermined length for g3 (since it the third segment has not yet ended). From Figure 1 of [AM07].
Used with kind permission of Ryan Adams.

where H(τ) is a hazard function:

H(τ) =
pg(τ)∑∞
t=τ pg(t)

(29.64)

where pg(t) is the probability of a segment of length t. See Figure 29.21 for an illustration. If we
set pg to be a geometric distribution with parameter λ, then the hazard function is the constant
H(τ) = 1/λ.

The advantage of the run-length representation is that we can define the observation model for a
segment in a causal way (that only depends on past data):

p(yt|y1:t−1, rt = r, zt = k) = p(yt|yt−r:t−1, zt = k) =

∫
p(yt|η)p(η|yt−r:t−1, zt = k)dη (29.65)

where η are the parameters that are “local” to this segment. This called the underlying predictive
model or UPM for the segment. The posterior over the UPM parameters is given by

p(η|yt−r:t−1, zt = k) ∝ p(η|zt = k)

t−1∏

i=t−r
p(yi|η) (29.66)

where we initialize the prior for η using hyper-parameters chosen by state k. If the model is conjugate
exponential, we can compute this marginal likelihood in closed form, and we have

πr,kt = p(yt|yt−r:t−1, zt = k) = p(yt|ψr,kt ) (29.67)

where ψr,kt are the parameters of the posterior predictive distribution at time t based on the last r
observations (and using a prior from state k).

In the special case in which we have K = 1 hidden states, then each segment is modeled
independently, and we get a product partition model [BH92]:

p(y|r) = p(ys1:e1) . . . p(ysN :eN ) (29.68)

where si and ei are the start and end of segment i, which can be computed from the run lengths r.
(We initialize with r0 = 0.) Thus there is no information sharing between segments. This can be
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Figure 29.22: Illustration of BOCPD. (a) Synthetic data from a GMM with 4 states. Top row is the data,
bottom row is the generating state. (b) Output of algorithm. Top row: Estimated changepoint locations. Bottom
row: posterior predicted probability of a changepoint at each step. Generated by changepoint_detection.ipynb.

useful for time series in which there are abrupt changes, and where the new parameters are unrelated
to the old ones.

Detecting the locations of these changes is called changepoint detection. An exact online
algorithm for solving this task was proposed in [FL07] and independently in [AM07]; in the latter
paper, they call the method Bayesian online changepoint detection or BOCPD. We can
compute a posterior over the current run length recursively as follows:

p(rt|y1:t) ∝ p(yt|y1:t−1, rt)p(rt|y1:t−1) (29.69)

where we initialize with p(r0 = 0) = 1. The marginal likelihood p(yt|y1:t−1, rt) is given by Equa-
tion (29.65) (with zt = 1 dropped, since there is just one state). The prior predictive is given by

p(rt|y1:t−1) =
∑

rt−1

p(rt|rt−1)p(rt−1|y1:t−1) (29.70)

The one step ahead predictive distribution is given by

p(yt+1|y1:t) =
∑

rt

p(yt+1|y1:t, rt)p(rt|y1:t) (29.71)

29.5.6.1 Example

We give an example of the method in Figure 29.22 applied to a synthetic 1d dataset generated from
a 4 state GMM. The likelihood is a univariate Gaussian, p(yt|µ) = N (yt|µ, σ2), where σ2 = 1 is
fixed, and µ is inferred using a Gaussian prior. The hazard function is set to a geometric distribution
with rate N/T , where N = 4 is the true number of change points and T = 200 is the length of the
sequence.

29.5.6.2 Extensions

Although the above method is exact, each update step takes O(t) time, so the total cost of the
algorithm is O(T 2). We can reduce this by pruning out states with low probability. In particular, we
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can use particle filtering (Section 13.2) with N particles, together with a stratified optimal resampling
method, to reduce the cost to O(TN). See [FL07] for details.

In addition, the above method relies on a conjugate exponential model in order to compute the
marginal likelihood, and update the posterior parameters for each r, in O(1) time. For more complex
models, we need to use approximations. In [TBS13], they use variational Bayes (Section 10.3.3), and
in [Mav16], they use particle filtering (Section 13.2), which is more general, but much slower.

It is possible to extend the model in various other ways. In [FL11], they allow for Markov
dependence between the parameters of neighboring segments. In [STR10], they use a Gaussian
process (Chapter 18) to represent the UPM, which captures correlations between observations within
the same segment. In [KJD18], they use generalized Bayesian inference (Section 14.1.3) to create a
method that is more robust to model misspecification.

In [Gol+17], they extend the model by modeling the probability of a sequence of observations,
rather than having to make the decision about whether to insert a changepoint or not based on just
the likelihood ratio of a single time step.

In [AE+20], they extend the model by allowing for multiple discrete states, as in an HSMM. In
addition, they add both the run length rt and the duration dt to the state space. This allows the
method to specify not just when the current segment started, but also when it is expected to end.
In addition, it allows the UPM to depend on the duration of the segment, and not just on past
observations. For example, we can use

p(yt|rt, dt, η) = N (yt|ϕ(rt/dt)Tη, σ2) (29.72)

where 0 ≤ rt/dt ≤ 1, and ϕ() is a set of learned basis functions. This allows observation sequences
for the same hidden state to have a common functional shape, even if the time spent in each state is
different.

29.6 Linear dynamical systems (LDSs)

In this section, we discuss linear-Gaussian state-space model (LG-SSM), also called linear
dynamical system (LDS). This is a special case of an SSM in which the transition function and
observation function are both linear, and the process noise and observation noise are both Gaussian.

29.6.1 Conditional independence properties

The LDS graphical model is shown in Figure 29.1(a). This encodes the assumption that the hidden
states are Markovian, and the observations are iid conditioned on the hidden states. All that remains
is to specify the form of the conditional probability distributions of each node.

29.6.2 Parameterization

An LDS model is defined as follows:

p(zt|zt−1,ut) = N (zt|Ftzt−1 +Btut + bt,Qt) (29.73)
p(yt|zt,ut) = N (yt|Htzt +Dtut + dt,Rt) (29.74)
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We often assume the bias (offset) terms are zero, in which case the model simplifies to

p(zt|zt−1,ut) = N (zt|Ftzt−1 +Btut,Qt) (29.75)
p(yt|zt,ut) = N (yt|Htzt +Dtut,Rt) (29.76)

Furthermore, if there are no inputs, the model further simplifies to

p(zt|zt−1) = N (zt|Ftzt−1,Qt) (29.77)
p(yt|zt) = N (yt|Htzt,Rt) (29.78)

We can also write this as a structural equation model (Section 4.7.2):

zt = Ftzt−1 + qt (29.79)
yt = Htzt + rt (29.80)

where qt ∼ N (0,Qt) is the process noise, and rt ∼ N (0,Rt) is the observation noise.
Typically we assume the parameters θt = (Ft,Ht,Bt,Dt,Qt,Rt) are independent of time, so the

model is stationary. (We discuss how to learn the parameters in Section 29.8.) Given the parameters,
we discuss how to perform online posterior inference of the latent states using the Kalman filter in
Section 8.2.2, and offline inference using the Kalman smoother in Section 8.2.3.

29.7 LDS: applications

In this section, we discuss some applications of LDS models.

29.7.1 Object tracking and state estimation

Consider an object moving in R2. Let the state at time t be the position and velocity of the object,
zt =

(
ut vt u̇t v̇t

)
. (We use u and v for the two coordinates, to avoid confusion with the state and

observation variables.) We assume this evolves in continuous time according to a linear stochastic
differential equation or SDE, in which the dynamics are given by Newton’s law of motion, and
where the random acceleration corresponds to a white noise process (aka Brownian motion).
However, since the observations occur at discrete time steps tk, we will only evaluate the system at
discrete time points; this is called a continuous-discrete SSM [SS19, p199]. (We shall henceforth
write t instead of tk, since in this book we only consider discrete time.) The corresponding discrete
time SSM is given by the following [SS19, p82]:




ut
vt
u̇t
v̇t




︸ ︷︷ ︸
zt

=




1 0 ∆ 0
0 1 0 ∆
0 0 1 0
0 0 0 1




︸ ︷︷ ︸
F




ut−1
vt−1
u̇t−1
v̇t−1




︸ ︷︷ ︸
zt−1

+qt (29.81)
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where ∆ is the step size between consecutive discrete measurement times, qt ∼ N (0,Q) is the process
noise, and the noise covariance matrix Q is given by

Q =




q1∆
3

3 0 q1∆
2

2 0

0 q2∆
3

3 0 q2∆
2

2
q1∆

2

2 0 q1∆ 0

0 q2∆
2

2 0 q2∆




where qi are the diffusion coefficients of the white noise process for dimension i (see [SS19, p44] for
details).

Now suppose that at each discrete time point we observe the location, corrupted by Gaussian noise.
Thus the observation model becomes

(
y1,t
y2,t

)

︸ ︷︷ ︸
yt

=

(
1 0 0 0
0 0 1 0

)

︸ ︷︷ ︸
H




ut
u̇t
vt
v̇t




︸ ︷︷ ︸
zt

+rt (29.82)

where rt ∼ N (0,R) is the observation noise. We see that the observation matrix H simply
“extracts” the relevant parts of the state vector.

Suppose we sample a trajectory and corresponding set of noisy observations from this model,
(z1:T ,y1:T ) ∼ p(z,y|θ). (We use diagonal observation noise, R = diag(σ2

1 , σ
2
2).) The results are

shown in Figure 29.23(a). We can use the Kalman filter (Section 8.2.2) to compute p(zt|y1:t,θ) for
each t,. (We initialize the filter with a vague prior, namely p(z0) = N (z0|0, 105I).) The results are
shown in Figure 29.23(b). We see that the posterior mean (red line) is close to the ground truth, but
there is considerable uncertainty (shown by the confidence ellipses). To improve results, we can use
the Kalman smoother (Section 8.2.3) to compute p(zt|y1:T ,θ), where we condition on all the data,
past and future. The results are shown in Figure 29.23(c). Now we see that the resulting estimate is
smoother, and the uncertainty is reduced. (The uncertainty is larger at the edges because there is
less information in the neighbors to condition on.)

29.7.2 Online Bayesian linear regression (recursive least squares)

In Section 15.2.2, we discuss how to compute p(w|σ2,D) for a linear regression model in batch mode,
using a Gaussian prior of the form p(w) = N (w|µ,Σ). In this section, we discuss how to compute
this posterior online, by repeatedly performing the following update:

p(w|D1:t) ∝ p(Dt|w)p(w|D1:t−1) (29.83)
∝ p(Dt|w)p(Dt−1|w) . . . p(D1|w)p(w) (29.84)

where Dt = (ut, yt) is the t’th labeled example, and D1:t−1 are the first t− 1 examples. (For brevity,
we drop the conditioning on σ2.) We see that the previous posterior, p(w|D1:t−1), becomes the
current prior, which gets updated by Dt to become the new posterior, p(w|D1:t). This is an example
of sequential Bayesian updating or online Bayesian inference. In the case of linear regression, this
process is known as the recursive least squares or RLS algorithm.
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Figure 29.23: Illustration of Kalman filtering and smoothing for a linear dynamical system. (Repeated from
Figure 8.2.) (a) Observations (green circles) are generated by an object moving to the right (true location
denoted by blue squares). (b) Results of online Kalman filtering. Circles are 95% confidence ellipses, whose
center is the posterior mean, and whose shape is derived from the posterior covariance. (c) Same as (b), but
using offline Kalman smoothing. The MSE in the trajectory for filtering is 3.13, and for smoothing is 1.71.
Generated by kf_tracking_script.ipynb.
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Figure 29.24: (a) A dynamic generalization of linear regression. (b) Illustration of the recursive least squares
algorithm applied to the model p(y|x,w) = N (y|w0 + w1x, σ

2). We plot the marginal posterior of w0 and w1

vs number of datapoints. (Error bars represent E [wj |y1:t,x1:t]±
√

V [wj |y1:t,x1:t].) After seeing all the data,
we converge to the offline (batch) Bayes solution, represented by the horizontal lines. (Shading represents the
marginal posterior variance.) Generated by kf_linreg.ipynb.
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We can implement this method by using a linear Gaussian state-space model(Section 29.6). The
basic idea is to let the hidden state represent the regression parameters, and to let the (time-varying)
observation model Ht represent the current feature vector xt.3 That is, the observation model has
the form

p(yt|wt) = N (yt|Htzt,Rt) = N (yt|xTtwt, σ2) (29.85)

If we assume the regression parameters do not change, the dynamics model becomes

p(wt|wt−1) = N (wt|wt−1, 0) = δ(wt −wt−1) (29.86)

(If we do let the parameters change over time, we get a so-called dynamic linear model [Har90;
WH97; PPC09].) See Figure 29.24a for the model, and Supplementary Section 8.1.2 for a simplification
of the Kalman filter equations when applied to this special case.

We show a 1d example in Figure 29.24b. We see that online inference converges to the exact batch
(offline) posterior in a single pass over the data.

If we approximate the Kalman gain matrix by Kt ≈ ηt1, we recover the least mean squares or
LMS algorithm, where ηt is the learning rate. In LMS, we need to adapt the learning rate to ensure
convergence to the MLE. Furthermore, the algorithm may require multiple passes through the data
to converge to this global optimum. By contrast, the RLS algorithm automatically performs step-size
adaptation, and converges to the optimal posterior in a single pass over the data.

In Section 8.6.3, we extend this approach to perform online parameter estimation for logistic
regression, and in Section 17.5.2, we extend this approach to perform online parameter estimation
for MLPs.

29.7.3 Adaptive filtering

Consider an autoregressive model of order D:

yt = w1yt−1 + · · ·+ wDyt−D + ϵt (29.87)

where ϵt ∼ N (0, 1). The problem of adaptive filtering is to estimate the parameters w1:D given
the observations y1:t.

We can cast this as inference in an LG-SSM by defining the observation matrix to be Ht =
(yt−1 . . . yt−D) and defining the state as zt = w. We can also allow the parameters to evolve over
time, similar to Section 29.7.2.

29.7.4 Time series forecasting

In Section 29.12 we discuss how to use LDS models to perform time series forecasting.

3. It is tempting to think we can just set the input ut to the covariates xt. Unfortunately this will not work, since
the effect of the inputs is to add an offset term to the output in a way which is independent of the hidden state
(parameters). That is, since we have yt = Htzt +Dtut + d+ rt, if we set ut = xt then the features get multiplied by
the constant LDS parameter Dt instead of the hidden state zt containing the regression weights.
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29.8 LDS: parameter learning

There are many approaches for estimating the parameters of state-space models. (In the control
theory community, this is known as systems identification [Lju87].) In the case of linear dynamical
systems, many of the methods are similar to techniques used to fit HMMs, discussed in Section 29.4.
For example, we can use EM, SGD, spectral methods, or Bayesian methods, as we discuss below.
(For more details, see [Sar13, Ch 12].)

29.8.1 EM for LDS

This section is coauthored with Xinglong Li.

If we only observe the output sequence, we can compute ML or MAP estimates of the parameters
using EM. The method is conceptually quite similar to the Baum-Welch algorithm for HMMs
(Section 29.4.1), except we use Kalman smoothing (Section 8.2.3) instead of forwards-backwards in
the E step, and use different calculations in the M step. The details can be found in [SS82; GH96a].
Here we extend these results to consider the case where the HMM may have an optional input
sequence u1:T .

Our goal is to maximize the expected complete data log likelihood

Q(θ,θk−1) = E [log p(z1:T ,y1:T |θ)|y1:T ,u1:T ,θk−1] (29.88)

where the expectations are taken wrt the parameters at the previous iteration k − 1 of the algorithm.
(We initialize with random parameters, or by first fitting a simpler model, such as factor analysis.)
For brevity of notations, we assume that the bias terms are included in D and B (i.e., the last entry
of ut is 1).

The log joint is given by the following:

log p(z1:T ,y1:T |θ) = −
T∑

t=1

(
1

2
(yt −Hzt −Dut)

TR−1(yt −Hzt −Dut)

)
− T

2
log |R| (29.89)

−
T∑

t=2

(
1

2
(zt − Fzt−1 −But)

TQ−1(zt − Fzt−1 −But)

)
− T − 1

2
log |Q|

(29.90)

− 1

2
(z1 −m1)

TV−11 (z1 −m1)−
1

2
log |V1|+ const (29.91)

where the prior on the initial state is p(z1) = N (z1|m1,V1).
In the E step, we can run the Kalman smoother to compute µt|T = E [zt|y1:T ], and Σt|T =

Cov [zt|y1:T ], from which we can compute ẑt = µt|T and

Pt = E
[
ztz

T
t |y1:T

]
= Σt|T + µt|Tµ

T
t|T (29.92)

We also need to compute the cross term

Pt,t−1 = E
[
ztz

T
t−1|y1:T

]
= Σt,t−1|T + µt|Tµ

T
t−1|T (29.93)
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where

Σt−1,t−2|T = Σt−1|t−1J
T
t−2 + Jt−1(Σt,t−1|T − FΣt−1|t−1)J

T
t−2 (29.94)

where Jt is the backwards Kalman gain matrix defined in Equation (8.67). We initialize this using
ΣT,T−1|T = (I − KTH)FΣT−1|T−1, where KT is the forwards Kalman gain matrix defined in
Equation (8.28).

We can derive the M step as follows, using standard matrix calculus. We denote Aout = [H,D],
x̂out,t = [ẑTt ,u

T
t ]
T , Adyn = [F,B], ,x̂dyn,t = [ẑTt−1,u

T
t ]
T , and

Pout,t =

(
Pt ẑtu

T
t

utẑ
T
t utu

T
t

)
, Pdyn,t =

(
Pt−1 ẑt−1uTt
utẑ

T
t−1 utu

T
t

)
. (29.95)

• Output matrices:

∂Q
∂Aout

=

T∑

t=1

R−1ytx̂
T
out,t −

T∑

t=1

R−1AoutPout,t = 0 (29.96)

Anew
out =

(
T∑

t=1

ytx̂
T
out,t

)(
T∑

t=1

Pout,t

)−1
(29.97)

• Output noise covariance:

∂Q(Aout = Anew
out )

∂R−1
=
T

2
R− 1

2

T∑

t=1

(
yty

T
t − 2Anew

out x̂out,ty
T
t +Anew

out Pout,tA
new,T
out

)
= 0 (29.98)

Rnew =
1

T

T∑

t=1

(yty
T
t −Anew

out x̂out,ty
T
t ) (29.99)

• System dynamics matrices:

∂Q
∂Adyn

= −
T∑

t=2

Q−1
[
Pt,t−1, ẑtu

T
t

]
+

T∑

t=2

Q−1AdynPdyn,t = 0 (29.100)

Anew
dyn =

(
T∑

t=2

[Pt,t−1, ẑtu
T
t ]

)(
T∑

t=2

Pdyn,t

)−1
(29.101)

• State noise covariance:

∂Q(Adyn = Anew
dyn)

∂Q−1
=
T − 1

2
Q− 1

2

T∑

t=2

(Pt − 2Anew
dyn

[
Pt−1,t,utẑ

T
t

]
+Anew

dynPdyn,tA
new,T
dyn )

(29.102)

=
T − 1

2
Q− 1

2

T∑

t=2

(
Pt −Anew

dyn
[
Pt−1,t,utẑ

T
t

])
= 0 (29.103)

Qnew =
1

T − 1

T∑

t=2

(
Pt −Anew

dyn
[
Pt−1,t,utẑ

T
t

])
(29.104)
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• Initial state mean:

∂Q
∂m

= (ẑ1 −m)V−11 = 0 (29.105)

mnew = ẑ1 (29.106)

• Initial state covariance:

∂Q
∂V−11

=
V1

2
− 1

2
(P1 − ẑ1mT

1 −m1ẑ
T
1 +m1m

T
1) = 0 (29.107)

Vnew
1 = P1 − ẑ1ẑT1 (29.108)

Note that computing these expected sufficient statistics in the inner loop of EM takes O(T )
time, which can be expensive for long sequences. In [Mar10b], a faster method, known as ASOS
(approximate second order statistics), is proposed. In this approach, various statistics are precomputed
in a single pass over the sequence, and from then on, all iterations take constant time (independent
of T ). Alternatively, if we have multiple processors, we can perform Kalman smoothing in O(log T )
time using parallel scan operations (Section 8.2.3.4).

29.8.2 Subspace identification methods

EM does not always give satisfactory results, because it is sensitive to the initial parameter estimates.
One way to avoid this is to use a different approach known as a subspace identification (SSID)
[OM96; Kat05].

To understand this approach, let us initially assume there is no observation noise and no system
noise. In this case, we have zt = Fzt−1 and yt = Hzt, and hence yt = HFt−1z1. Consequently all
the observations must be generated from a dim(zt)-dimensional linear manifold or subspace. We can
identify this subspace using PCA. Once we have an estimate of the zt’s, we can fit the model as if it
were fully observed. We can either use these estimates in their own right, or use them to initialize
EM. Several papers (e.g., [Smi+00; BK15]) have shown that initializing EM this way gives much
better results than initializing EM at random, or just using SSID without EM.

Although the theory only works for noise-free data, we can try to estimate the system noise
covariance Q from the residuals in predicting zt from zt−1, and to estimate the observation noise
covariance R from the residuals in predicting yt from zt. We can either use these estimates in their
own right, or use them to initialize EM. Because this method relies on taking an SVD, it is called a
spectral estimation method. Similar methods can also be used for HMMs (see Section 29.4.3).

29.8.3 Ensuring stability of the dynamical system

When estimating the dynamics matrix F, it is very useful to impose a constraint on its eigenvalues.
To see why this is important, consider the case of no system noise. In this case, the hidden state at
time t is given by

zt = Ftz1 = UΛtU−1z1 (29.109)

where U is the matrix of eigenvectors for F, and Λ = diag(λi) contains the eigenvalues. If any λi > 1,
then for large t, zt will blow up in magnitude. Consequently, to ensure stability, it is useful to require

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



1010 Chapter 29. State-space models

that all the eigenvalues are less than 1 [SBG07]. Of course, if all the eigenvalues are less than 1, then
E [zt] = 0 for large t, so the state will return to the origin. Fortunately, when we add noise, the state
becomes non-zero, so the model does not degenerate.

29.8.4 Bayesian LDS

SSMs can be quite sensitive to their parameter values, which is a particular concern when they are
used for forecasting applications (see Section 29.12.1), or when the latent states or parameters are
interpreted for scientific purposes (see e.g., [AM+16]). In such cases, it is wise to represent our
uncertainty about the parameters by using Bayesian inference.

There are various algorithms we can use to perform this task. For linear-Gaussian SSMs, it
is possible to use variational Bayes EM [Bea03; BC07] (see Section 10.3.5), or blocked Gibbs
sampling (see Section 29.8.4.1). Note, however, that θ and z are highly correlated, so the mean field
approximation can be inaccurate, and the blocked Gibbs method can mix slowly. It is also possible
to use collapsed MCMC in which we marginalize out z1:T and just work with p(θ|y1:T ), which we
can sample using HMC.

29.8.4.1 Blocked Gibbs sampling for LDS

This section is written by Xinglong Li.

In this section, we discuss blocked Gibbs sampling for LDS [CK94b; CMR05; FS07]. We alter-
nate between sampling from p(z1:T |y1:T ,θ) using the forwards-filter backwards-sampling algorithm
(Section 8.2.3.5), and sampling from p(θ|z1:T ,y1:T ), which is easy to do if we use conjugate priors.

In more detail, we will consider the following linear Gaussian state space model with homogeneous
parameters:

p(zt|zt−1,ut) = N (zt|Fzt−1 +But,Q) (29.110)
p(yt|zt,ut) = N (yt|Hzt +Dut,R) (29.111)

The set of all the parameters is θ = {F,H,B,D,Q,R}. For the sake of simplicity, we assume that
the regression coefficient matrix B and D include the intercept term (i.e., the last entry of ut = 1).

We use conjugate MNIW priors, as in Bayesian multivariate linear regression Section 15.2.9.
Specifically,

p(Q, [F,B]) = MNIW(Mz0,Vz0, νq0,Ψq0) (29.112)
p(R, [H,D]) = MNIW(My0,Vy0, νr0,Ψr0) (29.113)

Given z1:T , u1:T and y1:T , the posteriors are also MNIW. Specifically,

Q|z1:T ,u1:T ∼ IW(νq1,Ψq1) (29.114)
[F,B]|Q, z1:T ,u1:T ∼MN (Mz1,Q,Vz1) (29.115)

where the set of hyperparameters {Mz1,Vz1, νq1 ,Ψq1} of the posterior MNIW can be obtained by
replacing Y,A,X in Equation (15.105) with z2:T , [F,B], and [zTt−1,u

T
t ]
T
t=2:T , respectively. Similarly,

R|z1:T ,u1:T ,y1:T ∼ IW(νr1,Ψr1) (29.116)
[H,D]|R, z1:T ,u1:T ,y1:T ∼MN (My1,R,Vy1), (29.117)
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and the hyperparameters {My1,Vy1, νr1,Ψr1} of the posterior MNIW can be obtained by replacing
Y,A,X in Equation (15.105) with y1:T , [H,D], and [yTt ,u

T
t ]
T
1;T .

29.8.5 Online parameter learning for SSMs

For many applications, we need to estimate the parameters of the SSM (such as the transition noise
Q and observation noise R) online, so that we can track non-stationary environments, etc. This
problem is known as adaptive filtering. For some classical methods (based on moment matching),
see [JB67; Meh72]. For an online, recursive MLE method based on the derivative of the particle
filter, see [ADT12]. For a recent online variational Bayes approach, see [Cam+21; Hua+18c; VW21]
and the references therein.

29.9 Switching linear dynamical systems (SLDSs)

Consider a state-space modelin which the latent state has both a discrete latent variable, mt ∈
{1, . . . ,K}, and a continuous latent variable, zt ∈ RNz . (A model with discrete and continuous latent
variables is known as a hybrid system in control theory.) We assume the observed responses are
continuous, yt ∈ RNy . We may also have continuous observed inputs ut ∈ RNu . The discrete variable
can be used to represent different kinds of system dynamics or operating regimes (e.g., normal or
abnormal), or different kinds of observation models (e.g., to handle outliers due to sensor noise or
failures). If the system is linear-Gaussian, it is called a switching linear dynamical system
(SLDS), a regime switching Markov model [Ham90; KN98], or a jump Markov linear system
(JMLS) [DGK01].

29.9.1 Parameterization

An SLDS model is defined as follows:

p(mt = k|mt−1 = j) = Ajk (29.118)
p(zt|zt−1,mt = k,ut) = N (zt|Fkzt−1 +Bkut + bk,Qk) (29.119)
p(yt|zt,mt = k,ut) = N (yt|Hkzt +Dkut + dk,Rk) (29.120)

See Figure 29.25a for the DPGM representation. It is straightforward to make a nonlinear version
of this model.

29.9.2 Posterior inference

Unfortunately exact inference in such switching models is intractable, even in the linear Gaussian
case. To see why, suppose for simplicity that the latent discrete switching variable mt is binary, and
that only the dynamics matrix F depend on mt, not the observation matrix H. Our initial belief
state will be a mixture of 2 Gaussians, corresponding to p(z1|y1,m1 = 1) and p(z1|y1,m1 = 2).
The one-step-ahead predictive density will be a mixture of 4 Gaussians p(z2|y1,m1 = 1,m2 = 1),
p(z2|y1,m1 = 1,m2 = 2), p(z2|y1,m1 = 2,m2 = 1), and p(z2|y1,m1 = 2,m2 = 2), obtained by
passing each of the prior modes through the 2 possible transition models. The belief state at step 2
will also be a mixture of 4 Gaussians, obtained by updating each of the above distributions with
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mt−1 mt
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(a) (b)

Figure 29.25: (a) A switching SSM. Squares represent discrete random variables, circles represent continuous
random variables. (b) Illustration of how the number of modes in the belief state of a switching SSM grows
exponentially over time. We assume there are two binary states.

y2. At step 3, the belief state will be a mixture of 8 Gaussians. And so on. So we see there is an
exponential explosion in the number of modes. Each sequence of discrete values corresponds to a
different hypothesis (sometimes called a track), which can be represented as a tree, as shown in
Figure 29.25b.

Various methods for approximate online inference have been proposed for this model, such as the
following:

• Prune off low probability trajectories in the discrete tree. This is widely used in multiple hypothesis
tracking methods (see Section 29.9.3).

• Use particle filtering (Section 13.2) where we sample discrete trajectories, and apply the Kalman
filter to the continuous variables. See Section 13.4.1 for details.

• Use ADF (Section 8.6), where we approximate the exponentially large mixture of Gaussians with
a smaller mixture of Gaussians. See Section 8.6.2 for details.

• Use structured variational inference, where we approximate the posterior as a product of chain-
structured distributions, one over the discrete variables and one over the continuous variables,
with variational “coupling” terms in between (see e.g., [GH98; PJD21; Wan+22]).

29.9.3 Application: Multitarget tracking

The problem of multi-target tracking frequently arises in engineering applications (especially in
aerospace and defence). This is a very large topic (see e.g., [BSF88; BSL93; Vo+15] for details), but
in this section, we show how switching LDS models (or their nonlinear extensions) can be used to
tackle the problem.

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



29.9. Switching linear dynamical systems (SLDSs) 1013

7.5 10.0 12.5 15.0 17.5 20.0 22.5 25.0 27.5

4

6

8

10

12

Data

Trajectory 1
Trajectory 2
Trajectory 3
Trajectory 4

(a)

10 15 20 25
0

2

4

6

8

10

12

14

Filtered Posterior

Trajectory 1
Trajectory 2
Trajectory 3
Trajectory 4

(b)

10 15 20 25
0

2

4

6

8

10

12

14

Smoothed Posterior

Trajectory 1
Trajectory 2
Trajectory 3
Trajectory 4

(c)

Figure 29.26: Illustration of Kalman filtering and smoothing for tracking multiple moving objects. Generated
by kf_parallel.ipynb.
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Figure 29.27: A model for tracking two objects in the presence of data-association ambiguity. We observe 3, 1
and 2 detections at time steps t− 1, t and t+ 1. The mt hidden variable encodes the association between the
observations and the hidden causes.

29.9.3.1 Warm-up

In the simplest setting, we know there are N objects we want to track, and each one generates its
own uniquely identified observation. If we assume the objects are independent, we can apply Kalman
filtering and smoothing in parallel, as shown in Figure 29.26. (In this example, each object follows a
linear dynamical model with different initial random velocities, as in Section 29.7.1.)

29.9.3.2 Data association

More generally, at each step we may observe M measurements, e.g., “blips” on a radar screen. We
can have M < N due to occlusion or missed detections. We can have M > N due to clutter or false
alarms. Or we can have M = N . In any case, we need to figure out the correspondence between
the M detections xmt and the N objects zit. This is called the problem of data association, and it
arises in many application domains.
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We can model this problem by augmenting the state space with discrete variables mt that represent
the association matrix between the observations, yt,1:M , and the sources, zt,1:N . See Figure 29.27 for
an illustration, where we have N = 2 objects, but a variable number Mt of observations per time
step.

As we mentioned in Section 29.9.2, inference in such hybrid (discrete-continouus) models is
intractable, due to the exponential number of posterior modes. In the sections below, we briefly
mention a few approximate inference methods.

29.9.3.3 Nearest neighbor approximation using Hungarian algorithm

A common way to perform approximate inference in this model is to compute an N ×M weight
matrix, where Wim measures the “compatibility” between object i and measurement m, typically
based on how close m is to where the model thinks i is (the so-called nearest neighbor data
association heuristic).

We can make this into a square matrix by adding dummy background objects, which can explain
all the false alarms, and adding dummy observations, which can explain all the missed detections.
We can then compute the maximal weight bipartite matching using the Hungarian algorithm,
which takes O(max(N,M)3) time (see e.g., [BDM09]).

Conditional on knowing the assignments of measurements to tracks, we can perform the usual
Bayesian state update procedure (e.g., based on Kalman filtering). Note that objects that are assigned
to dummy observations do not perform a measurement update, so their state estimate is just based
on forwards prediction from the dynamics model.

29.9.3.4 Other approximate inference schemes

The Hungarian algorithm can be slow (since it is cubic in the number of measurements), and can give
poor results since it relies on hard assignment. Better performance can be obtained by using loopy
belief propagation (Section 9.4). The basic idea is to approximately marginalize out the unknown
assignment variables, rather than perform a MAP estimate. This is known as the SPADA method
(sum-product algorithm for data association) [WL14b; Mey+18].

The cost of each iteration of the iterative procedure is O(NM). Furthermore, [WL14b] proved this
will always converge in a finite number of steps, and [Von13] showed that the corresponding solution
will in fact be the global optimum. The SPADA method is more efficient, and more accurate, than
earlier heuristic methods, such as JPDA (joint probabilistic data association) [BSWT11; Vo+15].

It is also possible to use sequential Monte Carlo methods to solve data association and tracking.
See Section 13.2 for a general discussion of SMC, and [RAG04; Wan+17b] for a review of specific
techniques for this model family.

29.9.3.5 Handling an unknown number of targets

In general, we do not know the true number of targets N , so we have to deal with variable-sized
state space. This is an example of an open world model (see Section 4.6.5), which differs from the
standard closed world assumption where we know how many objects of interest there are.

For example, suppose at each time step we get two “blips” on our radar screen, representing the
presence of an object at a given location. These measurements are not tagged with the source of the
object that generated them, so the data looks like Figure 29.28(a). In Figure 29.28(b-c) we show two

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



29.9. Switching linear dynamical systems (SLDSs) 1015

1

2

3

4

5

1

2

3

4

5

(a)

1

2
3

3

4

5

1

2 4

5

(b)

1

2

3

4

5

1

2

3

4

5

(c)

1

2
3

3

4

5

1

2

track termination

detection
failure

track
initiation

4

5

false alarm

(d)

Figure 29.28: Illustration of multi-target tacking in 2d over 5 time steps. (a) We observe 2 measurements per
time step. (b-c) Possible hypotheses about the underlying object tracks. (d) A more complex hypothesis in
which the red track stops at step 3, the dashed red track starts at step 4, the dotted blue track has a detection
failure at step 3, and one of the measurements at step 3 is a false alarm. Adapted from Figure 15.8 of [RN19].

different hypotheses about the underlying object trajectories that could have generated this data.
However, how can we know there are two objects? Maybe there are more, but some are just not
detected. Maybe there are fewer, and some observations are false alarms due to background clutter.
One such more complex hypothesis is shown in Figure 29.28(d). Figuring out what is going on in
problems such as this is known as multiple hypothesis tracking.

A common approximate solution to this is to create new objects whenever an observation cannot be
“explained” (i.e., generated with high likelihood) by any existing objects, and to prune out old objects
that have not been detected in a while (in order to keep the computational cost bounded). Sets
whose size and content are both random are called random finite sets. An elegant mathematical
framework for dealing with such objects is described in [Mah07; Mah13; Vo+15].
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Figure 29.29: Illustration of a bearings-only tracking problem. Adapted from Figure 2.1 of [CP20b].

29.10 Nonlinear SSMs

In this section, we consider SSMs with nonlinear transition and/or observation functions, and additive
Gaussian noise. That is, we assume the model has the following form

zt = f(zt−1,ut) + qt (29.121)
qt ∼ N (0,Qt) (29.122)
yt = h(zt,ut) + rt (29.123)
rt ∼ N (0,Rt) (29.124)

This is called a nonlinear dynamical system (NLDS), or nonlinear Gaussian SSM (NLG-
SSM).

29.10.1 Example: object tracking and state estimation

In Section 8.3.2.3 we give an example of a 2d tracking problem where the motion model is nonlinear,
but the observation model is linear.

Here we consider an example where the motion model is linear, but the observation model is
nonlinear. In particular, suppose we use the same 2d linear dynamics as in Section 29.7.1, where the
state space contains the position and velocity of the object, zt =

(
ut vt u̇t v̇t

)
. (We use u and

v for the two coordinates, to avoid confusion with the state and observation variables.) Instead of
directly observing the location, suppose we have a bearings only tracking problem, in which we
just observe the angle to the target:

yt = tan−1
(
vt − sy
ut − sx

)
+ rt (29.125)

where (sx, sy) is the position of the measurement sensor. See Figure 29.29 for an illustration. This
nonlinear observation model prevents the use of the Kalman filter, but we can still apply approximate
inference methods, as we discuss below.

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



29.11. Non-Gaussian SSMs 1017

Figure 29.30: Samples from a 2d LDS with 5 Poisson likelihood terms. Generated by poisson_lds.ipynb.

29.10.2 Posterior inference

Inferring the states of an NLDS model is in general computationally difficult. Fortunately, there are
a variety of approximate inference schemes that can be used, such as the extended Kalman filter
(Section 8.3.2), the unscented Kalman filter (Section 8.4.2), etc.

29.11 Non-Gaussian SSMs

In this section, we consider SSMs in which the transition and observation noise is non-Gaussian.
The transition and observation functions can be linear or nonlinear. We can represent this as a
probabilistic model as follows:

p(zt|zt−1,ut) = p(zt|f(zt−1,ut)) (29.126)
p(yt|zt,ut) = p(yt|h(zt,ut)) (29.127)

This is called a non-Gaussian SSM (NSSM).

29.11.1 Example: spike train modeling

In this section we discuss consider an SSM with linear-Gaussian latent dynamics and a Poisson
likelihood. Such models are widely used in neuroscience for modeling neural spike trains. (see e.g.,
[Pan+10; Mac+11]). This is an example of an exponential family state-space model (see e.g.,
[Vid99; Hel17]).

We consider a simple example where the model has 2 continuous latent variables, and we set the
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Figure 29.31: Latent state trajectory (blue lines) and dynamics matrix A (arrows) for (left) true model and
(right) estimated model. The star marks the start of the trajectory. Generated by poisson_lds.ipynb.

dynamics matrix A to a random rotation matrix. The observation model has the form

p(yt|zt) =
D∏

d=1

Poi(ytd| exp(wT
dzt)) (29.128)

where wd is a random vector, and we use D = 5 observations per time step. Some samples from this
model are shown in Figure 29.30.

We can fit this model by using EM, where in the E step we approximate p(yt|zt) using a Laplace
approximation, after which we can use the Kalman smoother to compute p(z1:T |y1:T ). In the M step,
we optimize the expected complete data log likelihood, similar to Section 29.8.1. We show the result
in Figure 29.31, where we compare the parameters A and the posterior trajectory E [zt|y1:T ] using
the true model and the estimated model. We see good agreement.

29.11.2 Example: stochastic volatility models

In finance, it is common to model the log-returns, yt = log(pt/pt−1), where pt is the price of some
asset at time t. A common model for this problem, known as a stochastic volatility model, (see
e.g., [KSC98]), has the following form:

yt = u
T
tβ + exp(zt/2)rt (29.129)

zt = µ+ ρ(zt−1 − µ) + σqt (29.130)
rt ∼ N (0, 1) (29.131)
qt ∼ N (0, 1) (29.132)

We see that the dynamical model is a first-order autoregressive process. We typically require that
|ρ| < 1, to ensure the system is stationary. The observation model is Gaussian, but can be replaced
by a heavy-tailed distribution such as a Student.

We can capture longer range temporal correlation by using a higher order auto-regressive process.
To do this, we just expand the state-space to contain the past K values. For example, if K = 2 we
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have
(
zt − µ
zt−1 − µ

)
=

(
ρ1 ρ2
1 0

)(
zt−1 − µ
zt−2 − µ

)
+

(
qt
0

)
(29.133)

where qt ∼ N (0, σ2
z). Thus we have

zt = µ+ ρ1(zt−1 − µ) + ρ2(zt−2 − µ) + qt (29.134)

29.11.3 Posterior inference

Inferring the states of an NGSSM model is in general computationally difficult. Fortunately, there
are a variety of approximate inference schemes that can be used, which we discuss in Chapter 8 and
Chapter 13.

29.12 Structural time series models

In this section, we discuss time series forecasting, which is the problem of computing the predictive
distribution over future observations given the data up until the present, i.e., computing p(yt+h|y1:t).
(The model may optionally be conditioned on known future inputs, to get p(yt+h|y1:t,u1:t+h).) There
are many approaches to this problem (see e.g., [HA21]), but in this section, we focus on structural
time series (STS) models, which are defined in terms of linear-Gaussian SSMs.

Many classical time series methods, such as the ARMA (autoregressive moving average) method,
can be represented as STS models (see e.g., [Har90; CK07; DK12; PFW21]). However, the STS
approach has much more flexibility. For example, we can create nonlinear, non-Gaussian, and even
hierarchical extensions, as we discuss below.

29.12.1 Introduction

The basic idea of an STS model is to represent the observed scalar time series as a sum of C individual
components:

f(t) = f1(t) + f2(t) + · · ·+ fC(t) + ϵt (29.135)

where ϵt ∼ N (0, σ2). For example, we might have a seasonal component that causes the observed
values to oscillate up and down, and a growth component, that causes the observed values to get
larger over time. Each latent process fc(t) is modeled by a linear Gaussian state-space model, which
(in this context) is also called a dynamic linear model (DLM). Since these are linear, we can
combine them altogether into a single LG-SSM. In particular, in the case of scalar observations, the
model has the form

p(zt|zt−1,θ) = N (zt|Fzt−1,Q) (29.136)

p(yt|zt,θ) = N (yt|Hzt + βTut, σ2
y) (29.137)

where F and Q are block structured matrices, with one block per component. The vector H then
adds up all the relevant pieces from each component to generate the overall mean. Note that the
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matrices F and H are fixed sparse matrices which can be derived from the form of the corresponding
components of the model, as we discuss below. So the only model parameters are the variance
terms, Q and σ2

y, and the optional regression coefficients β.4 We can generalize this to vector-valued
observations as follows:

p(zt|zt−1,θ) = N (zt|Fzt−1,Q) (29.138)
p(yt|zt,θ) = N (yt|Hzt +Dut,R) (29.139)

29.12.2 Structural building blocks

In this section, we discuss the building blocks of common STS models.

29.12.2.1 Local level model

The simplest latent dynamical process is known as the local level model. It assumes the observations
yt ∈ R are generated by a Gaussian with (latent) mean µt, which evolves over time according to a
random walk:

yt = µt + ϵy,t ϵy,t ∼ N (0, σ2
y) (29.140)

µt = µt−1 + ϵµ,t, ϵµ,t ∼ N (0, σ2
µ) (29.141)

We also assume µ1 ∼ N (0, σ2
µ). Hence the latent mean at any future step has distribution

µt ∼ N (0, tσ2
µ), so the variance grows with time. We can also use an autoregressive (AR) process,

µt = ρµt−1 + ϵµ,t, where |ρ| < 1. This has the stationary distribution µ∞ ∼ N (0,
σ2
µ

1−ρ2 ), so the
uncertainty grows to a finite asymptote instead of unboundedly.

29.12.2.2 Local linear model

Many time series exhibit linear trends upwards or downwards, at least locally. We can model this
by letting the level µt change by an amount δt−1 (representing the slope of the line over an interval
∆t = 1) at each step

µt = µt−1 + δt−1 + ϵµ,t (29.142)

The slope itself also follows a random walk,

δt = δt−1 + ϵδ,t (29.143)

and ϵδ,t ∼ N (0, σ2
δ ). This is called a local linear trend model.

We can combine these two processes by defining the following dynamics model:
(
µt
δt

)

︸ ︷︷ ︸
zt

=

(
1 1
0 1

)

︸ ︷︷ ︸
F

(
µt−1
δt−1

)

︸ ︷︷ ︸
zt−1

+

(
ϵµ,t
ϵδ,t

)

︸ ︷︷ ︸
ϵt

(29.144)

4. In the statistics community, the notation often [DK12], who write the dynamics as αt = Ttαt−1 + ctRtηt and the
observations as yt = Ztαt + βTxt +Htϵt, where ηt ∼ N (0, I) and ϵt ∼ N (0, 1).
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Figure 29.32: (a) A BSTS model with local linear trend and linear regression on inputs. The observed output
is yt. The latent state vector is defined by zt = (µt, δt). The (static) parameters are θ = (σy, σµ, σδ,β). The
covariates are ut. (b) Adding a latent seasonal process (with S = 4 seasons). Parameter nodes are omitted
for clarity.

For the emission model we have

yt =
(
1 0

)
︸ ︷︷ ︸

H

(
µt
δt

)

︸ ︷︷ ︸
zt

+ϵy,t (29.145)

We can also use an autoregressive model for the slope, i.e.,

δt = D + ρ(δt−1 −D) + ϵδ,t (29.146)

where D is the long run slope to which δ will revert. This is called a “semilocal linear trend”
model, and is useful for longer term forecasts.

29.12.2.3 Adding covariates

We can easily include covariates ut into the model, to increase prediction accuracy. If we use a linear
model, we have

yt = µt + β
Tut + ϵy,t (29.147)

See Figure 29.32a for an illustration of the local level model with covariates. Note that, when
forecasting into the future, we will need some way to predict the input values of future ut+h; a simple
approach is just to assume future inputs are the same as the present, ut+h = ut.
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29.12.2.4 Modelling seasonality

Many time series also exhibit seasonality, i.e., they fluctuate periodically. This can be modeled by
creating a latent process consisting of a series offset terms, st. To model cyclicity, we ensure that
these sum to zero (on average) over a complete cycle of S steps:

st = −
S−1∑

k=1

st−k + ϵs,t, ϵs,t ∼ N (0, σ2
s) (29.148)

For example, for S = 4, we have st = −(st−1+ st−2+ st−3)+ ϵs,t. We can convert this to a first-order
model by stacking the last S − 1 seasons into the state vector, as shown in Figure 29.32b.

29.12.2.5 Adding it all up

We can combine the various latent processes (local level, linear trend, and seasonal cycles) into a
single linear-Gaussian SSM, because the sparse graph structure can be encoded by sparse matrices.
More precisely, the transition model becomes



st
st−1
st−2
µt
δt




︸ ︷︷ ︸
zt

=




−1 −1 −1 0 0
1 0 0 0 0
0 1 0 0 0
0 0 0 1 1
0 0 0 0 1




︸ ︷︷ ︸
F




st−1
st−2
st−3
µt−1
δt−1




︸ ︷︷ ︸
zt−1

+N
(
0,diag([σ2

s , 0, 0, σ
2
µ, σ

2
δ ]
)

(29.149)

Having defined the model, we can use the Kalman filter to compute p(zt|y1:t), and then make
predictions forwards in time by rolling forwards in latent space, and then predicting the outputs:

p(yt+1|y1:t) =
∫
p(yt+1|zt+1)p(zt+1|zt)p(zt|y1:t)dzt (29.150)

This can be computed in closed form, as explained in Section 8.2.2.

29.12.3 Model fitting

Once we have specified the form of the model, we need to learn the model parameters, θ = (D,R,Q),
since F and H fixed to the values specified by the structural blocks, and B = 0. Common
approaches are based on maximum likelihood estimation (see Section 29.8), and Bayesian inference
(see Section 29.8.4). The latter approach is known as Bayesian structural time series or BSTS
modeling [SV14; QRJN18], and often uses the following conjugate prior:

p(θ) = MNIW(R,D)IW(Q) (29.151)

Alternatively, if there are a large number of covariates, we may use a sparsity-promoting prior (e.g.,
spike and slab, Section 15.2.5) for the regression coefficients D.
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Figure 29.33: (a) CO2 levels from Mauna Loa. In orange plot we show predictions for the most recent 10
years. (b) Underlying components for the STS mode which was fit to Figure 29.33a. Generated by sts.ipynb.

29.12.4 Forecasting

Once the parameters have been estimated on an historical dataset, we can perform inference on
a new time series to compute p(zt|y1:t,u1:t,θ) using the Kalman filter (Section 8.2.2). Given the
current posterior, we can then “roll forwards” in time to forecast future observations h steps ahead
by computing p(yt+h|y1:t,u1:t+h,θ), as in Section 8.2.2.3. If the parameters are uncertain, we can
sample from the posterior, p(θ|y1:t,u1:t), and then perform Monte Carlo averaging of the forecasts.

29.12.5 Examples

In this section, we give various examples of STS models.

29.12.5.1 Example: forecasting CO2 levels from Mauna Loa

In this section, we fit an STS model to the monthly atmospheric CO2 readings from the Mauna Loa
observatory in Hawaii.5 The data is from January 1966 to February 2019. We combine a local linear
trend model with a seasonal model, where we assume the periodicity is S = 12, since the data is
monthly (see Figure 29.33a). We fit the model to all the data except for the last 10 years using
variational Bayes. The resulting posterior mean and standard deviations for the parameters are
σy = 0.169± 0.008, σµ = 0.159± 0.017, σδ = 0.009± 0.003, σs = 0.038± 0.008. We can sample 10
parameter vectors from the posterior and then plug them it to create a distribution over forecasts.
The results are shown in orange in Figure 29.33a. Finally, in Figure 29.33b, we plot the posterior
mean values of the two latent components (linear trend and current seasonal value) over time. We
see how the model has successfully decomposed the observed signal into a sum of two simpler signals.
(See also Section 18.8.1 where we model this data using a GP.)

5. For details, see https://blog.tensorflow.org/2019/03/structural-time-series-modeling-in.html.
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Figure 29.34: (a) Hourly temperature and electricity demand in Victoria, Australia in 2014. (b) Electricity
forecasts using an STS. Generated by sts.ipynb.

29.12.5.2 Example: forecasting (real-valued) electricity usage

In this section, we consider a more complex example: forecasting electricity demand in Victoria,
Australia, as a function of the previous value and the external temperature. (Remember that January
is summer in Australia!) The hourly data from the first six weeks of 2014 is shown in Figure 29.34a.6

We fit an STS to this using 4 components: a seasonal hourly effect (period 24), a seasonal daily effect
(period 7, with 24 steps per season), a linear regression on the temperature, and an autoregressive
term on the observations themselves. We fit the model with variational inference. (This takes about
a minute on a GPU.) We then draw 10 posterior samples and show the posterior predictive forecasts
in Figure 29.34b. We see that the results are reasonable, but there is also considerable uncertainty.

We plot the individual components in Figure 29.35. Note that they have different vertical scales,
reflecting their relative importance. We see that the regression on the external temperature is the
most important effect. However, the hour of day effect is also quite significant, even after accounting
for external temperature. The autoregressive effect is the most uncertain one, since it is responsible
for modeling all of the residual variation in the data beyond what is accounted for by the observation
noise.

We can also use the model for anomaly detection. To do this, we compute the one-step-ahead
predictive distributions, p(yt|y1:t−1,u1:t), for each time step t, and then flag all time steps where the
observation is improbable. The results are shown in Figure 29.36.

29.12.5.3 Example: forecasting (integer valued) sales

In Section 29.12.5.2, we used a linear Gaussian STS model to forecast electricity demand. However, for
some problems, we have integer valued observations, e.g., for neural spike data (see Section 29.11.1),
RNA-Seq data [LJY19], sales data, etc. Here we focus on the case of sales data, where yt ∈ {0, 1, 2, . . .}
is the number of units of some item that are sold on a given day. Predicting future values of yt is
important for many businesses. (This problem is known as demand forecasting.)

We assume the observed counts are due to some latent demand, zt ∈ R. Hence we can use a
model similar to Section 29.11.1, with a Poisson likelihood, except the linear dynamics are given

6. The data is from https://github.com/robjhyndman/fpp2-package.
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Figure 29.35: Components of the electricity forecasts. Generated by sts.ipynb.
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Figure 29.36: Anomaly detection in a time series. We plot the observed electricity data in blue and the
predictions in orange. In gray, we plot the z-score at time t , given by (yt − µt)/σt, where p(yt|y1:t−1,u1:t) =
N (µt, σ

2
t ). Anomalous observations are defined as points where zt > 3 and are marked with red crosses.

Generated by sts.ipynb.
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Figure 29.37: Visualization of a probabilistic demand forecast for a hypothetical product. Note the sudden
spike near the Christmas holiday in December 2013. The black line denotes the actual demand. Green lines
denote the model samples in the training range, while the red lines show the actual probabilistic forecast on
data unseen by the model. The red bars at the bottom indicate out-of-stock events which can explain the
observed zeros. From Figure 1 of [Bös+17]. Used with kind permission of Tim Januschowski.

by an STS model. In [SSF16; See+17], they consider a likelihood of the form yt ∼ Poi(yt|g(dyt )),
where dt = zt + u

T
tw is the instantaneous latent demand, ut are the covariates that encode seasonal

indicators (e.g., temporal distance from holidays), and g(d) = ed or log(1+ed) is the transfer function.
The dynamics model is a local random walk term, and zt = zt−1 + αN (0, 1), to capture serial
correlation in the data.

However, sometimes we observe zero counts, yt = 0, not because there is no demand, but because
there is no supply (i.e., we are out of stock). If we do not model this properly, we may incorrectly
infer that zt = 0, thus underestimating demand, which may result in not ordering enough inventory
for the future, further compounding the error.

One solution is to use a zero-inflated Poisson (ZIP) model [Lam92] for the likelihood. This is a
mixture model of the form p(yt|dt) = p0I (yt = 0)+ (1− p0)Poi(yt|edt), where p0 is the probability of
the first mixture component. It is also common to use a (possibly zero-inflated) negative binomial
model (Section 2.2.1.4) as the likelihood. This is used in [Cha14; Sal+19b] for the demand forecasting
problem. The disadvantage of these likelihoods is that they are not log-concave for dt = 0, which
complicates posterior inference. In particular, the Laplace approximation is a poor choice, since it
may find a saddle point. In [SSF16], they tackle this using a log-concave multi-stage likelihood, in
which yt = 0 is emitted with probability σ(d0t ); otherwise yt = 1 is emitted with probability σ(d1t );
otherwise yt = is emitted with probability Poi(d2t ). This generalizes the scheme in [SOB12].

29.12.5.4 Example: hierarchical SSM for electoral panel data

Suppose we perform a survey for the US presidential elections. Let N j
t be the number of people who

vote at time t in state j, and let yjt be the number of those people who vote Democrat. (We assume
N j
t − yjt vote Republican.) It is natural to want to model the dependencies in this data both across

time (longitudinally) and across space (this is an example of panel data).
We can do this using a hierarchical SSM, as illustrated in Figure 29.38. The top level Markov

chain, z0t , models national-level trends, and the state-specific chains, zjt , model local “random effects”.
In practice we would usually also include covariates at the national level, u0

t and state level, ujt .
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zjt−1 zjt

z0t−1 z0t · · ·

· · ·

j=1:J

Figure 29.38: Illustration of a hierarchical state-space model.

Thus the model becomes

yjt ∼ Bin(yjt |πjt , N j
t ) (29.152)

πjt = σ
[
(z0t )

Tu0
t + (zjt )

Tujt

]
(29.153)

z0t = z0t−1 +N (0, σ2I) (29.154)

zjt = z
j
t−1 +N (0, τ2I) (29.155)

For more details, see [Lin13b].

29.12.6 Causal impact of a time series intervention

In this section, we discuss how to estimate the causal effect on an intervention given some quasi-
experimental time series data. (The term “quasi-experimental” means the data was collected under
an intervention but without using random assignment.) For example, suppose yt is the click through
rate (CTR) of the web page of some company at time t. The company launches an ad campaign at
time n, and observes outcomes y1:n before the intervention and yn+1:m after the intervention. (This
is an example of an interrupted time series, since the “natural” process was perturbed at some
point.) A natural question to ask is: what would the CTR have been had the company not run the ad
campaign? This is a counterfactual question. (We discuss counterfactuals in Section 4.7.4.) If we
can predict this counterfactual time series, ỹn+1:m, then we compare the actual yt to the predicted
ỹt, and use this to estimate the causal impact of the intervention.

To predict the counterfactual outcome, we will use a structural time series (STS) model (see
Section 29.12), following [Bro+15]. An STS model is a linear-Gaussian state-space model, where
arrows have a natural causal interpretation in terms of the arrow of time; thus a STS is a kind
of structural equation model, and hence a structural causal model (see Section 4.7). The use of an
SCM allows us to infer the latent state of the noise variables given the observed data; we can then
“roll back time” to the point of intervention, where we explore an alternative “fork in the road” from
the one we actually took by “rolling forwards in time” in a new version of the model, using the twin
network approach to counterfactual inference (see Section 4.7.4).

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 29.39: Twin network state-space model for estimating causal impact of an intervention that occurs
just after time step n = 2. We have m = 4 actual observations, denoted y1:4. We cut the incoming arcs
to z3 since we assume z3:T comes from a different distribution, namely the post-intervention distribution.
However, in the counterfactual world, shown at the bottom of the figure (with tilde symbols), we assume the
distributions are the same as in the past, so information flows along the chain uninterrupted.

29.12.6.1 Computing the counterfactual prediction

To explain the method in more detail, consider the twin network in Figure 29.39. The intervention
occurs after time n = 2, and there are m = 4 observations in total. We observe 2 datapoints before
the intervention, y1:2, and 2 datapoints afterwards, y3:4. We assume observations are generated by
latent states z1:4, which evolve over time. The states are subject to exogeneous noise terms, which
can represent any set of unmodeled factors, such as the state of the economy. In addition, we have
exogeneous covariates, x1:m.

To predict what would have happened if we had not performed the intervention, (an event denoted
by ã = 0), we replicate the part of the model that occurs after the intervention, and use it to make
forecasts. The goal is to compute the counterfactual distribution, p(ỹn+1:m|y1:n,x1:m), where ỹt
represents counterfactual outcomes if the action had been ã = 0. We can compute this counterfactual
distribution as follows:

p(ỹn+1:m|y1:n,x1:m) =

∫
p(ỹn+1:m|z̃n+1:m,xn+1:m,θ)p(z̃n+1:m|zn,θ)× (29.156)

p(zn,θ|x1:n,y1:n)dθdzndz̃n+1:m (29.157)

where

p(zn,θ|x1:n,y1:n) = p(zn|x1:n,y1:n,θ)p(θ|x1:n,y1:n) (29.158)

For linear Gaussian SSMs, the term p(zn|x1:n,y1:n,θ) can be computed using Kalman filtering
(Section 8.2.2), and the term p(θ|y1:n,x1:n), can be computed using MCMC or variational inference.
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Figure 29.40: A graphical model representation of the local level causal impact model. The dotted line
represents the time n at which an intervention occurs. Adapted from Figure 2 of [Bro+15]. Used with kind
permission of Kay Brodersen.

We can use samples from the above posterior predictive distribution to compute a Monte Carlo
approximation to the distribution of the treatment effect per time step, τ it = yt − ỹit, where the
i index refers to posterior samples. We can also approximate the distribution of the cumulative
causal impact using σit =

∑t
s=n+1 τ

i
t . (There will be uncertainty in these quantities arising both from

epistemic uncertainty, about the true parameters controlling the model, and aleatoric uncertainty,
due to system and observation noise.)

29.12.6.2 Assumptions needed for the method to work

The validity of the method is based on 3 assumptions: (1) Predictability: we assume that the outcome
can be adequately predicted by our model given the data at hand. (We can check this by using
backcasting, in which we make predictions on part of the historical data.) (2) Unaffectedness: we
assume that the intervention does not change future covariates xn+1:m. (We can potentially check
this by running the method with each of the covariates as an outcome variable.) (3) Stability: we
assume that, had the intervention not taken place, the model for the outcome in the pre-treatment
period would have continued in the post-treatment period. (We can check this by seeing if we predict
an effect if the treatment is shifted earlier in time.)

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 29.41: Some simulated time series data which we use to estimate the causal impact of some intervention,
which occurs at time n = 70, Generated by causal_impact_jax.ipynb.

29.12.6.3 Example

As a concrete example, let us assume we have a local level model and we use linear regression to
model the dependence on the covariates, as in Section 29.12.2.3. That is,

yt = µt + β
Txt +N (0, σ2

y) (29.159)

µt = µt−1 + δt−1 +N (0, σ2
µ) (29.160)

δt = δt−1 +N (0, σ2
δ ) (29.161)

See the graphical model in Figure 29.40. The static parameters of the model are θ = (β, σ2
y, σ

2
µ, σ

2
δ ),

the other terms are state or observation variables. (Note that we are free to use any kind of STS
model; the local level model is just a simple default.)

For simplicity, let us assume we have a single scalar input xt, in addition to the scalar output yt.
We create some synthetic data using an autoregressive process on xt, and then set yt = 1.2xt + ϵt.
We then manually intervene at timestep t = 70 by increasing the yt values by 10. In Figure 29.41, we
show the output of the causal impact procedure when applied to this dataset. In the top row, we see
that the forecasted output ỹt (blue line) at times t ≥ 70 follows the general AR trend learned by
the model on the pre-interventional period, whereas the actual observations yt (black line) are quite
different. Thus the posterior over the pointwise causal impact, τt = yt − ỹt, has a value of about 10
for t ≥ 70.

29.12.6.4 Comparison to synthetic control

The use of a linear combination of other “donor” time series βTxt is similar in spirit to the concept of
a “synthetic control” [Aba; Shi+21]. However we do not restrict ourselves to a convex combination
of donors. Indeed, when we have many covariates, we can use a spike-and-slab prior (Section 15.2.5)
or horseshoe prior (Section 15.2.7) to select the relevant ones. Furthermore, the STS method can be
applied even if we just observe the outcome series yt, without any other parallel time series.
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29.12.7 Prophet

Prophet [TL18a] is a popular time series forecasting library from Facebook. It fits a generalized
additive model of the form

y(t) = g(t) + s(t) + h(t) +wTx(t) + ϵt (29.162)

where g(t) is a trend function, s(t) is a seasonal fluctuation (modeled using linear regression applied
to a sinusoidal basis set), h(t) is an optional set of sparse “holiday effects”, x(t) are an optional set
of (possibly lagged) covariates, w are the regression coefficients, and ϵ(t) is the residual noise term,
assumed to be iid Gaussian.

Prophet is a regression model, not an auto-regressive model, since it predicts the time series y1:T
given the time stamp t and the covariates x1:T , but without conditioning on past observations of
y. To model the dependence on time, the trend function is assumed to be a piecewise linear trend
with S changepoints, uniformly spaced in time. (See Section 29.5.6 for a discussion of changepoint
detection.) That is, the model has the form

g(t) = (k + a(t)T δ)t+ (m+ a(t)Tγ) (29.163)

where k is the growth rate, m is the offset, aj(t) = I (t ≥ sj), where sj is the time of the j’th
changepoint, δt ∼ Laplace(τ) is the magnitude of the change, and γj = −sjδj to make the function
continuous. The Laplace prior on δ ensures the MAP parameter estimate is sparse, so the difference
across change point boundaries is usually 0.

For an interactive visualization of how Prophet works, see https://github.com/MBrouns/timeseers.

29.12.8 Neural forecasting methods

Classical time series methods work well when there is little data (e.g., short sequences, or few
covariates). However, in some cases, we have a lot of data. For example, we might have a single, but
very long sequence, such as in anomaly detection from real-time sensors [Ahm+17]. Or we may have
multiple, related sequences, such as sales of related products [Sal+19b]. In both cases, larger data
means we can afford to fit more complex parametric models. Neural networks are a natural choice,
because of their flexibility. Until recently, their performance in forecasting tasks was not competitive
with classical methods, but this has recently started to change, as described in [Ben+22; LZ20].

A common benchmark in the univariate time series forecasting literature is the M4 forecasting
competition [MSA18], which requires participants to make forecasts on many different kinds of
(univariate) time series (without covariates). This was recently won by a neural method [Smy20].
More precisely, the winner of the 2019 M4 competition was a hybrid RNN-classical method called
ES-RNN [Smy20]. The exponential smoothing (ES) part allows data-efficient adaptation to the
observed past of the current time series; the recurrent neural network (RNN) part allows for learning
of nonlinear components from multiple related time series. (This is known as a local+global model,
since the ES part is “trained” just on the local time series, whereas the RNN is trained on a global
dataset of related time series.)

In [Ran+18] they adopt a different approach for combining RNNs and classical methods, called
DeepSSM. In particular, they train a single RNN to predict the parameters of a state-space model
(see Main Section 29.1). In more detail, let xn1:T represent the n’th time series, and let θnt represent
the non-stationary parameters of a linear-trend SSM model (see Section 29.12.1). We train an RNN to
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compute θnt = f(cn1:T ;ϕ), where ϕ are the RNN parameters shared across all sequences. We can use
the predicted parameters to compute the log likelihood of the sequence, Ln = log p(xn1:T |cn1:T ,θn1:T ),
using the Kalman filter. These two modules can be combined to allow for end-to-end training of ϕ
to maximize

∑N
n=1 Ln.

In [Wan+19c], they propose a different hybrid model known as Deep Factors. The idea is to
represent each time series (or its latent function, for non-Gaussian data) as a weighted sum of a
global time series, coming from a neural model, and a stochastic local model, such as an SSM or GP.
The DeepGLO (global-local) approach of [SYD19] proposes a related hybrid method, where the
global model uses matrix factorization to learn shared factors. This is then combined with temporal
convolutional networks.

It is also possible to train a purely neural model, without resorting to classical methods. For
example, the N-BEATS model of [Ore+20] trains a residual network to predict the weights of a set
of basis functions, corresponding to a polynomial trend and a periodic signal. The weights for the
basis functions are predicted for each window of input using the neural network. Another approach
is the DeepAR model of [Sal+19b], which fits a single RNN to a large number of time series. The
original paper used integer (count) time series, modeled with a negative binomial likelihood function.
This is a unimodal distribution, which may not be suitable for all tasks. More flexible forms, such as
mixtures of Gaussians, have also been proposed [Muk+18].

A popular alternative is to use quantile regression [Koe05], in which the model is trained
to predict quantiles of the distribution, which can be done by optimizing the pinball loss (see
Section 14.3.2.1). For example, [Gas+19] proposed SQF-RNN, which uses splines to represent the
quantile function. They used CRPS or continuous-ranked probability score as the loss function,
which trains the model to predict all the quantiles. In particular, for a quantile predictor F−1(α),
the CRPS loss is defined as

CRPS(F−1, y) =
∫ 1

0

2ℓα(y, F
−1(α))dα

where the inner loss function is the pinball loss defined in Equation (14.53). CRPS is a proper scoring
rule, but is less sensitive to outliers, and is more “distance aware”, than log loss. For determiistic
predictions, the CRPS reduces to the absolute error.

The above methods all predict a single output (per time step). If there are multiple simultaneous
observations, it is best to try to model their interdependencies. In [Sal+19a], they use a (low-rank)
Gaussian copula for this, and in [Tou+19], they use a nonparametric copula.

In [Wen+17], they simultaneously predict quantiles for multiple steps ahead using dilated causal
convolution (or an RNN). They call their method MQ-CNN. In [WT19], they extend this to predict
the full quantile function, taking as input the desired quantile level α, rather than prespecifying
a fixed set of levels. They also use a copula to learn the dependencies among multiple univariate
marginals.

29.13 Deep SSMs

Traditional state-space model assume linear dynamics and linear observation models, both with
additive Gaussian noise. This is obviously very limiting. In this section, we allow the dynamics
and/or observation model to be modeled by nonlinear and/or non-Markovian deep neural networks;
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we call these deep state-space model, also known as dynamical variational autoencoders.
(To be consistent with the literature on VAEs, we denote the observations by xt instead of yt.) For a
detailed review, see [Ged+20; Gir+21].

29.13.1 Deep Markov models

Suppose we create a SSM in which we use a deep neural network for the dynamics model and/or
observation model; the result is called a deep Markov model [KSS17] or stochastic RNN [BO14;
Fra+16]. (This is not quite the same as a variational RNN, which we explain in Section 29.13.4.)

We can fit a DMM using SVI (Section 10.1.4). The key is to infer the posterior over the latents.
From the first-order Markov properties, the exact posterior is given by

p(z1:T |x1:T ) =

T∏

t=1

p(zt|zt−1,x1:T ) =

T∏

t=1

p(zt|zt−1,���x1:t−1,xt:T ) (29.164)

where we define p(z1|z0,x1:T ) = p(z1|x1:T ), and the cancelation follows since zt ⊥ x1:t−1|zt−1, as
pointed out in [KSS17].

In general, it is intractable to compute p(z1:T |x1:T ), so we approximate it with an inference network.
There are many choices for q. A simple one is a fully factorized model, q(z1:T ) =

∏
t q(zt|x1:t). This

is illustrated in Figure 29.42a. Since zt only depends on past data, x1:t (which is accumulated in the
RNN hidden state ht), we can use this inference network at run time for online inference. However,
for training the model offline, we can use a more accurate posterior by using

q(z1:T |x1:T ) =

T∏

t=1

q(zt|zt−1,x1:T ) =

T∏

t=1

q(zt|zt−1,���x1:t−1,xt:T ) (29.165)

Note that the dependence on past observation x1:t−1 is already captured by zt−1, as in Equa-
tion (29.164). The dependencies on future observations, xt:T , can be summarized by a backwards
RNN, as shown in Figure 29.42b. Thus

q(z1:T ,h1:T |x1:T ) =

1∏

t=T

I (ht = f(ht+1,xt))

T∏

t=1

q(zt|zt−1,ht) (29.166)
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Figure 29.42: Inference networks for deep Markov model. (a) Fully factorized causal posterior q(z1:T |x1:T ) =∏
t q(zt|x1:t). The past observations x1:t are stored in the RNN hidden state ht. (b) Markovian posterior

q(z1:T |x1:T ) =
∏

t q(zt|zt−1,xt:T ). The future observations xt:T are stored in the RNN hidden state ht.

Given a fully factored q(z1:T ), we can compute the ELBO as follows.

log p(x1:T ) = log

[∑

z1:T

p(x1:T |z1:T )p(z1:T )
]

(29.167)

= logEq(z1:T )
[
p(x1:T |z1:T )

p(z1:T )

q(z1:T )

]
(29.168)

= logEq(z1:T )

[
T∏

t=1

p(xt|zt)p(zt|zt−1)
q(zt)

]
(29.169)

≥ Eq(z1:T )

[
T∑

t=1

log p(xt|zt) + log p(zt|zt−1)− log q(zt)

]
(29.170)

=

T∑

t=1

Eq(zt) [log p(xt|zt)]− Eq(zt−1) [DKL (q(zt) ∥ p(zt|zt−1))] (29.171)

If we assume that the variational posteriors are jointly Gaussian, we can use the reparameterization
trick to use posterior samples to compute stochastic gradients of the ELBO. Furthermore, since we
assumed a Gaussian prior, the KL term can be computed analytically.

29.13.2 Recurrent SSM

In a DMM, the observation model p(xt|zt) is first-order Markov, as is the dynamics model p(zt|zt−1).
We can modify the model so that it captures long-range dependencies by adding deterministic hidden
states as well. We can make the observation model depend on z1:t instead of just zt by using p(xt|ht),
where ht = f(ht−1, zt), so ht records all the stochastic choices. This is illustrated in Figure 29.43a.
We can also make the dynamical prior depend on z1:t−1 by replacing p(zt|zt−1) with p(zt|ht−1). as
is illustrated in Figure 29.43b. This is known as a recurrent SSM.

We can derive an inference network for an RSSM similar to the one we used for DMMs, except
now we use a standard forwards RNN to compute q(zt|x1:t−1,x1:t).
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Figure 29.43: Recurrent state-space models. (a) Prior is first-order Markov, p(zt|zt−1), but observation model
is not Markovian, p(xt|ht) = p(xt|z1:t), where ht summarizes z1:t. (b) Prior model is no longer first-order
Markov either, p(zt|ht−1) = p(zt|z1:t−1). Diamonds are deterministic nodes, circles are stochastic.
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(a) Standard Variational bound (b) Observation overshooting (c) Latent overshooting

Figure 29.44: Unrolling schemes for SSMs. The labels zi|j is shorthand for p(zi|x1:j). Solid lines denote the
generative process, dashed lines the inference process. Arrows pointing at shaded circles represent log-likelihood
loss terms. Wavy arrows indicate KL divergence loss terms. (a) Standard 1 step reconstruction of the
observations. (b) Observation overshooting tries to predict future observations by unrolling in latent space.
(c) Latent overshooting predicts future latent states and penalizes their KL divergence, but does need to care
about future observations. Adapted from Figure 3 of [Haf+19].

29.13.3 Improving multistep predictions

In Figure 29.44(a), we show the loss terms involved in the ELBO. In particular, the wavy edge zt|t →
zt|t−1 corresponds to Eq(zt−1) [DKL (q(zt) ∥ p(zt|zt−1))], and the solid edge zt|t → xt corresponds to
Eq(zt) [log p(xt|zt)]. We see that the dynamics model, p(zt|zt−1), is only ever penalized in terms of
how it differs from the one-step-ahead posterior q(zt), which can hurt the ability of the model to
make long-term predictions.

One solution to this is to make multistep forwards predictions using the dynamics model, and use
these to reconstruct future observations, and add these errors as extra loss terms. This is called
observation overshooting [Amo+18], and is illustrated in Figure 29.44(b).

A faster approach, proposed in [Haf+19], is to apply a similar idea but in latent space. More
precisely, let us compute the multi-step prediction model, by repeatedly applying the transition
model and integrating out the intermediate states to get p(zt|zt−d). We can then compute the ELBO

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 29.45: Variational RNN. (a) Generative model. (b) Inference model. The diamond-shaped nodes are
deterministic.

for this as follows:

log pd(x1:T ) ≜ log

∫ T∏

t=1

p(zt|zt−d)p(xt|zt)dz1:T (29.172)

≥
T∑

t=1

Eq(zt) [log p(xt|zt)]− Ep(zt−1|zt−d)q(zt−d) [DKL (q(zt) ∥ p(zt|zt−1))] (29.173)

To train the model so it is good at predicting at different future horizon depths d, we can average
the above over all 1 ≤ d ≤ D. However, for computational reasons, we can instead just average the
KL terms, using weights βd. This is called latent overshooting [Haf+19], and is illustrated in
Figure 29.44(c). The new objective becomes

1

D

D∑

d=1

log pd(x1:T ) ≥
T∑

t=1

Eq(zt) [log p(xt|zt)] (29.174)

− 1

D

D∑

d=1

βdEp(zt−1|zt−d)q(zt−d) [DKL (q(zt) ∥ p(zt|zt−1))] (29.175)

29.13.4 Variational RNNs

A variational RNN (VRNN) [Chu+15] is similar to a recurrent SSM except the hidden states are
generated conditional on all past hidden states and all past observations, rather than just the past
hidden states. This is a more expressive model, but is slower to use for forecasting, since unrolling
into the future requires generating observations xt+1,xt+2, . . . to “feed into” the hidden states, which
controls the dynamics. This makes the model less useful for forecasting and model-based RL (see
Section 35.4.5.2).

More precisely, the generative model is as follows:

p(x1:T , z1:T ,h1:T ) =

T∏

t=1

p(zt|ht−1,xt−1)I (ht = f(ht−1,xt−1, zt)) p(xt|ht) (29.176)

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



29.13. Deep SSMs 1037

where p(z1|h0,x0) = p(z0) and h1 = f(h0,x0, z1) = f(z1). Thus ht = (z1:t,x1:t−1) is a summary
of the past observations and past and current stochastic latent samples. If we marginalize out
these deterministic hidden nodes, we see that the dynamical prior on the stochastic latents is
p(zt|ht−1,xt−1) = p(zt|z1:t−1,x1:t−1), whereas in a DMM, it is p(zt|zt−1), and in an RSSM, it is
p(zt|z1:t−1). See Figure 29.45a for an illustration.

We can train VRNNs using SVI. In [Chu+15], they use the following inference network:

q(z1:T ,h1:T |x1:T ) =

T∏

t=1

I (ht = f(ht−1, zt−1,xt) q(zt|ht) (29.177)

Thus ht = (z1:t−1,x1:t). Marginalizing out these deterministic nodes, we see that the filtered
posterior has the form q(z1:T |x1:T ) =

∏
t q(zt|z1:t−1,x1:t). See Figure 29.45b for an illustration. (We

can also optionally replace xt with the output of a bidirectional RNN to get the smoothed posterior,
q(z1:T |x1:T ) =

∏
t q(zt|z1:t−1,x1:T ).)

This approach was used in [DF18] to generate simple videos of moving objects (e.g., a robot
pushing a block); they call their method stochastic video generation or SVG. This was scaled up
in [Vil+19], using simpler but larger architectures.
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30 Graph learning

30.1 Introduction

Graphs are a very common way to represent data. In this chapter we discuss probability models for
graphs. In Section 30.2, we assume the graph structure G is known, but we want to “explain” it in
terms of a set of meaningful latent features; for this we use various kinds of latent variable models. In
Section 30.3, we assume the graph structure G is unknown and needs to be inferred from correlated
data, xn ∈ RD; for this, we will use probabilistic graphical models with unknown topology. See also
Section 16.3.6, where we discuss graph neural networks, for performing supervised learning using
graph-structured data.

30.2 Latent variable models for graphs

Graphs arise in many application areas, such as modeling social networks, protein-protein interaction
networks, or patterns of disease transmission between people or animals. To try to find “interesting
structure” in such graphs, such as clusters or communities, it is common to fit latent variable
generative models of various forms, such as the stochastic blocks model.

More details on this topic can be found in Supplementary Section 30.1 in the online supplementary
material.

30.3 Graphical model structure learning

In this section, we discuss how to learn the structure of a probabilistic graphical model given sample
observations of some or all of its nodes. That is, the input is an N ×D data matrix, and the output
is a graph G (directed or undirected) with NG nodes. (Usually NG = D, but we also consider the
case where we learn extra latent nodes that are not present in the input.)

30.3.1 Methods

There are many different methods for learning PGM graph structures. See e.g., [VCB22] for a
recent review. More details on this topic can be found in Supplementary Chapter 30 in the online
supplementary material.

https://github.com/probml/pml-book/blob/main/supp2.md
https://github.com/probml/pml-book/blob/main/supp2.md
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Figure 30.1: A sparse undirected Gaussian graphical model learned using graphical lasso applied to some flow
cytometry data (from [Sac+05]), which measures the phosphorylation status of 11 proteins. The sparsity level
is controlled by λ. (a) λ = 36. (b) λ = 27. (c) λ = 7. (d) λ = 0. Adapted from Figure 17.5 of [HTF09].
Generated by ggm_lasso_demo.ipynb.

30.3.2 Applications

In terms of applications, there are three main reasons to perform structure learning for PGMs:
understanding, prediction, and causal inference (which involves both understanding and prediction),
as we summarize below.

Learning sparse PGMs can be useful for gaining an understanding of multiple interacting variables.
For example, consider a problem that arises in systems biology: we measure the phosphorylation
status of some proteins in a cell [Sac+05] and want to infer how they interact. Figure 30.1 gives an
example of a graph structure that was learned from this data, using a method called graphical lasso
[FHT08; MH12], which is explained in Supplementary Section 30.4.2. As another example, [Smi+06]
showed that one can recover the neural “wiring diagram” of a certain kind of bird from multivariate
time-series EEG data. The recovered structure closely matched the known functional connectivity of
this part of the bird brain.

In some cases, we are not interested in interpreting the graph structure, we just want to use it to
make predictions. One example of this is in financial portfolio management, where accurate models of
the covariance between large numbers of different stocks is important. [CW07] show that by learning
a sparse graph, and then using this as the basis of a trading strategy, it is possible to outperform (i.e.,
make more money than) methods that do not exploit sparse graphs. Another example is predicting
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traffic jams on the freeway. [Hor+05] describe a deployed system called JamBayes for predicting
traffic flow in the Seattle area, using a directed graphical model whose structure was learned from
data.

Structure learning is also an important pre-requisite for causal inference. In particular, to predict
the effects of interventions on a system, or to perform counterfactual reasoning, we need to know the
structural causal model (SCM), as we discuss in Section 4.7. An SCM is a kind of directed graphical
model where the relationships between nodes are deterministic (functional), except for stochastic
root (exogeneous) variables. Consequently one can use techniques for learning DAG structures as a
way to learn SCMs, if we make some assumptions about (lack of) confounders. This is called causal
discovery. See Supplementary Section 30.5 in the online supplementary material for details.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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31 Nonparametric Bayesian models

This chapter is written by Vinayak Rao.

31.1 Introduction

The defining characteristic of a parametric model is that the objects being modeled, whether
regression or classification functions, probability densities, or something more modern like graphs or
shapes, are indexed by a finite-dimensional parameter vector. For instance, neural networks have a
fixed number of parameters, independent of the dataset. In a parametric Bayesian model, a prior
probability distribution on these parameters is used to define a prior distribution on the objects of
interest. By contrast, in a Bayesian nonparametric (BNP) model (also called a non-parametric
Bayesian model) we directly place prior distributions on the objects of interest, such as functions,
graphs, probability distributions, etc. This is usually done via some kind of stochastic process,
which is a probability distribution over a potentially infinite set of random variables.

One example is a Gaussian process. As explained in Chapter 18, this defines a probability
distribution over an unknown function f : X → R, such that the joint distribution of f(X) =
(f(x1), . . . , f(xN )) is jointly Gaussian for any finite set of values X = {xn ∈ X}Nn=1 i.e., p(f(X)) =
N (f(X)|µ(X),K(X)) where µ(X) = [µ(x1), . . . , µ(xN )] is the mean, K(X) = [K(xi),K(xj)] is the
N ×N Gram matrix, and K is a positive definite kernel function. The complexity of the posterior
over functions can grow with the amount of data, avoiding underfitting, since we maintain a full
posterior distribution over the infinite set of unknown “parameters” (i.e., function evaluations at all
points x ∈ X ). But by taking a Bayesian approach, we avoid overfitting this infinitely flexible model.
Despite involving infinite-parameter objects, practitioners are often only interested in inferences on a
finite training dataset and predictions on a finite test dataset. This often allows these models to be
surprisingly tractable. We can also define probability distributions over probability distributions, as
well as other kinds of objects.

We discuss these topics in more detail in Supplementary Chapter 31. For even more information,
see e.g., [Hjo+10; GV17].

https://github.com/probml/pml-book/blob/main/supp2.md




32 Representation learning

This chapter is written by Ben Poole and Simon Kornblith.

32.1 Introduction

Representation learning is a paradigm for training machine learning models to transform raw
inputs into a form that makes it easier to solve new tasks. Unlike supervised learning, where the
task is known at training time, representation learning often assumes that we do not know what task
we wish to solve ahead of time. Without this knowledge, are there transformations of the input we
can learn that are useful for a variety of tasks we might care about?

One point of evidence that representation learning is possible comes from us. Humans can rapidly
form rich representations of new classes [LST15] that can support diverse behaviors: finding more
instances of that class, decomposing that instance into parts, and generating new instances from that
class. However, it is hard to directly specify what representations we would like our machine learning
systems to learn. We may want it make it easy to solve new tasks with small amounts of data, we
may want to construct novel inputs or answer questions about similarities between inputs, and we
may want the representation to encode certain information while discarding other information.

In building methods for representation learning, the goal is to design a task whose solution requires
learning an improved representation of the input instead of directly specifying what the representation
should do. These tasks can vary greatly, from building generative models of the dataset to learning
to cluster datapoints. Different methods often involve different assumptions on the dataset, different
kinds of data, and induce different biases on the learned representation. In this chapter we first
discuss methods for evaluating learned representations, then approaches for learning representations
based on supervised learning, generative modeling, and self-supervised learning, and finally the theory
behind when representation learning is possible.

32.2 Evaluating and comparing learned representations

How can we make sense of representations learned by different neural networks, or of the differences
between representations learned in different layers of the same network? Although it is tempting
to imagine representations of neural networks as points in a space, this space is high-dimensional.
In order to determine the quality of representations and how different representations differ, we
need ways to summarize these high-dimensional representations or their relationships with a few
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Neural Network

Input Data Representation

Figure 32.1: Representation learning transforms input data (left) where data from different classes (color) are
mixed together to a representation (right) where attributes like class are more easily distinguished. Generated
by vib_demo.ipynb.

relevant scalars. Doing so requires making assumptions about what structure in the representations
is important.

32.2.1 Downstream performance

The most common way to evaluate the quality of a representation is to adapt it to one or more
downstream tasks thought to be representative of real-world scenarios. In principle, one could choose
any strategy to adapt the representation, but a small number of adaptation strategies dominate the
literature. We discuss these strategies below.

Clearly, downstream performance can only differ from pretraining performance if the downstream
task is different from the pretraining task. Downstream tasks can differ from the pretraining task
in their input distributions, target distributions, or both. The downstream tasks used to evaluate
unsupervised or self-supervised representation learning often involve the same distribution of inputs
as the pretraining task, but require predicting targets that were not provided during pretraining. For
example, in self-supervised visual representation learning, representations learned on the ImageNet
dataset without using the accompanying labels are evaluated on ImageNet using labels, either by
performing linear evaluation with all the data or by fine-tuning using subsets of the data. By contrast,
in transfer learning (Section 19.5.1), the input distribution of the downstream task differs from the
distribution of the pretraining task. For example, we might pretrain the representation on a large
variety of natural images and then ask how the representation performs at distinguishing different
species of birds not seen during pretraining.

32.2.1.1 Linear classifiers and linear evaluation

Linear evaluation treats the trained neural network as a fixed feature extractor and trains a
linear classifier on top of fixed features extracted from a chosen network layer. In earlier work,
this linear classifier was often a support vector machine [Don+14; SR+14; Cha+14], but in more
recent work, it is typically an L2-regularized multinomial logistic regression classifier [ZIE17; KSL19;
KZB19]. The process of training this classifier is equivalent to attaching a new layer to the chosen
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representation layer and training only this new layer, with the rest of the network’s weights frozen
and any normalization/regularization layers set to “inference mode” (see Figure 32.2).

Although linear classifiers are conceptually simple compared to deep neural networks, they are
not necessarily simple to train. Unlike deep neural network training, objectives associated with
commonly-used linear classifiers are convex and thus it is possible to find global minima, but it can
be challenging to do so with stochastic gradient methods. When using SGD, it is important to
tune both the learning rate schedule and weight decay. Even with careful tuning, SGD may still
require substantially more epochs to converge when training the classifier than when training the
original neural network [KZB19]. Nonetheless, linear evaluation with SGD remains a commonly used
approach in the representation learning literature.

When it is possible to maintain all features in memory simultaneously, it is possible to use full-batch
optimization method with line search such as L-BFGS in place of SGD [KSL19; Rad+21]. These
optimization methods ensure that the loss decreases at every iteration of training, and thus do not
require manual tuning of learning rates. To obtain maximal accuracy, it is still important to tune
the amount of regularization, but this can be done efficiently by sweeping this hyperparameter and
using the optimal weights for the previous value of the hyperparameter as a warm start. Using a
full-batch optimizer typically implies precomputing the features before performing the optimization,
rather than recomputing features on each minibatch. Precomputing features can save a substantial
amount of computation, since the forwards passes through the frozen model are typically much more
expensive than computing the gradient of the linear classifier. However, precomputing features also
limits the number of augmentations of each example that can be considered.

It is important to keep in mind that the accuracy obtainable by training a linear classifier on a finite
dataset is only a lower bound on the accuracy of the Bayes-optimal linear classifier. The datasets
used for linear evaluation are often small relative to the number of parameters to be trained, and
the classifier typically needs to be regularized to obtain maximal accuracy. Thus, linear evaluation
accuracy depends not only on whether it is possible to linearly separate different classes in the
representation, but also on how much data is required to find a good decision boundary with a
given training objective and regularizer. In practice, even an invertible linear transformation of a
representation can affect linear evaluation accuracy.

32.2.1.2 Fine-tuning

It is also possible to adapt all layers from the pretraining task to the downstream task. This process
is typically referred to as fine-tuning [HS06b; Gir+14]. In its simplest form, fine-tuning, like
linear evaluation, involves attaching a new layer to a chosen representation layer, but unlike linear
evaluation, all network parameters, and not simply those of the new layer, are updated according to
gradients computed on the downstream task. The new layer may be initialized with zeros or using
the solution obtained by training it with all other parameters frozen. Typically, the best results are
obtained when the network is fine-tuned at a lower learning rate than was used for pretraining.

Fine-tuning is substantially more expensive than training a linear classifier on top of fixed feature
representations, since each training step requires backpropagating through multiple layers. However,
fine-tuned networks typically outperform linear classifiers, especially when the pretraining and
downstream tasks are very different [KSL19; AGM14; Cha+14; Azi+15]. Linear classifiers perform
better only when the number of training examples is very small (~5 per class) [KSL19].

Fine-tuning can also involve adding several new network layers. For detection and segmentation
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tasks, which require fine-grained knowledge of spatial position, it is common to add a feature pyramid
network (FPN) [Lin+17b] that incorporates information from different feature maps in the pretrained
network. Alternatively, new layers can be interspersed between old layers and initialized to preserve
the network’s output. Net2Net [CGS15] follows this approach to construct a higher-capacity network
that makes use of representations contained in the pretrained weights of a smaller network, whereas
adapter modules [Hou+19] incorporate new, parameter-efficient modules into a pretrained network
and freeze the old ones to reduce the number of parameters that need to be stored when adapting
models to different tasks.

32.2.1.3 Disentanglement

Given knowledge about how a dataset was generated, for example that there are certain factors of
variation such as position, shape, and color that generated the data, we often wish to estimate how
well we can recover those factors in our learned representation. This requires using disentangled
representation learning methods (see Section 21.3.1.1). While there are a variety of metrics for
disentanglement, most measure to what extent there is a one-to-one correspondence between latent
factors and dimensions of the learned representation.

32.2.2 Representational similarity

Rather than measure compatibility between a representation and a downstream task, we might seek
to directly examine relationships between two fixed representations without reference to a task. In
this section, we assume that we have two sets of fixed representations corresponding to the same
n examples. These representations could be extracted from different layers of the same network
or layers of different neural networks, and need not have the same dimensionality. For notational
convenience, we assume that each set of representations has been stacked row-wise to form matrices
X ∈ Rn×p1 and Y ∈ Rn×p2 such that Xi,: and Yi,: are two different representations of the same
example.

32.2.2.1 Representational similarity analysis and centered kernel alignment

Representational similarity analysis (RSA) is the dominant technique for measuring similarity
of representations in neuroscience [KMB08], but has also been applied in machine learning. RSA
reduces the problem of measuring similarity between representation matrices to measuring the
similarities between representations of individual examples. RSA begins by forming representational
similarity matrices (RSMs) from each representation. Given functions k : X × X 7→ R and k′ :
Y × Y 7→ R that measure the similarity between pairs of representations of individual examples
x,x′ ∈ X , and y,y′ ∈ Y, the corresponding representational similarity matrices K,K ′ ∈ Rn×n
contain the similarities between the representations of all pairs of examples Kij = k(Xi,:,Xj,:) and
K ′ij = k′(Yi,:,Yj,:). These representational similarity matrices are transformed into a scalar similarity
value by applying a matrix similarity function s(K,K ′).

The RSA framework can encompass many different forms of similarity through the selection of the
similarity functions k(·, ·), k′(·, ·), and s(·, ·). How these functions should be selected is a contentious
topic [BS+20; Kri19]. In practice, it is common to choose k(x,x′) = k′(x,x′) = corr[x,x′], the
Pearson correlation coefficient between examples. s(·, ·) is often chosen to be the Spearman rank
correlation between the representational similarity matrices, which is computed by reshaping K and
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K ′ to vectors, computing the rankings of their elements, and measuring the Pearson correlation
between these rankings.

Centered kernel alignment (CKA) is a technique that was first proposed in machine learning
literature [Cri+02; CMR12] but that can be interpreted as a form of RSA. In centered kernel
alignment, the per-example similarity functions k and k′ are chosen to be positive semi-definite
kernels so that K and K ′ are kernel matrices. The matrix similarity function s is the cosine similarity
between centered kernel matrices

s(K,K ′) =
⟨HKH,HK ′H⟩F
∥HKH∥F∥HK ′H∥F

, (32.1)

where ⟨A,B⟩F = vec(A)⊤vec(B) = tr(A⊤B) is the Frobenius product, and H = I − 1
n11

⊤ is the
centering matrix. As it is applied above, the centering matrix subtracts the means from the rows
and columns of the similarity index.

A special case of centered kernel alignment arises when k and k′ are chosen to be the linear kernel
k(x,x′) = k′(x,x′) = x⊤x′. In this case, K =XX⊤ and K ′ = Y Y ⊤, allowing for an alternative
expression for CKA in terms of the similarities between pairs of features rather than pairs of examples.
The representations themselves must first be centered by subtracting the means from their columns,
yielding X̃ =HX and Ỹ =HY . Then, so-called linear centered kernel alignment is given by

s(K,K ′) =
⟨X̃X̃⊤, Ỹ Ỹ ⊤⟩F
∥X̃X̃⊤∥F∥Ỹ Ỹ ⊤∥F

=
∥X̃⊤Ỹ ∥2F

∥X̃⊤X̃∥F∥Ỹ ⊤Ỹ ∥F
. (32.2)

Linear centered kernel alignment is equivalent to the RV coefficient [RE76] between centered features,
as shown in [Kor+19].

32.2.2.2 Canonical correlation analysis and related methods

Given two datasets (in this case, the representation matrices X and Y ), canonical correlation
analysis or CCA (Section 28.3.4.3) seeks to map both datasets to a shared latent space such that
they are maximally correlated in this space. The ith pair of canonical weights (wi,w

′
i) maximize

the correlation between the corresponding canonical vectors ρi = corr[Xwi,Y w
′
i] subject to the

constraint that the new canonical vectors are orthogonal to previous canonical vectors,

maximize corr[Xwi,Y w
′
i]

subject to ∀j<i Xwi ⊥Xwj
∀j<i Y w′i ⊥ Y w′j
∥Xwi∥ = ∥Y w′i∥ = 1.

(32.3)

The maximum number of non-zero canonical correlations is the minimum of the ranks, p =
min(rk(X), rk(Y )).

The standard algorithm for computing the canonical weights and correlations [BG73] first decom-
poses the individual representations as the product of an orthogonal matrix and a second matrix,
X̃ = QR : Q⊤Q = I and Ỹ = Q′R′ : Q′⊤Q′ = I. These decompositions can be obtained either
by QR factorization or singular value decomposition. A second singular value decomposition of
Q⊤Q′ = UΣV ⊤ provides the quantities needed to determine the canonical weights and correlations.
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Specifically, the canonical correlations are the singular values ρ = diag(Σ); the canonical vectors
are the columns of XW = QU and YW ′ = Q′V ; and the canonical weights are W = R−1U and
W ′ = R′−1V .

Two common strategies to turn the resulting vector of canonical correlations into a scalar are to
take the mean squared canonical correlation,

R2
CCA(X,Y ) = ∥ρ∥22/p = ∥Q⊤Q′∥2F/p, (32.4)

or the mean canonical correlation,

ρ̄ =

p∑

i=1

ρi/p = ∥Q⊤Q′∥∗/p, (32.5)

where ∥ · ∥∗ denotes the nuclear norm. The mean squared canonical correlation has several alter-
native names, including Yanai’s GCD [Yan74; RBS84], Pillai’s trace, or the eigenspace overlap
score [May+19].

Although CCA is a powerful tool, it suffers from the curse of dimensionality. If at least one
representation has more neurons than examples and each neuron is linearly independent of the
others, then all canonical correlations are 1. In practice, because neural network representations are
high-dimensional, we can find ourselves in the regime where there are not enough data to accurately
estimate the canonical correlations. Moreover, even when we can accurately estimate the canonical
correlations, it may be desirable for a similarity measure to place less emphasis on the similarity of
low-variance directions.

Singular vector CCA (SVCCA) mitigates these problems by retaining only the largest principal
components of X̃ and Ỹ when performing CCA. Given the singular value decomposition of the
representations X̃ = UΣV ⊤ and Ỹ = U ′Σ′V ′⊤, SVCCA retains only the first k columns of U
corresponding to the largest k singular values of σ = diag(Σ) (i.e., the k largest principal components)
and the first k′ columns of U ′ corresponding to the largest k′ singular values σ′ = diag(Σ′). With
these singular value decompositions, the canonical correlations, vectors, and weights can then be
computed using the algorithm of Björck and Golub [BG73] described above, by setting

Q = U:,1:k, R = Σ1:k,1:kV
⊤
:,1:k, Q′ = U ′:,1:k, R′ = Σ′1:k,1:kV

′⊤
:,1:k. (32.6)

Raghu et al. [Rag+17] suggest retaining enough components to explain 99% of the variance, i.e.,
setting k to the minimum value such that ∥σ1:k∥2/∥σ∥2 = 0.99 and k′ to the minimum value such
that ∥σ′1:k′∥2/∥σ′∥2 = 0.99. However, for a fixed value of min(k, k′), CCA-based similarity measures
increase with the value of max(k, k′). Representations that require more components to explain 99%
of the variance of representations may thus appear “more similar” to all other representations than
representations with more rapidly decaying singular value spectra. In practice, it is often better to
set k and k′ to the same fixed value.

Projection-weighted CCA (PWCCA) [MRB18] instead weights the correlations by a measure
of the variability in the original representation that they explain. The resulting similarity measure is

PWCCA(X,Y ) =

∑p
i=1 αiρi∑p
i=1 αi

, αi = ∥(Y w′i)⊤Y ∥1. (32.7)
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PWCCA enjoys somewhat widespread use in representational similarity literature, but it has po-
tentially undesirable properties. First, it is asymmetric; its value depends on which of the two
representations is used for the weighting. Second, it is unclear why weightings should be determined
using the L1 norm, which is not invariant to rotations of the representation. It is arguably more
intuitive to weight the correlations directly by the amount of variance in the representation that
the canonical component explains, which corresponds to replacing the L1 norm with the squared L2

norm. The resulting similarity measure is

R2
LR(X,Y ) =

∑p
i=1 α

′
iρ

2
i∑p

i=1 α
′
i

, α′i =
p2∑

j=1

∥(Y w′i)⊤Y ∥22. (32.8)

As shown by Kornblith et al. [Kor+19], when p2 ≥ p1, this alternative similarity measure is equivalent
to the overall variance explained by using linear regression to fit every neuron in Ỹ using the
representation X̃,

R2
LR(X,Y ) = 1−

p2∑

i=1

min
β
∥Ỹ:,i − X̃β∥2/∥Ỹ ∥2F. (32.9)

Finally, there is also a close relationship between CCA and linear CKA. This relationship can
be clarified by writing similarity indexes directly in terms of the singular value decompositions
X̃ = UΣV ⊤ and Ỹ = U ′Σ′V ′⊤. The left-singular vectors ui = U:,i correspond to the principal
components of X normalized to unit length, and the squared singular values λi = Σ2

ii are the amount
of variance that those principal components explain (up to a factor of 1/n). Given these singular
value decompositions, R2

CCA, R2
LR, and linear CKA become:

R2
CCA(X,Y ) =

p1∑

i=1

p2∑

j=1

(
u⊤i u

′
j

)2
/p1 (32.10)

R2
LR(X,Y ) =

p2∑

i=1

p2∑

j=1

λ′j
(
u⊤i u

′
j

)2
/

p2∑

j=1

λ′j (32.11)

CKAlinear(X,Y ) =

∑p1
i=1

∑p2
j=1 λiλ

′
j

(
u⊤i u

′
j

)2
√∑p1

i=1 λ
2
i

√∑p2
j=1 λ

′
j
2
. (32.12)

Thus, these similarity indexes all involve the similarities between all pairs of principal components
from X and Y , but place different weightings on these similarities according to the fraction of
variance that these principal components explain.

32.2.2.3 Comparing representational similarity measures

What properties are desirable in a representational similarity measure is an open question, and this
question may not have a unique answer. Whereas evaluations of downstream accuracy approximate
real-world use cases for neural network representations, the goal of representational similarity is
instead to develop understanding of how representations evolve across neural networks, or how they
differ between neural networks with different architectures or training settings.
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One way to taxonomize different similarity measures is through the transformations of a repre-
sentation that they are invariant to. The minimum form of invariance is invariance to permutation
of a representation’s constituent neurons, which is needed because neurons in neural networks gen-
erally have no canonical ordering: for commonly-used initialization strategies, any permutation of
a given initialization is equiprobable, and nearly all architectures and optimizers produce training
trajectories that are equivariant under permutation. On the other hand, invariance to arbitrary
invertible transformations, as provided by mutual information, is clearly undesirable, since many
realistic neural networks are injective functions of the input [Gol+19] and thus there always exists an
invertible transformation between any pair of representations. In practice, most similarity measures in
common use are invariant to rotations (orthogonal transformations) of representations, which implies
invariance to permutation. Similarity measures based solely on CCA correlations, such as R2

CCA and
ρ̄, are invariant to all invertible linear transformations of representations. However, SVCCA and
PWCCA are not.

A different way to distinguish similarity measures is to investigate situations where we know
the relationships among representations and to empirically evaluate their ability to recover these
relationships. Kornblith et al. [Kor+19] propose a simple “sanity check”: Given two architecturally
identical networks A and B trained from different random initializations, any layer in network A
should be more similar to the architecturally corresponding layer in network B than to any other
layer. They show that, when considering flattened representations of CNNs, similarity measures
based on centered kernel alignment satisfy this sanity check whereas other similarity measures do not.
By contrast, when considering representations of individual tokens in Transformers, all similarity
measures perform reasonably well. However, Maheswaranathan et al. [Mah+19] show that both
CCA and linear CKA are highly sensitive to seemingly innocuous RNN design choices such as the
activation function, even though analysis of the fixed points of the dynamics of different networks
suggests they all operate similarly.

32.3 Approaches for learning representations

The goal of representation learning is to learn a transformation of the inputs that makes it easier to
solve future tasks. Typically the tasks we want the representation to be useful for are not known when
learning the representation, so we cannot directly train to improve performance on the task. Learning
such generic representations requires collecting large-scale unlabeled or weakly-labeled datasets, and
identifying tasks or priors for the representations that one can solve without direct access to the
downstream tasks. Most methods focus on learning a parametric mapping z = fθ(x) that takes an
input x and transforms it into a representation z using a neural network with parameters θ.

The main challenge in representation learning is coming up with a task that requires learning
a good representation to solve. If the task is too easy, then it can be solved without learning an
interesting transformation of the inputs, or by learning a shortcut. If a task is too different from
the downstream task that the representation will be evaluated on, then the representation may also
not be useful. For example, if the downstream task is object detection, then the representation
needs to encode both the identity and location of objects in the image. However, if we only care
about classification, then the representation can discard information about position. This leads
to approaches for learning representations that are often not generic: different training tasks may
perform better for different downstream tasks.
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Figure 32.2: Approaches for representation learning from images. An input image is encoded through a deep
neural network (green) to produce a representation (blue). An additional shallow or deep neural network
(yellow) is often used to train the representation, but is thrown out after the representation is learned when
solving downstream tasks. In the supervised case, the mapping from the representation to logits is typically
linear, while for autoencoders the mapping from representation to images can be highly complex and stochastic.
Unlike supervised or generative approaches, contrastive methods rely on other datapoints in the form of positive
pairs (often created through data augmentation) and negative pairs (typically other datapoints) to learn a
representation.

In Figue 32.2, we outline three approaches we will discuss for representation learning. Supervised
approaches train on large-scale supervised or weakly-supervised data using standard supervised
losses. Generative approaches aim to learn generative models of the dataset or parts of a dataset.
Self-supervised approaches are based on transformation prediction or multi-view learning, where
we design a task that where labels can be easily synthesized without needing human input.

32.3.1 Supervised representation learning and transfer

The first major successes in visual representation learning with deep learning came from networks
trained on large labeled datasets. Following the discovery that supervised deep neural networks could
outperform classical computer vision models for natural image classification [KSH12b; CMS12], it
became clear that the representations learned by these networks could outperform handcrafted features
used across a wide variety of tasks [Don+14; SR+14; Oqu+14; Gir+14]. Although unsupervised
visual representation learning has recently achieved competitive results on many domains, supervised
representation learning remains the dominant approach.

Larger networks trained on larger datasets generally achieve better performance on both pretrain-
ing and downstream tasks. When other design choices are held fixed, architectures that achieve
higher accuracy during pretraining on natural image datasets such as ImageNet also learn better
representations for downstream natural image tasks, as measured by both linear evaluation and
fine-tuned accuracy [KSL19; TL19; Zha+19a; Zha+21; Abn+21]. However, when the domain shift
from the pretraining task to the downstream task becomes larger (e.g., from ImageNet to medical
imaging), the correlation between pretraining and downstream accuracy can be much lower [Rag+19;
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Ke+21; Abn+21]. Studies that vary pretraining dataset size generally find that larger pretraining
datasets yield better representations for downstream tasks [HAE16; Mah+18; Kol+20; Zha+21;
Abn+21], although there is an interaction between model size and dataset. When training small
models with the intention of transferring to a specific downstream task, it is sometimes preferable to
pretrain on a smaller dataset that is more closely related to that task rather than a larger dataset
that is less closely related [Cui+18; Mah+18; Ngi+18; Kol+20], but larger models seem to derive
greater benefit from larger, more diverse datasets [Mah+18; Kol+20].

Whereas scaling the architecture and dataset size generally improves both pretraining and down-
stream accuracy, other design choices can improve pretraining accuracy at the expense of transfer, or
vice versa. Regularizers such as penultimate layer dropout and label smoothing improve accuracy
on pretraining tasks but produce worse representations for downstream tasks [KSL19; Kor+21].
Although most convolutional neural networks are trained with batch normalization, Kolesnikov
et al. [Kol+20] find that the combination of group normalization and weight standardization leads
to networks that perform similarly on pretraining tasks but substantially better on transfer tasks.
Adversarial training produces networks that perform worse on pretraining tasks as compared to
standard training, but these representations transfer better to other tasks [Sal+20]. For certain
combinations of pretraining and downstream datasets, increasing the amount of weight decay on
the network’s final layer can improve transferability at the cost of pretraining accuracy [Zha+21;
Abn+21].

The challenge of collecting ever-larger pretraining datasets has led to the emergence of weakly-
supervised representation learning, which eschews the expensive human annotations of datasets
such as ImageNet and instead relies on data that can be readily collected from the Internet, but which
may have greater label noise. Supervision sources include hashtags accompanying images on websites
such as Instagram and Flickr [CG15; Iza+15; Jou+16; Mah+18], image labels obtained automatically
using proprietary algorithms involving user feedback signals [Sun+17; Kol+20], or image captions/alt
text [Li+17a; SPL20; DJ21; Rad+21; Jia+21]. Hashtags and automatic labeling give rise to image
classification problems that closely resemble their more strongly supervised counterparts. The primary
difference versus standard supervised representation learning is that the data are noisier, but in
practice, the benefits of more data often outweigh the detrimental effects of the noise.

Image-text supervision has provided more fertile ground for innovation, as there are many
different ways of jointly processing text and images. The simplest approach is again to convert the
data into an image classification problem, where the network is trained to predict which words or
n-grams appear in the text accompanying a given image [Li+17a]. More sophisticated approaches
train image-conditional language models [DJ21] or masked language models [SPL20], which can make
better use of the structure of the text. Recently, there has been a surge in interest in contrastive
image/text pretraining models such as CLIP [Rad+21] and ALIGN [Jia+21], details of which we
discuss in Section 32.3.4. These models process images and text independently using two separate
“towers”, and learn an embedding space where embeddings of images lie close to the embeddings of
the corresponding text. As shown by Radford et al. [Rad+21], contrastive image/text pretraining
learns high-quality representations faster than alternative approaches.

Beyond simply learning good visual representations, pretrained models that embed image and text
in a common space enable zero-shot transfer of learned representations. In zero-shot transfer, an
image classifier is constructed using only textual descriptions of the classes of interest, without any
images from the downstream task. Early co-embedding models relied on pretrained image models and
word embeddings that were then adapted to a common space [Fro+13], but contrastive image/text
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pretraining provides a means to learn co-embedding models end-to-end. Compared to linear classifiers
trained using image embeddings, zero-shot classifiers typically perform worse, but zero-shot classifiers
are far more robust to distribution shift [Rad+21].

32.3.2 Generative representation learning

Supervised representation learning often fails to learn representations for tasks that differ significantly
from the task the representation was trained on. How can we learn representations when the task we
wish to solve differs a lot from tasks where we have large labeled datasets?

Generative representation learning aims to model the entire distribution of a dataset q(x)
with a parametric model pθ(x). The hope of generative representation learning is that. if we can build
models that can create all the data that we have seen, then we implicitly may learn a representation
that can be used to answer any question about the data, not just the questions that are related to a
supervised task for which we have labels. For example, in the case of digit classification, it is hard
to collect labels for the style of a handwritten digit, but if the model has to product all possible
handwritten digits in our dataset it needs to learn to produce digits with different styles. On the
other hand, supervised learning to classify digits aims to learn a representation that is invariant to
style.

There are two main approaches for learning representations with generative models: (1) latent-
variable models that aim to capture the underlying factors of variation in data with latent variables z
that act as the representation (see the chapter on VAEs, Chapter 21), and (2) fully-observed models
where a neural architecture is trained with a tractable generative objective (see the chapters on AR
models, Chapter 22, and flow models, Chapter 23), and then a representation is extracted from the
learned architecture.

32.3.2.1 Latent-variable models

One criterion for learning a good representation of the world is that it is useful for synthesizing
observed data. If we can build a model that can create new observations, and has a simple set of
latent variables, then hopefully this model will learn variables that are related to the underlying
physical process that created the observations. For example, if we are trying to model a dataset of
2d images of shapes, knowing the position, size, and type of the shape would enable easy synthesis
of the image. This approach to learning is known as analysis-by-synthesis, and is a theory of
perception that aims at identifying a set of underlying latent factors (analysis) that could be used to
synthesize observations [Rob63; Bau74; LM03]. Our goal is to learn a generative model pθ(x, z) over
the observations x and latents z, with parameters θ. Given an observation x, performing the analysis
step to extract a representation requires running inference to sample or compute the posterior mean
of pθ(z|x). Different choices for the model pθ(x, z) and inference procedure for pθ(z|x) represent
different ways of learning representations from a dataset.

Early work on deep latent-variable generative models aimed to learn stacks of features often based
on training simple energy-based models or directed sparse coding models, each of which could explain
the previous set of latent factors, and which learned increasingly abstract representation [HOT06b;
Lee+09; Ran+06]. Bengio, Courville, and Vincent [BCV13] provide an overview of several methods
based on stacking latent-variable generative modeling approaches to learn increasingly abstract
representation. However greedy approaches to generative representation learning have failed to scale
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to larger natural datasets.
If the generative process that created the data is simple and can be described, then encoding

that structure into a generative model is a tremendously powerful way of learning useful and robust
representations. Lake, Salakhutdinov, and Tenenbaum [LST15] and George et al. [Geo+17] use
knowledge of how characters are composed of strokes to build hierarchical generative models with
representations that excel at several downstream tasks. However, for many real-world datasets the
generative structure is not known, and the generative model must also be learned. There is often a
tradeoff between imposing structure in the generative process (such as sparsity) vs. learning that
structure from data.

Directed latent-variable generative models have proven easier to train and scale to natural datasets.
Variational autoencoders (Chapter 21) train a directed latent-variable generative model with varia-
tional inference, and learn a prior pθ(z), decoder pθ(x|z), and an amortized inference network qϕ(z|x)
that can be used to extract a representation on new datapoints. Higgins et al. [Hig+17b] show
β-VAEs (Section 21.3.1) are capable of learning latent variables that correspond to factors of variation
on simple synthetic datasets. Kingma et al. [Kin+14b] and Rasmus et al. [Ras+15] demonstrate
improved performing on semi-supervised learning with VAEs. While there have been several recent
advances to scale up VAEs to natural datasets [VK20b; Chi21b], none of these methods have yet led
to representations that are competitive for downstream tasks such as classification or segmentation.

Adversarial methods for training directed latent-variable models have also proven useful for
representation learning. In particular, GANs (Chapter 26) trained with encoders such as BiGAN
[DKD17], ALI [Dum+17], and [Che+16] were able to learn representations on small scale datasets
that performed well at object classification. The discriminators from GANs have also proven useful
for learning representations [RMC16b]. More recently, these methods were scaled up to ImageNet
in BigBiGAN [DS19], with learned representations that performed strongly on classification and
segmentation tasks.

32.3.2.2 Fully observed models

The neural network architectures used in fully observed generative models can also learn useful
representations without the presence of latent-variables. ImageGPT [Che+20a] demonstrate that
an autoregressive model trained on pixels can learn internal representations that excel at image
classification. Unlike with latent-variable models where the representation is often thought of as the
latent variables, ImageGPT extracted representations from the deterministic layers of the transformer
architecture used to compute future tokens. Similar approaches have shown progress for learning
features in language modeling [Raf+20b], however alternative objectives, based on masked training
(as in BERT, [Dev+19]), often leads to better performance.

32.3.2.3 Autoencoders

A related set of methods for representation learning are based on learning a representation from
which the original data can be reconstructed. These methods are often called autoencoders (see
Section 16.3.3), as the data is encoded in a way such that the input data itself can be recreated.
However, unlike generative models, they cannot typically be used to synthesize observations from
scratch or assign likelihoods to observations. Autoencoders learn an encoder that outputs a repre-
sentation z = fθ(x), and a decoder gϕ(z) that takes the representation z and tries to recreate the
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input data, x. The quality of the approximate reconstruction , x̂ = gϕ(z) is often measured using a
domain-specific loss, for example mean-squared error for images:

L(θ, ϕ) = 1

|D|
∑

x∈D
∥x− gϕ(fθ(x))∥22. (32.13)

If there are no constraints on the encoder or decoder, and the dimensionality of the representation
z matches the dimensionality of the input x, then there exists a trivial solution to minimize the
autoencoding objective: set both fθ and gϕ to identity functions. In this case the representation has
not learned anything interesting, and thus in practice an additional regularizer is often placed on the
learned representation.

Reducing the dimensionality of the representation z is one effective mechanism to avoid trivial
solutions to the autoencoding objective. If both the encoder and decoder networks are linear, and
the loss is mean-squared-error, then the resulting linear autoencoder model can learn the principal
components of a dataset [Pla18].

Other methods maintain higher-dimensional representations by adding sparsity (for example,
penalties on ∥z∥1 in Ng et al. [Ng+11]) or smoothness regularizers [Rif+11], or adding noise to the
input [Vin+08] or intermediate layers of the network [Sri+14b; PSDG14]. These added regularizers
aim to bias the encoder and decoder to learn representations that are not just the identity function,
but instead are nonlinear transformations of the input that may be useful for downstream tasks. See
Bengio, Courville, and Vincent [BCV13] for a more detailed discussion of regularized autoencoders
and their applications. A recent re-evaluation of several algorithms based on iteratively learning
features by stacked regularized autoencoders have been shown to degrade performance versus training
end-to-end from scratch [Pai+14]. However, we will see in Section 32.3.3.1 that denoising autoencoders
have shown promise for representation learning in discrete domains and when applied with more
complex noise and masking patterns.

32.3.2.4 Challenges in generative representation learning

Despite several success in generative representation learning, they have empirically fallen behind.
Generative methods for representation learning have to learn to match complex high-dimensional
and diverse training datasets, which requires modeling all axis of variation of the inputs, regardless
of whether they are semantically relevant for downstream tasks. For example, the exact pattern of
blades of grass in an image matter for generation quality, but are unlikely to be useful for many of
the semantic evaluations that are typically used. Ways to bias generative models to focus on the
semantic features and ignore “noise” in the input is an open area of research.

32.3.3 Self-supervised representation learning

When given large amounts of labeled data, standard supervised learning is a powerful mechanism
for training deep neural networks. When only presented with unlabeled data, building generative
models requires modeling all variations in a dataset, and is often not explicit about what is the
signal and noise that we aim to capture in a representation. The methods and architectures for
building these generative models also differs substantially from those of supervised learning, where
largely feedforward architectures are used to predict low-dimensional representations. Instead of
trying to model all aspects of variation, self-supervised learning aims to design tasks where labels
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can be generated cheaply, and help to encode the structure of what we may care about for other
downstream tasks. Self-supervised learning methods allow us to apply the tools and techniques of
supervised learning to unlabeled data by designing a task for which we can cheaply produce labels.

In the image domain, several self-supervised tasks, also known as pretext tasks, have been proven
effective for learning representations. Models are trained to perform these tasks in a supervised
fashion using data generated by the pretext task, and then the learned representation is transferred
to a target task of interest (such as object recognition), by training a linear classifier or fine-tuning
the model in a supervised fashion.

32.3.3.1 Denoising and masked prediction

Generative representation learning is challenging because generative models must learn to produce
the entire data distribution. A simpler option is denoising, in which some variety of noise is added to
the input and the model is trained to reconstruct the noiseless input. A particularly successful variant
of denoising is masked prediction, in which input patches or tokens are replaced with uninformative
masks and the network is trained to predict only these missing patches or tokens.

The denoising autoencoder [Vin+08; Vin+10a] was the first deep model to exploit denoising for
representation learning. A denoising autoencoder resembles a standard autoencoder architecturally,
but it is trained to perform a different task. Whereas a standard autoencoder attempts to reconstruct
its input exactly, a denoising autoencoder attempts to produce a noiseless output from a noisy input.
Vincent et al. [Vin+08] argue that the network must learn the structure of the data manifold in order
to solve the denoising task.

Newer approaches retain the conceptual approach of the denoising autoencoder, but adjust the
masking strategy and objective. BERT [Dev+18] introduced the masked language modeling
task, where 15% of the input tokens are selected for masking and the network is trained to predict
them. 80% of the time, these tokens are replaced with an uninformative [MASK] token. However, the
[MASK] token does not appear at fine-tuning time, producing some domain shift between pretraining
and fine-tuning. Thus, 10% of the time, tokens are replaced with random tokens, and 10% of the
time, they are left intact. BERT and the masked language modeling task have been extremely
influential for representation learning in natural language processing, inspiring substantial follow-up
work [Liu+19c; Jos+20].

Although denoising-based approaches to representation learning were first employed for computer
vision, they received little attention for the decade that followed. Vincent et al. [Vin+08] greedily
trained stacks of up to three denoising autoencoders that were then fine-tuned end-to-end to perform
digit classification, but greedy unsupervised pretraining was abandoned as it was shown that it
was possible to attain good performance using CNNs and other architectures trained end-to-end.
Context encoders [Pat+16] mask contiguous image regions and train models to perform inpainting,
achieving transfer learning performance competitive with other contemporary unsupervised visual
representation learning methods. The use of image colorization as a pretext task [ZIE16; ZIE17] is also
related to denoising in that colorization involves reconstructing the original image from a corrupted
input, although generally color is dropped in a deterministic fashion rather than stochastically.

Recently, the success of BERT in NLP has inspired new approaches to visual representation learning
based on masked prediction. Image GPT [Che+20a] trained a transformer directly upon pixels to
perform a BERT-style masked image modeling task. While the resulting model achieves very high
accuracy when fine-tuned CIFAR-10, the cost of self-attention is quadratic in the number of pixels,

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



32.3. Approaches for learning representations 1059

encoder

....

....

decoder

input target

Figure 32.3: Masked autoencoders learn a representation of images by randomly masking out input patches
and trying to predict them (from He et al. [He+21]).

limiting applicability to larger image sizes. BEiT [Bao+22b] addresses this challenge by combining
the idea of masked image modeling with the patch-based architecture of vision transformers [Dos+21].
BEiT splits images into 16×16 pixel image patches and then discretizes these patches using a discrete
VAE [Ram+21b]. At training time, 40% of tokens are masked. The network receives continuous
patches as input and is trained to predict the discretized missing tokens using a softmax over all
possible tokens.

The masked autoencoder or MAE [He+22] further simplifies the masked image modeling
task (see Figure 32.3). The MAE eliminates the need to discretize patches and instead predicts the
constituent pixels of each patch directly using a shallow decoder trained with L2 loss. Because the
MAE encoder operates only on the unmasked tokens, it can be trained efficiently even while masking
most (75%) of the tokens. Models pretrained using masked prediction and then fine-tuned with
labels currently hold the top positions on the ImageNet leaderboard among models trained without
additional data [He+22; Don+21].

32.3.3.2 Transformation prediction

An even simpler approach to representation learning involves applying a transformation to the
input image and then predicting the transformation that was applied (see Figure 32.4). This
prediction task is usually formulated as a classification problem. For visual representation learning,
transformation prediction is appealing because it allows reusing exactly the same training pipelines
as standard supervised image classification. However, it is not clear that networks trained to perform
transformation prediction tasks learn rich visual representations. Transformation prediction tasks
are potentially susceptible to “shortcut” solutions, where networks learn trivial features that are
nonetheless sufficient to solve the task with high accuracy. For many years, self-supervised learning
methods based on transformation prediction were among the top-performing methods, but they have
since been displaced by newer methods based on contrastive learning and masked prediction.

Some pretext tasks operate by cutting images into patches and training networks to recover the
spatial arrangement of the patches. In context prediction [DGE15], a network receives two adjacent
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Figure 32.4: Transformation prediction involves training neural networks to predict a transformation applied
to the input. Context encoders predict the position of a second crop relative to the first. The jigsaw puzzle
task involves predicting the way in which patches have been permuted. Rotation prediction involves predicting
the rotation that was applied to the input.

image patches as input and is trained to recover their spatial relationship by performing an eight-class
classification problem. To prevent the network from directly matching the pixels at the patch borders,
the two patches must be separated by a small variable gap. In addition, to prevent networks from
using chromatic aberration to localize the patches relative to the lens, color channels must be distorted
or stochastically dropped. Other work has trained networks to solve jigsaw puzzles by splitting
images into a 3× 3 grid of patches [NF16]. The network receives shuffled patches as input and learns
to predict how they were permuted. By limiting the permutations to a subset of all possibilities, the
jigsaw puzzle task can be formulated as a standard classification task [NF16].

Another widely used pretext task is rotation prediction [GSK18], where input images are rotated 0,
90, 180, or 270 degrees and networks are trained to classify which rotation was applied. Although this
task is extremely simple, the learned representations often perform better than those learned using
patch-based methods [GSK18; KZB19]. However, all approaches based on transformation prediction
currently underperform masked prediction and multiview approaches on standard benchmark datasets
such as CIFAR-10 and ImageNet.

32.3.4 Multiview representation learning

The field of multiview representation learning aims to learn a representation where “similar”
inputs or views of an input are mapped nearby in the representation space, and “dissimilar” inputs are
mapped further apart. This representation space is often high-dimensional, and relies on collecting
data or designing a task where one can generative “positive” pairs of examples that are similar,
and “negative” pairs of examples that are dissimilar. There are many motivations and objectives
for multiview representation learning, but all rely on coming up with sets of positive pairs, and a
mechanism to prevent all representations from collapsing to the same point. Here we use the term
multiview representation learning to encompass contrastive learning which combines positive and
negative pairs, metric learning, and “non-contrastive” learning which eliminates the need for negative
pairs.

Unlike generative methods for representation learning, multiview representation learning makes
it easy to incorporate prior knowledge about what inputs should be closer in the embedding space.
Furthermore, these inputs need not be from the same modality, and thus multiview representation
learning can be applied with rich multimodal datasets. The simplicity of the way in which prior
knowledge can be incorporated into a model through data has made multiview representation learning
one of the most powerful and performant methods for learning representations.
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"happy dog"

"angry cat"

Figure 32.5: Positive and negative pairs used by different multiview representation learning methods.

While there are a variety of methods for multiview representation learning, they all involve a
repulsion component that pulls positive pairs closer together in embedding space, and a mechanism
to prevent collapse of the representation to a single point in embedding space. We begin by describing
loss functions for multiview representation learning and how they combine attractive and repulsive
terms to shape the representation, then discuss the role of view generation, and finally practical
considerations in deploying multiview representation learning.

32.3.4.1 View selection

Multiview representation learning depends on a datapoint or “anchor” x, a positive example x+ that
x will be attracted to, and zero or more negative examples x− that x is repelled from. We assume
access to a data-generating process for the positive pair: p+(x, x+), and a process that generates the
negative examples given the datapoint x: p−(x−|x). Typically p+(x, x+) generate (x, x+) that are
different augmentations of an underlying image from the dataset, and x− represents an augmented
view of a different random image from the dataset. The generative process for x− is then independent
of x, i.e., p−(x−|x) = p−(x−).

The choice of views used to generate positive and negative pairs is critical to the success of
representation learning. Figure 32.5 shows the positive pair (x, x+) and negative x− for several
methods which we discuss below: SimCLR, CMC, SupCon, and CLIP.

SimCLR [Che+20c] creates positive pairs by applying two different data augmentations defined by
transformations t and t′ to an initial image x0 twice: x = t(x0), x

+ = t′(x0). The data augmentations
used are random crops (with horizontal flips and resize), color distortion, and Gaussian blur. The
strengths of these augmentations (e.g., the amount of blur) impact performance and are typically
treated as a hyperparameter.

If we access to additional information, such as a categorical label, we can use this to select positive
pairs with the same label, and negative pairs with different labels. The resulting objective, when used
with a contrastive loss, is called SupCon [Kho+20], and resembles neighborhood component analysis
[Gol+04]. It was shown to improve robustness when compared to standard supervised learning.

Contrastive multiview coding (CMC) [TKI20] generates views by splitting an initial image into
orthogonal dimensions, such as the luma and chroma dimensions. These views are now no longer in
the same space (or same dimensionality), and thus we must learn different encoders for the different
inputs. However, the output of these encoders all live in the same-dimensional embedding space, and
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can be used in contrastive losses. At test-time, we can then combine embeddings from these different
views through averaging or concatenation.

Views do not need to be from the same modality. CLIP [Rad+21] uses contrastive learning on
image-text pairs, where x is an image, and x+ and x− are text descriptions. When applied to massive
datasets of image-text pairs scraped from the Internet, CLIP is able to learn robust representations
without any of the additional data augmentation needed by SimCLR or other image-only contrastive
methods.

In most contrastive methods, negative examples are selected by randomly choosing x+ from
other elements in a minibatch. However, if the batch size is small it may be the case that none of
the negative examples are close in embedding space to the positive example, and so learning may
be slow. Instead of randomly choosing negatives, they may be chosen more intelligently through
hard negative mining that selects negative examples that are close to the positive example in
embedding space [Fag+18]. This typically requires maintaining and updating a database of negative
examples over the course of training; this incurs enough computational overhead that the technique
is infrequently used. However, reweighting examples within a minibatch can also lead to improved
performance [Rob+21].

The choice of positive and negative views directly impacts what features are learned and what
invariances are encouraged. Tian et al. [Tia+20] discusses the role of view selection on the learned
representations, showing how choosing positives based on shared attributes (as in SupCon) can lead
to learning those attributes or ignoring them. They also present a method for learning views (whereas
all prior approaches fix views) based on targeting a “sweet spot” in the level of mutual information
between the views that is neither too high or too low. However, understanding what views will work
well for what downstream tasks remains an open area of study.

32.3.4.2 Contrastive losses

Given p+ and p−, we seek loss functions that learn an embedding fθ(x) where x and x+ are close in
the embedding space, while x and x− are far apart. This is called metric learning.

Chopra, Hadsell, LeCun, et al. [CHL+05] present a family of objectives that implements this
intuition by enforcing the distance between negative pairs to always be at least ϵ bigger than the
distance between positive pairs. The contrastive loss as instantiated in [HCL06] is:

Lcontrastive = Ex,x+,x−
[
∥fθ(x)− fθ(x+)∥2 + max(0, ϵ− ∥fθ(x)− fθ(x−)∥2

]
. (32.14)

This loss pulls together the positive pairs by making the squared ℓ2 distance between them small,
and tries to ensure that negative pairs are at least a distance of ϵ apart. One challenge with using
the contrastive loss in practice is tuning the hyperparameter ϵ.

Similarly, the triplet loss [SKP15] tries to ensure that the positive pair (x, x+) is always at least
some distance ϵ closer to each other than the negative pair (x, x−):

Ltriplet = Ex,x+,x−
[
max(0, ∥fθ(x)− fθ(x+)∥2 − ∥fθ(x)− fθ(x−)∥2 + ϵ)

]
. (32.15)

A downside to the triplet loss approach is that one has to be careful about choosing hard negatives:
if the negative pair is already sufficiently far away then the objective function is zero and no learning
occurs.

An alternative contrastive loss which has gained popularity due to its lack of hyperparameters and
empirical effectiveness is known as the InfoNCE loss [OLV18b] or the multiclass N-pair loss
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[Soh16]:

LInfoNCE = −Ex,x+,x−
1:M

[
log

exp fθ(x)
T gϕ(x

+)

exp fθ(x)T gϕ(x+) +
∑M
i=1 exp fθ(x)

T gϕ(x
−
i )

]
, (32.16)

where M are the number of negative examples. Typically the embeddings f(x) and g(x′) are ℓ2-
normalized, and an additional hyperparameter τ can be introduced to rescale the inner products
[Che+20c]. Unlike the triplet loss, which uses a hard threshold of ϵ, LInfoNCE can always be improved
by pushing negative examples further away. Intuitively, the InfoNCE loss ensures that the positive
pair is closer together than any of the M negative pairs in the minibatch. The InfoNCE loss
can be related to a lower bound on the mutual information between the input x and the learned
representation z [OLV18b; Poo+19a]:

I(X;Z) ≥ logM − LInfoNCE, (32.17)

and has also been motivated as a way of learning representations through the InfoMax principle
[OLV18b; Hje+18; BHB19]. When applying the InfoNCE loss to parallel views that are the same
modality and dimension, the encoder fθ for the anchor x and the positive and negative examples gϕ
can be shared.

32.3.4.3 Negative-free losses

Negative-free representation learning (sometimes called non-contrastive representation
learning) learns representations using only positive pairs, without explicitly constructing negative
pairs. Whereas contrastive methods prevent collapse by enforcing that positive pairs are closer
together than negative pairs, negative-free methods make use of other mechanisms. One class of
negative-free objectives includes both attractive terms and terms that prevent collapse. Another
class of methods uses objectives that include only attractive terms, and instead relies on the learning
dynamics to prevent collapse.

The Barlow Twins loss [Zbo+21] is

LBT =

p∑

i=1

(1−Cii)2 + λ

p∑

i=1

∑

j ̸=i
C2
ij (32.18)

where C is the cross-correlation matrix between two batches of features that arise from the two views.
The first term is an attractive term that encourages high similarity between the representations of
the two views, whereas the second term prevents collapse to a low-rank representation. The loss
is minimized when C is the identity matrix. The VICreg loss, based on ensuring the variance of
features being non-zero, has also been useful for preventing collapse [BPL21b]. The Barlow Twins
loss can be related to kernel-based independence criterion such as HSIC which have also been useful
as losses for representation learning [Li+21; Tsa+21].

BYOL (bootstrap your own latents) [Gri+20] and SimSiam [Che+20c] simply minimize the mean
squared error between two representations:

LBYOL = Ex,x+

[
∥gϕ(fθ(x))− fθ′(x+)∥2

]
. (32.19)
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Following Grill et al. [Gri+20], gϕ is known as the predictor, fθ is the online network, and fθ′ is the
target network. When optimizing this loss function, weights are backpropagated to update ϕ and
θ, but optimizing θ′ directly leads the representation to collapse [Che+20c]. Instead, BYOL sets
θ′ as an exponential moving average of θ, and SimSiam sets θ′ ← θ at each iteration of training.
The reasons why BYOL and SimSiam avoid collapse are not entirely clear, but Tian, Chen, and
Ganguli [TCG21] analyze the gradient flow dynamics of a simplified linear BYOL model and show
that collapse can indeed be avoided given properly set hyperparameters.

DINO (self-distillation with no labels) [Car+21] is another non-contrastive loss that relies on
the dynamics of learning to avoid collapse. Like BYOL, DINO uses a loss that consists only of an
attractive term between an online network and a target network formed by an exponential moving
average of the online network weights. Unlike BYOL, DINO uses a cross-entropy loss where the
target network produces the targets for the online network, and avoids the need for a predictor
network. The DINO loss is:

LDINO = Ex,x+

[
H(fθ′(x)/τ, center(fθ(x

+))/τ ′)
]
. (32.20)

where, with some abuse of notation, center is a mean-centering operation applied across the minibatch
that contains x+. Centering the output of the target network is necessary to prevent collapse to a
single “class”, whereas using a lower temperature τ ′ < τ for the target network is necessary to prevent
collapse to a uniform distribution. The DINO loss provides marginal gains over the BYOL loss when
performing self-supervised representation learning with vision transformers on ImageNet [Car+21].

32.3.4.4 Tricks of the trade

Beyond view selection and losses, there are a number of useful architectures and modifications that
enable more effective multiview representation learning.

Normalizing the output of the encoders and computing cosine similarity instead of predicting
unconstrained representations has shown to improve performance [Che+20c]. This normalization
bounds the similarity between points between −1 and 1, so an additional temperature parameter τ
is typically introduced and fixed or annealed over the course of learning.

While the learned representation with multiview learning are often useful for downstream tasks, the
losses when combined with data augmentation typically lead to too much invariance for some tasks.
Instead, one can extract an earlier layer in the encoder as the representation, or alternatively, add an
additional layer known as a projection head to the encoder before computing the loss [Che+20c].
When training we compute the loss on the output of the projection head, but when evaluating the
quality of the representation we discard this additional layer.

Given the summation over negative examples in the denominator of the InfoNCE loss, it is often
sensitive to the batch size used for training. In practice, large batch sizes of 4096 or more are needed
to achieve good performance with this loss, which can be computationally burdensome. MoCo
(momentum contrast) [He+20] introduced a memory queue to store negative examples from previous
minibatches to expand the size of negatives at each iteration. Additionally, they use a momentum
encoder, where the encoder for the positive and negative examples uses an exponential moving
average of the anchor encoder parameters. This momentum encoder approach was also found useful
in BYOL to prevent collapse. As in BYOL, adding an extra predictor network that maps from the
online network to the target network has shown to improve the performance of MoCo, and removes
the requirement of a memory queue [CXH21].
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The backbone architectures of the encoder networks play a large role in the quality of representations.
For representation learning in vision, recent work has switched from ConvNet-based backbones to
vision transformers, resulting in larger-scale models with improved performance on several downstream
tasks [CXH21].

32.4 Theory of representation learning

While deep representation learning has replaced hand-designed features for most applications, the
theory behind what features are learned and what guarantees these methods provide are limited.
Here we review several theoretical directions in understanding representation learning: identifiability,
information maximization, and transfer bounds.

32.4.1 Identifiability

In this section, we assume a latent-variable generative model that generated the data, where z ∼ p(z)
are the latent variables, and x = g(z) is a deterministic generator that maps from the latent variables
to observations. Our goal is to learn a representation h = fθ(x) that inverts the generative model
and recovers h = z. If we can do this, we say the model is identifiable. Oftentimes we are not
able to recover the true latent variables exactly, for example the dimensions of the latent variables
may be permuted, or individual dimensions may be transformed version of an underlying latent
variable: hi = fi(zi). Thus most theoretical work on identifiability focuses on the case of learning a
representation that can be permuted and elementwise transformed to match the true latent variables.
Such representations are referred to as disentangled as the dimensions of the learned representation
do not mix together multiple dimensions of the true latent variables.

Methods for recovering are typically based around latent-variable models such as VAEs combined
with various regularizers (see Section 21.3.1.1). While several publications showed promising empirical
progress, a large-scale study by Locatello et al. [Loc+20a] on disentangled representation learning
methods showed that several existing approaches cannot work without additional assumptions on
the data or model. Their argument relies on the observation that we can form a bijection f that
takes samples from a factorial prior p(z) =

∏
i pi(zi) and maps to z′ = f(z) that (1) preservers the

marginal distribution, and (2) has entirely entangled latents (each dimension of z influences every
dimension of z′). Transforming the marginal in this way changes the representation, but preserves
the marginal likelihood of the data, and thus one cannot use marginal likelihood alone to identify
or distinguish between the entangled and disentangled model. Empirically, they show that past
methods largely succeeded due to careful hyperparameter selection on the target disentanglement
metrics that require supervised labels. While further work has developed unsupervised methods
for hyperparameter that address several of these issues [Dua+20], at this point there are no known
robust methods for learning disentangled representations without further assumptions.

To address the empirical and theoretical gap in learning disentangled representations, several papers
have proposed using additional sources of information in the form of weakly-labeled data to provide
guarantees. In theoretical work on nonlinear ICA [RMK21; Khe+20; Häl+21], this information comes
in the form of additional observations for each datapoint that are related to the underlying latent
variable through an exponential family. Work on causal representation learning has expanded
the applicability of these methods and highlighted the settings where such strong assumptions on
weakly-labeled data may be attainable [Sch+21c; WJ21; Rei+22]
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Alternatively, one can assume access to pairs of observations where the relationship between latent
variables is known. In Shu et al. [Shu+19b], they show that one can provably learn a disentangled
representation of data when given access to pairs of data where only one of the latent variables is
changed at a time. In real world datasets, having access to pairs of data like this is challenging, as not
all the latent-variables of the model may be under the control of the data collector, and covering the
full space of settings of the latent variable may be prohibitively expensive. Locatello et al. [Loc+20b]
develops this method further but leverages a heuristic to detect which latent variable has changed,
and shows this performs empirically well, and under some restricted settings may lead to learning
disentangled representations.

More recently, [Kiv+21; Kiv+22] showed that it is possible to identify deep latent variable models,
such as VAEs, without any side information, provided the latent space prior has the form of a mixture.
It is also possible to provably identify some latent causal structure if you have data from multiple
related environments [Kü24].

32.4.2 Information maximization

When learning representations of an input x, one desideratum is to preserve as much information
about x as possible. Any information we discard cannot be recovered, and if that information is
useful for a downstream task then performance will decrease. Early work on understanding biological
learning by Linsker [Lin88c] and Bell and Sejnowski [BS95b] argued that information maximization or
InfoMax is a good learning principle for biological systems as it enables the downstream processing
systems access to as much sensory input as possible. However, these biological systems aim to
communicate information subject to strong constraints, and these constraints can likely be tuned
over time by evolution to sculpt the kinds of representations that are learned.

When applying information maximization to neural networks, we are often able to realize trivial
solutions which biological systems may not face: being able to losslessly copy the input. Information
theory does not “color” the bits, it does not tell us which bits of an input are more important
than others. Simply sending the image losslessly maximizes information, but does not provide a
transformation of the input that can improve performance according to the metrics in Section 32.2.
Architectural and optimization constraints can guide the bits we learn and the bits we dispose of,
but we can also leverage additional sources of information, for example labels, to identify which bits
to extract.

The information bottleneck method (Section 5.6) aims to learn representations Z of an input
X that are predictive of another observed variable Y , while being as compressed as possible. The
observed variable Y guides the bits learned in the representation Z towards those that are predictive,
and penalizes content that does not predict Y . We can formalize the information bottleneck as an
optimization problem [TPB00]:

maximizeθI(Z;Y )− βI(X;Z). (32.21)

Estimating mutual information in high dimensions is challenging, but we can form variational
bounds on mutual information that are amenable to optimization with modern neural networks, such
as variational information bottleneck (VIB, see Section 5.6.2). Approaches built on VIB have shown
improved robustness to adversarial examples and natural variations [FA20].

Unlike information bottleneck methods, many recent approaches motivated by InfoMax have no
explicit compression objective [Hje+18; BHB19; OLV18b]. They aim to maximize information subject
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to constraints, but without any explicit penalty on the information contained in the representation.
In spite of the appeal of explaining representation learning with information theory, there are a

number of challenges. One of the greatest challenges in applying information theory to understand
the content in learned representations is that most learned representations have determinstic encoders,
z = fθ(x) that map from a continuous input x to a continuous representation z. These mappings
can typically preserve infinite information about the input. As mutual information estimators scale
poorly with the true mutual information, estimating MI in this setting is difficult and typically results
in weak lower bounds.

In the absence of constraints, maximizing information between an input and a learned representation
has trivial solutions that do not result in any interesting transformation of the input. For example,
the identity mapping z = x maximizes information but does not alter the input. Tschannen et al.
[Tsc+19] show that for invertible networks where the true mutual information between the input
and representation is infinite, maximizing estimators of mutual information can result in meaningful
learned represenations. This highlights that the geometric dependence and bias of these estimators
may have more to do with their success for representation learning than the information itself (as it
is infinite throughout training).

There have been several proposed methods for learning stochastic representations that constrain
the amount of information in learned representations [Ale+17]. However, these approaches have not
yet resulted in improved performance on most downstream tasks. Fischer and Alemi [FA20] shows
that constraining information can improve robustness on some benchmarks, but scaling up models
and datasets with determinstic representations currently presents the best results [Rad+21]. More
work is needed to identify whether constraining information can improve learned representations.
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33 Interpretability

This chapter is written by Been Kim and Finale Doshi-Velez.

33.1 Introduction

As machine learning models become increasingly commonplace, there exists increasing pressure to
ensure that these models’ behaviors align with our values and expectations. It is essential that models
that automate even mundane tasks (e.g., processing paperwork, flagging potential fraud) do not harm
their users or society at large. Models with large impacts on health and welfare (e.g., recommending
treatment, driving autonomously) must not only be safe but often also function collaboratively with
their users.

However, determining whether a model is harmful is not easy. Specific performance metrics may
be too narrowly focused—e.g., just because an autonomous car stays in lane does not mean it is safe.
Indeed, the narrow objectives used in common decision formalisms such as Bayesian decision theory
(Section 34.1), multi-step decision problems (Chapter 34), and reinforcement learning (Chapter 35)
can often be easily exploited (e.g.„ reward hacking). Incomplete sets of metrics also result in models
that learn shortcuts that do not generalize to new situations (e.g., [Gei+20b]). Even when one knows
the desired metrics, those metrics can be hard to estimate with limited data or a distribution shift
(Chapter 19). Finally, normative concepts, such as fairness, may be impossible to fully formalize. As
a result, not only may unexpected and irreversible harms occur (e.g., an adverse drug reaction) but
more subtle harms may go unnoticed until sufficient reporting data accrues [Amo+16].

Interpretability allows human experts to inspect a model. Alongside traditional statistical measures
of performance, this human inspection can help expose issues and thus mitigate potential harms.
Exposing the workings of a model can also help people identify ways to incorporate information they
have into a final decision. More broadly, even when we are satisfied with a model’s performance,
we may be interested in understanding why they work to gain scientific and operational insights.
For example, one might gain insights in language structure by asking why a language model
performs so well; understanding why patient data cluster along particular axes may result in a better
understanding of disease and the common treatment pathways. Ultimately, interpretation helps
humans to communicate better with machines to accomplish our tasks better.

In this chapter, we lay out the role and terminologies in interpretable ML before introducing
methods, properties, and evaluation of interpretability methods.
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33.1.1 The role of interpretability: unknowns and under-specifications

As noted above, ensuring that models behave as desired is challenging. In some cases, the desired
behavior can be guaranteed by design, such as certain notions of privacy via differentially-private
learning algorithms or some chosen mathematical metric of fairness. In other cases, tracking various
metrics, such as adverse events or subgroup error rates, may be the appropriate and sufficient way
to identify concerns. Much of this textbook deals with uncertainty quantification: basic models
in Chapter 3, Bayesian neural networks in Chapter 17, Gaussian processes in Chapter 18). When
well-calibrated uncertainties can be computed, they may provide sufficient warning that a model’s
output may be suspect.

However, in many cases, the ultimate goal may be fundamentally impossible to fully specify and
thus formalize. For example, Section 20.4.8 discusses the challenge of evaluating the quality of
samples from a generative model. In such cases, human inspection of the machine learning model
may be necessary. Below we describe several examples.

Blindspot discovery. Inspection may reveal blindspots in our modeling, objective, or data
[Bad+18; Zec+18b; Gur+18]. For example, suppose a company has trained a machine learning system
for credit scoring. The model was trained on a relatively affluent, middle-aged population, and now
the company is considering using it on a different, college-aged population. Suppose that inspection
of the model reveals that it relies heavily on the applicant’s mortgage payments. Not only might this
suggest that the model might not transfer well to the college population, but it might encourage
us to check for bias in the existing application because we know historical biases have prevented
certain populations from achieving home ownership (something that a purely quantitative definition
of fairness may not be able to recognize). Indeed, the most common application of interpretability in
industry settings is for engineers to debug models and make deployment decisions [Pai].

Novel insights. Inspection may catalyze the discovery of novel insights. For example, suppose
an algorithm determines that surgical procedures fall into three clusters. The surgeries in one of
the clusters of patients seem to consistently take longer than expected. A human inspecting these
clusters may determine that a common factor in the cluster with the delays is that those surgeries
occur in a different part of the hospital, a feature not in the original dataset. This insight may result
in ideas to improve on-time surgery performance.

Human+ML teaming. Inspection may empower effective human+ML interaction and
teaming. For example, suppose an anxiety treatment recommendation algorithm reveals the pa-
tient’s comorbid insomnia constrained its recommendations. If the patient reports that they no longer
have trouble sleeping, the algorithm could be re-run with that constraint removed to get additional
treatment options. More broadly, inspection can reveal places where people may wish to adjust the
model, such as correcting an incorrect input or assumption. It can also help people use only part
of a model in their own decision-making, such as using a model’s computation of which treatments
unsafe vs. which treatments are best. In these ways, the human+ML team may be able to produce
better combined performance than either alone (e.g., [Ame+19; Kam16]).

Individual-level recourse. Inspection can help determine whether a specific harm or error
happened in a specific context. For example, if a loan applicant knows what features were used to

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



33.1. Introduction 1071

deny them a loan, they have a starting point to argue that an error might have been made, or that
the algorithm denied them unjustly. For this reason, inspectability is sometimes a legal requirement
[Zer+19; GF17; Cou16].

As we look at the examples above, we see that one common element is that interpretability is
needed when we need to combine human insights with the ML algorithm to achieve the ultimate goal.1
However, looking at the list above also emphasizes that beyond this very basic commonality, each
application and task represents very different needs. A scientist seeking to glean insights from a
clustering on molecules may be interested in global patterns — such as all molecules with certain
loop structures are more stable — and be willing to spend hours puzzling over a model’s outputs. In
contrast, a clinician seeking to make a specific treatment decision may only care about aspects of the
model relevant to the specific patient; they must also reach their decision within the time-pressure of
an office visit. This brings us to our most important point: the best form of explanation depends on
the context ; interpretability is a means to an end.

33.1.2 Terminology and framework

In broad strokes, “to interpret means to explain or present in understandable terms” [Mer]. Under-
standing, in turn, involves an alignment of mental models. In interpretable machine learning, that
alignment is between what (perhaps part of) the machine learning model is doing and what the user
thinks the model is doing.

As a result, interpretable machine learning ecosystem includes not only standard machine learning
(e.g.„ a prediction task) but also what information is provided to the human user, in what context,
and the user’s ultimate goal. The broader socio-technical system — the collection of interactions
between human, social, organizational, and technical (hardware and software) factors — cannot be
ignored [Sel+19]. The goal of interpretable machine learning is to help a user do their task, with their
cognitive strengths and weaknesses, with their focus and distractions [Mil19]. Below we define the
key terms of this expanded ecosystem and describe how they relate to each other. Before continuing,
however, we note that the field of interpretable machine learning is relatively new, and a consensus
around terminology is still evolving. Thus, it is always important to define terms.

Two core social or human factors elements in interpretable machine learning are the context
and the end-task.

Context. We use the term context to describe the setting in which an interpretable machine
learning system will be used. Who is the user? What information do they have? What constraints
are present on their time, cognition, or attention? We will use the terms context and application
interchangeably [Sta].

End-task. We use the term end-task to refer to the user’s ultimate goal. What are they ultimately
trying to achieve? We will use the terms end-task and downstream tasks interchangeably.

Three core technical elements in interpretable machine learning are the method, the metrics, and
the properties of the methods.

1. We emphasize that interpretability is different from manipulation or persuasion, where the goal is to intentionally
deceive or convince users of a predetermined choice.
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Method. How do we does the interpretability happen? We use the term explanation to mean
the output provided by the method to the user: interpretable machine learning methods provide
explanations to the users. If the explanation is the model itself, we call the method inherently
interpretable or interpretable by design. In other cases, the model may be too complex for a human
to inspect it in its entirety: perhaps it is a large neural network that no human could expect to
comprehend; perhaps it is a medium-sized decision tree that could be inspected if one had twenty
minutes but not if one needs to make a decision in two minutes. In such cases, the explanation may
be a partial view of the model, one that is ideally suited for performing the end-task in the given
context. Finally, we note that even inherently interpretable models do not reveal everything: one
might be able to fully inspect the function (e.g., a two-node decision tree) but not know what data it
was trained on or which datapoints were most influential.

Metrics. How is the interpretability method evaluated? Evaluation is one of the most essential
and challenging aspects of interpretable machine learning, because we are interested in the end-task
performance of the human, when explanation is provided. We call this the downstream performance.
Just as different goals in ML require different metrics (e.g., positive predictive value, log likelihood,
AUC), different contexts and end-tasks will have different metrics. For example, the model with
the best predictive performance (e.g., log likelihood loss) may not be the model that results in the
best downstream performance.

Properties. What characteristics does the explanation have in relation to the model, the context
and the end-tasks? Different contexts and different end-tasks might require different properties. For
example, suppose that an explanation is being used to identify ways in which a denied loan applicant
could improve their application. Then, it may be important that the explanation only include factors
that, if changed, would change the outcome. In contrast, suppose the explanation is being used to
determine if the denial was fair. Then, it may be important that the explanation does not leave out
any relevant factors. In this way, properties serve as a glue between interpretability methods, contexts
and end-tasks: properties allow us to specify and quantify aspects of the explanation relevant to our
ultimate end-task goals. Then we can make sure that our interpretability method has those properties.

How they all relate. Formulating an interpretable machine learning problem generally starts by
specifying the context and the end-task. Together the context and the end-task imply what metrics
are appropriate to evaluate the downstream performance on the end-task and suggest what properties
will be important in the explanation. Meanwhile, the context also determines the data and training
metric for the ML model. The appropriate choice of explanation methods will depend on the model
and properties desired, and it will be evaluated with respect to the end-task metric to determine the
downstream performance. Figure 33.1 shows these relationships.

Interpretable machine learning involves many challenges, from computing explanations and op-
timizing interpretable models and creating explanations with certain properties to understanding
the associated human factors. That said, the grand challenge is to (1) understand what properties
are needed for different contexts and end-tasks and (2) identify and create interpretable machxine
learning methods that have those properties.

A simple example In the following sections, we will expand upon methods for interpretability,
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Figure 33.1: The interpretable machine learning ecosystem. While standard machine learning can often
abstract away elements of the context and consider only the process of learning models given a data distribution
and a loss, interpretable machine is inextricably tied to a socio-technical context.

metrics for evaluation, and types of properties. First, however, we provide a simple example connecting
all of the concepts we discussed above.

Suppose our context is that we have a lemonade stand, and our end-task is to understand when the
stand is most successful in order to prioritize which days it is worth setting it up. (We have heard
that sometimes machine learning models latch on to incorrect mechanisms and want to check the
model before using it to inform our business strategy.) Our metric for the downstream performance
is whether we correctly determine if the model can be trusted; this could be quantified as the amount
of profit that we make by opening on busy days and being closed on quiet days.

To train our model, we collect data on two input features — the average temperature for the
day (measured in degrees Fahrenheit) and the cleanliness of the sidewalk near our stand (mea-
sured as a proportion of the sidewalk that is free of litter, between 0 and 1) — and the output
feature of whether the day was profitable. Two models seem to fit the data approximately equally well:

Model 1:

p(profit) = .9 ∗ (temperature > 75) + .1(howCleanSidewalk) (33.1)

Model 2:

p(profit) = σ(.9(temperature− 75)/maxTemperature+ .1(howCleanSidewalk− .5)) (33.2)

These models are illustrated in Figure 33.2. Both of these models are inherently interpretable in
the sense that they are easy to inspect and understand. While we were not explicitly seeking causal
models (for that, see Chapter 36), both rely mostly on the temperature, which seems reasonable.

For the sake of this example, suppose that the models above were black boxes, and we could only
request partial views of it. We decide to ask the model for the most important features. Let us see
what happens when we consider two different ways of computing important features.2

2. In the remainder of the chapter we will describe many other ways of creating and computing explanations.
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Figure 33.2: Models described in the simple example. Both of these models have the same qualitative
characteristics, but different explanation methods will describe these models quite differently, potentially
causing confusion.

Our first (feature-based) explanation method computes, for each training point, whether individually
changing each feature to its max or min value changes the prediction. Important features are those
that change the prediction for many training points. One can think of this explanation method as a
variant of computing feature importance based on how important a feature is to the coalition that
produces the prediction. In this case, both models will report temperature to be the dominating
feature. If we used this explanation to vet our models, we would correctly conclude that both models
use the features in a sensible way (and thus may be worth considering for deciding when to open our
lemonade stand).

Our second (feature-based) explanation method computes the magnitude of the derivatives of the
output with respect to the inputs for each training point. Important features are those that have a
large sum of absolute derivatives across the training set. One can think of this explanation method as
a variant of computing feature importances based on local geometry. In this case, Model 2 will still
report that temperature has higher derivatives. However, Model 1, which has very similar behavior
to Model 2, will report that sidewalk cleanliness is the dominating feature because the derivative
with respect to temperature is zero nearly everywhere. If we used this explanation to vet our models,
we would incorrectly conclude that Model 1 relies on an unimportant feature (and that Model 1 and
2 rely on different features).

What happened? The different explanations had different properties. The first explanation had
the property of fidelity with respect to identifying features that, if changed, will affect the prediction,
whereas the second explanation had the property of correctly identifying features that have the most
local curvature. In this example, the first property is more important for the task of determining
whether our model can be used to determine our business strategy. 3

33.2 Methods for interpretable machine learning

There exist many methods for interpretable machine learning. Each method has different properties
and the right choice will depend on context and end-tasks. As we noted in Section 33.1.2, the grand
challenge in interpretable machine learning is determining what kinds of properties are needed for

3. Other properties may be important for this end-task. This example is just the simplest one.
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what contexts, and what explanation methods satisfy those properties. Thus, one should consider
this section a high-level snapshot of the rapidly changing options of methods that one may want to
choose for interpretable machine learning.

33.2.1 Inherently interpretable models: the model is its explanation

We consider certain classes of models inherently interpretable: a person can inspect the full model and,
with reasonable effort, understand how inputs become outputs.4 Specifically, we define inherently
interpretable models as those that require no additional process or proxies in order for them to be
used as explanation for the end-task. For example, suppose a model consists of a relatively small set
of rules. Then, those rules might suffice as the explanation for end-tasks that do not involve extreme
time pressure. (Note: in this way, a model might be inherently interpretable for one end-task and
not another.)

Inherently interpretable models fall into two main categories: sparse (or otherwise compact) models
and logic-based models.

Compact or sparse feature-based models include various kinds of sparse regressions. Earlier in
this textbook, we discussed simple models such as HMMs (Section 29.2), generalized linear models
(Chapter 15), and various latent variable models (Chapter 28). When small enough, these are
generally inherently interpretable. More advanced models in this category include super-sparse linear
integer models and other checklist models [DMV15; UTR14].

While simple functionally, sparsity has its drawbacks when it comes to inspection and interpretation.
For example, if a model picks only one of several correlated features, it may be harder to identify
what signal is actually driving the prediction. A model might also assign correlated features different
signs that ultimately cancel, rendering an interpretion of weights meaningless.

To handle these issues, as well as to express more complex functions, some models in this category
impose hierarchical or modular structures in which each component is still relatively compact and
can be inspected. Examples include topic models (e.g., [BNJ03b], (small) discrete time series models
(e.g., [FHDV20]), generalized additive models (e.g., [HT17]) and monotonicity-enforced models (e.g.,
[Gup+16]).

Logic-based models use logical statements as basis. Models in this category include decision-
trees [Bre+17], decision lists [Riv87; WR15; Let+15a; Ang+18; DMV15] , decision tables, decision
sets [Hau+10; Wan+17a; LBL16; Mal+17; Bén+21], and logic programming [MDR94]. A broader
discussion, as well as a survey of user studies on these methods, can be found in [Fre14]. Logic-based
models easily model non-linear relationships but can have trouble modeling continuous relationships
between the input and output (e.g., expressing a linear function vs. a step-wise constant function).
Like the compact models, hierarchies and other forms of modularity can be used to extend the
expressivity of the model while keeping it human-inspectable. For example, one can define a new
concept as a formula based on some literals, and then use the new concept to build more complex
rules.

When using inherently interpretable models, three key decisions need to be made: the choice of
the model class, how to manage uninterpretable input features, and the choice of optimization method.

4. There may be other questions, such as how training data influenced the model, which may still require additional
computation or information.
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Decision: model class. Since the model is its own explanation, the decision on the model class
becomes the decision on the form of explanation. Thus, we need to consider both whether the model
class is a good choice for modeling the data as well as providing the necessary information to the
user. For example, if one chooses to use a linear model to describe one’s data, then it is important
that the intended users can understand or manipulate the linear model. Moreover, if the fitting
process produces a model that is too large to be human-inspectable, then it is no longer inherently
interpretable, even if it belongs to one of the model classes described above.

Decision: optimization methods for training. The kinds of model classes that are typically
inherently interpretable often require more advanced methods for optimization: compact, sparse, and
logic-based models all involve learning discrete parameters. Fortunately, there is a long and contin-
uing history of research for optimizing such models, including directly via optimization programs,
relaxation and rounding techniques, and search-based approaches. Another popular optimization
approach is via distillation or mimics: one first trains a complex model (e.g., a neural network) and
then uses the complex model’s output to train a simpler model to mimic the more complex model.
The more complex model is then discarded. These optimization techniques are beyond the scope of
this chapter but covered in optimization textbooks.

Decision: how to manage uninterpretable input features. Sometimes the input features
themselves are not directly interpretable (e.g., pixels of an image or individual amplitudes spectro-
gram); only collections of inputs have semantic meaning for human users. This situation challenges
our ability not only to create inherently interpretable models but also explanations in general.

To address this issue, more advanced methods attempt to add a “concept” layer that first converts
the uninterpretable raw input to a set of human-interpretable concept features. Next, these concepts
are mapped to the model’s output [Kim+18a; Bau+17]. This second stage can still be inherently
interpretable. For example, one could first map a pattern of spectrogram to a semantically meaningful
sound (e.g., people chatting, cups clinking) and then from those sounds to a scene classification (e.g.,
in a cafe). While promising, one must ensure that the initial data-to-concept mapping truly maps
the raw data to concepts as the user understands them, no more and no less. Creating and validating
that machine-derived concepts correspond to a semantically meaningful human concepts remains an
open research challenge.

When might we want to consider inherently interpretable models? When not?
Inherently interpretable models have several advantages over other approaches. When the model
is its explanation, one need not worry about whether the explanation is faithful to the model or
whether it provides the right partial view of the model for the intended task. Relatedly, if a person
vets the model and finds nothing amiss, they might feel more confident about avoiding surprises. For
all these reasons, inherently interpretable models have been advocated for in high-stakes scenarios,
as well as generally being the first go-to to try [Rud19].

That said, these models do have their drawbacks. They typically require more specialized
optimization approaches. With appropriate optimization, inherently interpretable models can
often match the performance of more complex models, but there are domains — in particular, images,
waveforms, and language — in which deep models or other more complex models typically give
significantly higher performance. Trying to fit complex behavior with a simple function may result
not only in high bias in the trained model but also invite people to (incorrectly) rationalize why that
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highly biased model is sensible [Lun+20]. In an industry setting, seeking a migration away from a
legacy, uninterpretable, business-critical model that has been tuned over decades would run into
resistance.

Lastly, we note that just because a model is inherently interpretable, it does not guard against all
kinds of surprises: as noted in Section 33.1, interpretability is just one form of validation mechanism.
For example, if the data distribution shifts, then one may observe unexpected model behavior.

33.2.2 Semi-inherently interpretable models: example-based methods

Example-based models use examples as their basis for their predictions. For example, an example-
based classifier might predict the class of a new input by first identifying the outputs for similar
instances in the training set and next taking a vote. K-nearest neighbors is one of the best
known models in this class. Extensions include methods to identify exemplars for predicted classes
and clusters (e.g., [KRS14; KL17b; JL15a; FD07b; RT16; Arn+10]), to generate exemplars (e.g.,
[Li+17d]), to define similarities between instances via sophisticated embeddings (e.g.,[PM18a]), and
to first decompose an instance into parts and then find neighbors or exemplars between the parts
(e.g., [Che+18b]). Like logic-based models, example-based models can describe highly non-linear
boundaries.

On one hand, individual decisions made by example-based methods seem fully inspectable: one can
provide the user with exactly the training instances (including their output labels) that were used to
classify a particular input in a particular way. However, it may be difficult to convey a potentially
complex distance metric used to define “similarity”. As a result, the user may incorrectly infer what
features or patterns made examples similar. It is also often difficult to convey the intuition behind
the global decision boundary using examples.

33.2.3 Post-hoc or joint training: the explanation gives a partial view of the
model

Inherently interpretable models are a subset of all machine learning models, and circumstances may
require working with a model that is not inherently interpretable. As noted above, large neural
models (Chapter 16) have demonstrated large performance benefits for certain kinds of data (e.g.,
images, waveform, and text); one might have to work with a legacy, business critical model that has
been tuned for decades; one might be trying to understand a system of interconnected models.

In these cases, the view that the explanation gives into the model will necessarily be partial : the
explanation may only be an approximation of the model or be otherwise incomplete. Thus, more
decisions have to be made. Below, we split these decisions into two broad categories — what the
explanation should consist of to best serve the context and how the explanation should be computed
from the trained model. More detail on the abilities and limitations of these partial explanation
methods can be found in [Sla+20; Yeh+19a; Kin+19; Ade+20a].

33.2.3.1 What does the explanation consist of?

One set of decisions center around the content of the explanation and what properties it should have.
One choice is the form: Should the explanation be a list of important features? The top interactions?
One must also choose the scope of the explanation: Is it trying to explain the whole model (global)?
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The model’s behavior near a specific input (local)? Something else? Determining what properties
the explanation must have will help answer these and other questions. We expand on each of these
points below; the right choice, as always, will depend on the user — whom the explanation is for
—and their end-task.

Decision: form of the explanation. In the case of inherently interpretable models, the model
class used to fit the data was also the explanation. Now, the model class and the explanation are two
different entities. For example, the model could be a deep network and the explanation a decision
tree.

Works in interpretable machine learning have used a large variety of forms of explanations. The
form could be a list of “important” input features [RSG16b; Lun+20; STY17; Smi+17; FV17] or
“important” concepts [Kim+18a; Bau+20; Bau+18]. Or it could be a simpler model that approximates
the complex model (e.g., a local linear approximation, an approximating rule set)[FH17; BKB17;
Aga+21b; Yin+19c]. Another choice could be a set of similar or prototypical examples [KRS14;
AA18; Li+17d; JL15a; JL15b; Arn+10]. Finally, one can choose whether the explanation should
include a contrast against an alternative (also sometimes described as a counterfactual explanation)
[Goy+19; WMR18; Kar+20a] or include or influential examples [KL17b].

Different forms of explanations will facilitate different tasks in different contexts. For example, a
contrastive explanation of why treatment A is better than treatment B may help a clinician decide
between treatments A and B. However, a contrast between treatments A and B may not be useful
when comparing treatments A and C. Given the large number of choices, literature on how people
communicate in the desired context can often provide some guidance. For example, if the domain
involves making quick, high-stakes decisions, one might turn to how trauma nurses and firefighters
explain their decisions (known as recognition-primed decision making, [Kle17]).

Decision: scope of the explanation: global or local. Another major decision regarding the
parameters of the explanation is its scope.

Local explanation : In some cases, we may only need to interrogate an existing model about
a specific decision. For example, why was this image predicted as a bird? Why was this patient
predicted to have diabetes? Local explanations can help see if a consequential decision was made
incorrectly or determine what could have been done differently to produce a different outcome (i.e.,
provide a recourse).

Local explanations can take many forms. A family of methods called saliency maps or attribution
maps [STY17; Smi+17; ZF14; Sel+17; Erh+09; Spr+14; Shr+16] estimate the importances of each
input dimension (e.g., via first-order derivatives with respect to the input). More generally, one
might locally-fit simpler model in the neighborhood of the input of interest (e.g., LIME [RSG16b]).
A local explanation may also consist of representative examples, including identifying which training
points were most influential for a particular decision [KL17b] or identifying nearby datapoints with
different predictions [MRW19; LHR20; Kar+20a].

All local explanation methods are partial views because they only attempt to explain the model
around an input of interest. A key risk is that the user may overgeneralize the explanation to a wider
region than it applies. They may also interpolate an incorrect mental model of the model based on a
few local explanations.

Global explanation : In other cases, we may desire insight into the model as a whole or for
a collection of datapoints (e.g., all inputs predicted to one class). For example, suppose that our
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end-task is to decide whether to deploy a model. Then, we care about understanding the entire
model.

Global explanations can take many forms. One choice is to fit a simpler model (e.g., an inherently
interpretable model) that approximates the original model (e.g., [HVD14]). One can also identify
concepts or features that affect decisions across many inputs (e.g., [Kim+18b]). Another approach
is to provide a carefully chosen set of representative examples [Yeh+18]. These examples might be
chosen to be somehow characteristic of, or providing coverage of, a class (e.g., [AA18]), to draw
attention to decision boundaries (e.g., [Zhu+18]), or to identify inputs particularly influential in
training the model.

Unless a model is inherently interpretable, it is still important to remember that a global explanation
is still a partial view. To make a complex model accessible to the user, the global explanation will
need to leave some things out.

Decision: determining what properties the context needs. Different forms of explanations
have different levels of expressivity. For example, an explanation listing important features, or fitting
a local linear model around a particular input, does not expose interactions—but fitting a local
decision tree would. For each form, there will also be many ways to compute an explanation of that
form (more on this in Section 33.2.3.2). How do we choose amongst all of these different ways to
compute the explanation? We suggest that the first step in determining the form and computation
of an explanation should be to determine what properties are needed from it.

Specifying properties is especially important because not only may different forms of explanations
have different intrinsic properties—e.g., can it model interactions?—but the properties may depend
on the model being explained. For example, if the model is relatively smooth, then a feature-based
explanation relying on local gradients may be fairly faithful to the original model. However if the
model has spiky contours, the same explanation may not adequately capture the model’s behavior.
Once the desired properties are determined, one can determine what kind of computation is necessary
to achieve them. We will list commonly desirable properties in Section 33.3.

33.2.3.2 How the explanation is computed

Another set of decisions has to do with how the explanation is computed.

Decision: computation of explanation. Once we make the decisions above, we must decide how
the explanation will actually be computed. This choice will have a large impact on the explanation’s
properties. Thus, it is crucial to carefully choose a computational approach that provides the
properties needed for the context and end-task.

For example, suppose one is seeking to identify the most “important" input features that change a
prediction. Different computations correspond to different definitions of importance. One definition
of importance might be the smallest region in an image that, when changed, changes the prediction—
a perturbation-based analysis. Even within this definition, we would need to specify how that
perturbation will be computed: Do we keep the pixel values within the training distribution? Do we
preserve correlations between pixels? Different works take different approaches [SVZ13; DG17; FV17;
DSZ16; Adl+18; Bac+15a].

A related approach is to define importance in terms of sensitivity (e.g., largest gradients of the
output with respect to the input feature). Even then, there are many computational decisions to be
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made [STY17; Smi+17; Sel+17; Erh+09; Shr+16]. Yet another common definition of importance is
how often the input feature is part of a “winning coalition” that drives the prediction, e.g., a Shapley
or Banzaf score [LL17]. Each of these definitions have different properties, as well as require different
amounts of computation.

Similar issues come up with other forms of explanations. For example, for an example-based
explanation, one has to define what it means to be similar or otherwise representative: Is it the cosine
similarity between activations? A uniform L2 ball of a certain size between inputs? Likewise, there
are many different ways to obtain counterfactuals. One can rely on distance functions to identify
nearby inputs that with different outputs [WMR17; LHR20], causal frameworks [Kus+18], or SAT
formulations [Kar+20a], among other choices.

Decision: joint training vs. post-hoc application. So far, we have described our partial
explanation techniques as extracting some information from an already-trained model. This approach
is called deriving a post-hoc explanation. As noted above, post-hoc, partial explanations may have
some limitations: for example, an explanation based on a local linear approximation may be great
if the model is generally smooth, but provide little insight if the model has high curvature. Note
that this limitation is not because the partial explanation is wrong, but because the view that local
gradients provide isn’t sufficient if the true decision boundary is curvy.

One approach to getting explanations to have desired properties we is to train the model and the
explanation jointly. For example, a regularizer that penalizes violations of desired properties can
help steer the overall optimization process towards learning models that both perform well and are
amenable to the desired explanation [Plu+20]. It is often possible to find such a model because most
complex model classes have multiple high-performing optima [Bre01].

The choice of regularization will depend on the desired properties, the form of the explanation,
and its computation. For example, in some settings, we may desire the explanation use the same
features that people do for the task (e.g., lower frequency vs. higher frequency features in image
classifiers [Wan+20b]) — and still be faithful to the model. In other settings, we may want to control
the input dimensions used or not used in the explanation, or for the explanation to be somehow
compact (e.g., a small decision tree) while still being faithful to the underlying model, [RHDV17;
Shu+19a; Vel+17; Nei+18; Wu+19b; Plu+20]. (Certain attention models fall into this category
[JW19; WP19].) We may also have constraints on the properties of concepts or other intermediate
features [AMJ18b; Koh+20a; Hen+16; BH20; CBR20; Don+17b]. In all of these cases, these desired
properties could be included as a regularizer when training the model.

When choosing between a post-hoc explanation or joint training, one key consideration is that joint
training assumes that one can re-train the model or the system of interest. In many cases in practice,
this may not be possible. Replacing a complex and well-validated system in deployment for a decade
may not be possible or take a prohibitively long time. In that case, one can still extract approximated
explanations using post-hoc methods. Finally, a joint optimization, even when it can be performed, is
not a panacea: optimization for some properties may result in unexpected violations of other (unspec-
ified but desired) properties. For this reason, explanations from jointly trained models are still partial.

When might we want to consider post-hoc methods, and when not?. The advantage of
post-hoc interpretability methods is that they can be applied to any model. This family of methods
is especially useful in real-world scenarios where one needs to work with a system that contains many
models as its parts, where one cannot expect to replace the whole system with one model. These
approaches can also provide at least some broader knowledge about the model to identify unexpected
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concerns.
That said, post-hoc explanations, as approximations of the true model, may not be fully faithful to

the model nor cover the model completely. As such, an explanation method tailored for one context
may not be transferable in another; even in the intended context, there may be blindspots about
the model that the explanation misses completely. For these reasons, in high stakes situations, one
should attempt to use an inherently interpretable model first if possible [Rud19]. In all situations
when post-hoc explanations are used, one must keep in mind that they are only one tool in a broader
accountability toolkit and warn users appropriately.

33.2.4 Transparency and visualization

The scope of interpretable machine learning is around methods that expose the process by which a
trained model makes a decision. However, the behavior of a model also depends on the objective
function, the training data, how the training data were collected and processed, and how the model
was trained and tested. Conveying to a human these other aspects of what goes into the creation
of a model can be as important as explaining the trained model itself. While a full discussion of
transparency and visualization is outside the scope of this chapter, we provide a brief discussion here
to describe these important adjacent concepts.

Transparency is an umbrella term for the many things that one could expose about the modeling
process and its context. Interpreting models is one aspect. However, one could also be transparent
about other aspects, such as the data collection process or the training process (e.g., [Geb+21;
Mit+19; Dnp]). There are also situations in which a trained model is released (whether or not it is
inherently interpretable), and thus the software can be inspected and run directly.

Visualization is one way to create transparency. One can visualize the data directly or various
aspects of the model’s process (e.g., [Str+17]). Interactive visualizations can convey more than text
or code descriptions [ZF14; OMS17; MOT15; Ngu+16; Hoh+20]. Finally, in the specific context of
interpretable machine learning, how the explanation is presented — the visualization — can make a
large difference in how easily users can consume it. Even something as simple as a rule list has many
choices of layout, highlighting, and other organization.

When might we want to consider transparency and visualization? When not? In many
cases, the trouble with a model comes not from the model itself, but parts of its training pipeline.
The problem might be the training data. For example, since policing data contain historical bias,
predictions of crime hot spots based on that data will be biased. Similarly, if clinicians only order
tests when they are concerned about a patient’s condition, then a model trained to predict risk based
on tests ordered will only recapitulate what the clinicians already know. Transparency about the
properties of the data, and how training and testing were performed, can help identify these issues.

Of course, inspecting the data and the model generation process is something that takes time
and attention. Thus, visualizations of this kind and other descriptions to increase transparency
are best-suited to situations in which a human inspector is not under time pressure to sift through
potentially complex patterns for sources of trouble. These methods are not well-suited for situations
in which a specific decision must be made in a relatively short amount of time, e.g., providing
decision-support to a clinician at the bedside.

Finally, transparency in the form of making code available can potentially assist in understanding
how a model works, identifying bugs, and allowing independent testing by a third party (e.g., testing
with a new set of inputs, evaluating counterfactuals in different testing distributions). However, if a
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model is sufficiently complex, as many modern models are, then simply having access to the code is
likely not be enough for a human to gain sufficient understanding for their task.

33.3 Properties: the abstraction between context and method

Recall from the terminology and framework in Section 33.1.2 that the context and end-task determine
what properties are needed for the explanation. For example, in a high-stakes setting — such
as advising on interventions for an unstable patient — it may be important that the explanation
completely and accurately reflects the model (fidelity). In contrast, in a discovery-oriented setting, it
might be more important for any explanation to allow for efficient iterative refinement, revealing
different aspects of the model in turn (interactivity). Not all contexts and end-tasks need all properties,
and the lack of a key property may result in poor downstream performance.

While the research is still evolving, there exists a growing informal understanding about how
properties may work as an abstraction between methods and contexts. Many interpretability methods
from Section 33.2 share the same properties, and methods with the same properties may have similar
downstream performance in a specific end-task and context. If two contexts and end-tasks require
the same properties, then a method that works well for one may work well for the other. A method
with properties well-matched for one context could miserably fail in another context.

How to find desired properties? Of course, identifying what properties are important for a
particular context and end-task is not trivial. Indeed, identifying what properties are important for
what contexts, end-tasks, and downstream performance metrics is one facet of the grand challenge of
interpretable machine learning. For the present, the process of identifying the correct properties will
likely require iteration via user studies. However, iterating over properties is still a much smaller
space than iterating over methods. For example, if one wants to test whether the sparsity of the
explanation is key to good downstream performance, one could intentionally create explanations of
varying levels of sparsity to test that hypothesis. This is a much more precise knob to test than
exhaustively trying out different explanation methods with different hyperparameters.

Below, we first describe examples of properties that have been discussed in the interpretable
machine learning literature. Many of these properties are purely computational — that is, they can
be determined purely from the model and the explanation. A few have some user-centric elements.
Next we list examples of properties of explanation from cognitive science (on human to human
explanations) and human-computer interaction (on machine to human explanations). Some of these
properties have analogs in the machine learning list, while others may serve as inspiration for areas
to formalize.

33.3.1 Properties of explanations from interpretable machine learning

Many lists of potentially-important properties of interpretable machine learning models have been
compiled, sometimes using different terms for similar concepts and sometimes using the similar terms
for different concepts. Below we list some commonly-described properties of explanations, knowing
that this list will evolve over time as the field advances.

Faithfulness, fidelity (e.g., as described in [JG20; JG21]). When the explanation is only a partial
view of the model, how well does it match the model? There are many ways to make this notion
precise. For example, suppose a mimic (simple model) is used to provide a global explanation of a
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more complex model. One possible measure of faithfulness could be how often the mimic gives the
same outputs as the original. Another could be how often the mimic has the same first derivatives
(local slope) as the original. In the context of a local explanation consisting of the ‘key’ features for
a prediction, one could measure faithfulness by whether the prediction changes if the supposedly
important features are flipped. Another measure could check to make sure the prediction does not
change if a supposedly unimportant feature is flipped. The appropriate formalization will depend on
the context.

Compactness, sparsity (e.g., as described in [Lip18; Mur+19] ). In general, an explanation
must be small enough such that the user can process it within the constraints of the task (e.g., how
quickly a decision must be made). Sparsity generally corresponds to some notion of smallness (a few
features, a few parameters, L1 norm etc.). Compactness generally carries an additional notion of
not including anything irrelevant (that is, even if the explanation is small enough, it could be made
smaller). Each must be formalized for the context

Completeness (e.g., as described in [Yeh+19b]). If the explanation is not the model, does it still
include all of the relevant elements? For example, if an explanation consists of important features for
a prediction, does it include all of them, or leave some out? Moreover, if the explanation uses derived
quantities that are not the raw input features — for example, some notion of higher-level concepts
— are they expressive enough to explain all possible directions of variation that could change the
prediction? Note that one can have a faithful explanation in certain ways but not complete in others:
Fore example, an explanation may be faithful in the sense that flipping features considered important
flips the prediction and flipping features considered unimportant does not. However, the explanation
may fail to include that flipping a set of unimportant features does change the prediction.

Stability (e.g., as described in [AMJ18a]) To what extent are the explanations similar for similar
inputs? Note that the underlying model will naturally affect whether the explanation can be
stable. For example, if the underlying model has high curvature and the explanation has limited
expressiveness, then it may not be possible to have a stable explanation.

Actionability (e.g., as described in [Kar+20b; Poy+20]). Actionability implies filtering the
content of the explanation to focus on only aspects of the model that the user might be able to
intervene on. For example, if a patient is predicted to be at high risk of heart disease, an actionable
explanation might only include mutable factors such as exercise and not immutable factors such as
age or genetics. The notion of recourse corresponds to actionability in a justice context.

Modularity (e.g., as described in [Lip18; Mur+19]). Modularity implies that the explanation
can be broken down into understandable parts. While modularity does not guarantee that the user
can explain the system as a whole, for more complex models, modular explanations — where the
user can inspect each part — can be an effective way to provide a reasonable level of insight into the
model’s workings.

Interactivity (e.g., [Ten+20]) Does the explanation allow the user to ask questions, such as how
the explanation changes for a related input, or how an output changes given a change in input? In
some contexts, providing everything that a user might want or need to know from the start might be
overwhelming, but it might be possible to provide a way for the user to navigate the information
about the model in their own way.

Translucence (e.g., as described in [SF20; Lia+19]). Is the explanation clear about its limitations?
For example, if a linear model is locally fit to a deep model at a particular input, is there a mechanism
that reports that this explanation may be limited if there are strong feature interactions around
that input? We emphasize that translucence is about exposing limitations in the explanation, rather
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than the model. As with all accountability methods, the goal of the explanation is to expose the
limitations of the model.

Simulability (e.g., as described in [Lip18; Mur+19]). A model is simulable if a user can take
the model and an input and compute the output (within any constraints of time and cognition). A
simulable explanation is an explanation that is a simulable model. For example, a list of features
is not simulable, because a list of features alone does not tell us how to compute the output. In
contrast, an explanation in the form of a decision tree does include a computation process: the
user can follow the logic of the tree, as long as it is not too deep. This example also points out an
important difference between compactness and simulability: if an explanation is too large, it may not
be simulable. However, just because an explanation is compact — such as a short list of features —
does not mean that a person can compute the model’s output with it.

It may seem that simulability is different from the other properties because its definition involves
human input. However, in practice, we often know what kinds of explanations are easy for people
to simulate (e.g., decision trees with short path lengths, rule lists with small formulas, etc.). This
knowledge can be turned into a purely computational training constraint where we seek simulatable
explanations.

Alignment to the user’s vocabulary and mental model. (e.g., as described in [Kim+18a]).
Is the content of the explanation designed for the user’s vocabulary? For example, the explanation
could be given in the semantics a user knows, such as medical conditions vs. raw sensor readings.
Doing so can help the user more easily connect the explanation to their knowledge and existing
decision-making guidelines [Clo+19]. Of course, the right vocabulary will depend on the user: an
explanation in terms of parameter variances and influential points may be comprehensible to an
engineer debugging a lending model but not to a loan applicant.

Like simulability, mental-model alignment is more human-centric. However, just as before, we can
imagine an abstraction between eliciting vocabulary and mental models from users (i.e., determining
how they define their terms and how to think), and ensuring that an explanation is provided in
alignment with whatever that elicited user vocabulary and mental model is.

Once desired properties are identified, we need to operationalize them. For example, if sparsity is a
desired property, would using the L1 norm be enough? Or does a more sophisticated loss term need
to be designed? This decision will necessarily be human-centric: how small an explanation needs to
be, or in what ways it needs to be small, is a decision that needs to consider how people will be using
the explanation. Once operationalized, most properties can be optimized computationally. That
said, the properties should be evaluated with the context, end-task, model, and chosen explanation
methods. Once evaluated, one may revisit the choice of the explanation and model.

Finally, we emphasize that the ability to achieve a particular property will depend on the intrinsic
characteristics of the model. For example, the behavior of a highly nonlinear model with interactions
between the inputs will, in general, be harder to understand than a linear model. No matter how we
try to explain it, if we are trying to explain something complicated, then users will have a harder
time understanding it.

33.3.2 Properties of explanations from cognitive science

Above we focused on computational properties between models and explanations. The fields of
cognitive science and human-computer interaction have long examined what people consider good
properties of an explanation. These more human-centered properties may be ones that researchers in
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machine learning may be less aware of, yet essential for communicating information to people.
Unsurprisingly, the literature on human explanation concurs that the explanation must fit the

context [VF+80]; different contexts require different properties and different explanations. That said,
human explanations are also social constructs, often including post-hoc rationalizations and other
biases. We should focus on properties that help users achieve their goals, not ones simply “because
people sometimes do it”.

Below we list several of these properties.

Soundness (e.g., as described in [Kul+13]). Explanations should contain nothing but the truth
with respect to whatever they are describing. Soundness corresponds to notions of compactness and
faithfulness above.

Completeness (e.g., as described in [Kul+13]). Explanations should contain the whole truth with
respect to whatever they are describing. Completeness corresponds to notions of completeness and
faithfulness above.

Generality (e.g., as described in [Mil19]). Overall, people understand that an explanation for one
context may not apply in another. That said, there is an expectation that an explanation should
reflect some underlying mechanism or principle and will thus apply to similar cases — for whatever
notion of similarity is in the person’s mental model. Explanations that do not generalize to similar
cases may be misinterpreted. Generality corresponds to notions of stability above.

Simplicity (e.g., as described in [Mil19]). All of the above being equal, simpler explanations are
generally preferred. Simplicity relates to notions of sparsity and complexity above.

Contrastiveness (e.g., as described in [Mil19]). Contrastive explanations provide information of
how something differs from an alternate decision or prediction. For example, instead of providing a
list of features for why a particular drug is recommended, it might provide a list of features that
explain why one drug is recommended over another. Contrastiveness relates to notions of actionability
above, and more generally explanation types that include counterfactuals.

Finally, the cognitive science literature also notes that explanations are often goal directed. This
matches the notion of explanation in ML as information that helps a person improve performance on
their end-task. Different information may help with different goals, and thus human explanations
take many forms. Examples include deductive-nomological forms (i.e. a logical proofs) [HO48], forms
that provide a sense of an underlying mechanism [BA05; Gle02; CO06], and forms that conveying
understanding [Kei06]. Knowing these forms can help us consider what options might be best among
different sets of interpretable machine learning methods.

33.4 Evaluation of interpretable machine learning models

One cannot formalize the notion of interpretability without specifying the context, the end-task, and
the downstream performance metric [VF+80]. If one explanation empowers the human to get better
performance on their end-task over another explanation, then it is more useful. While the grand
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challenge of interpretable machine learning is to develop a general understanding of what properties
are needed for good downstream performance on different end-tasks in different contexts, in this
section, we will focus on rigorous evaluation within one context [DVK17].

Specifically, we describe two major categories for evaluating interpretable machine learning methods:

Computational evaluations of properties (without people). Computational evaluations of
whether explanations have desired properties do not user studies. For example, one can computation-
ally measure whether a particular explanation satisfies a definition of faithfulness under different
training and test data distributions or whether the outputs of one explanation are more sparse
than another. Such measures are valuable when one already knows that certain properties may be
important for certain contexts. Computational evaluations also serve as intermediate evaluations and
sanity checks to identify undesirable explanation behavior prior to a more expensive user study-based
evaluation.

User studies (with people). Ultimately, user studies are needed to measure how well an
interpretable machine learning method enables the user to complete their end-task in a given context.
Performing a rigorous, well-designed user study in a real context is significant work — much more
so than computing a test likelihood on benchmark datasets. It requires significant asks of not only
the researchers but also the target users. Methods for different contexts will also have different
evaluation challenges: while a system designed to assist with optimizing music recommendations
might be testable on a wide population, a system designed to help a particle physicist identify
new kinds of interactions might only be tested with one or two physicists because people with that
expertise are hard to find. In all cases, the evaluation can be done rigorously given careful attention
to experimental design.

33.4.1 Computational evaluation: does the method have desired properties?

While the ultimate measure of interpretability is whether the method successfully empowers the
user to perform their task, properties can serve as a valuable abstraction. Checking whether an
explanation has the right computational and desired properties can ensure that the method works as
expected (e.g., no implementation errors, no obviously odd behaviors). One can iterate on novel,
computationally-efficient methods to optimize the quantitative formalization of a property before
conducting expensive human experiments. Computational checks can also ensure whether properties
that held for one model continue to hold when applied to another model. Finally, checking for specific
properties can also help pinpoint in what way an explanation is falling short, which may be less clear
from a user study due to confounding.

In some cases, one might be able to prove mathematically that an explanation has certain properties,
while in others the test must be empirical. For empirical testing, one umbrella strategy is to use
a hypothesis-based sanity check; if we think a phenomenon X should never occur (hypothesis), we
can test whether we can create situations where X may occur. If it does, then the method fails
this sanity check. Another umbrella strategy is to create datasets with known characteristics or
ground truth explanations. These could be purely synthetic constructions (e.g., generated tables
with intentionally correlated features), semi-synthetic approaches (e.g., intentionally changing the
labels on an image dataset), or taking slices of a real dataset (e.g., introduce intentional bias
by only selecting real image, label pairs that are of outdoor environments). Note that these tests
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Figure 33.3: An example of computational evaluation using (semi-)synthetic datasets from [YK19]: foreground
images (e.g., dogs, backpacks) are placed on different backgrounds (e.g., indoors, outdoors) to test what an
explanation is looking for.

can only tell us if something is wrong; if a method passes a check, there may still be missing blindspots.

Examples of sanity checks. One strategy is to come up statements of the form “if this explanation
is working, then phenomenon X should not be occurring” and then try to create a situation in which
phenomenon X occurs. If we succeed, then the sanity check fails. By asking about out-of-the-box
phenomena, this strategy can reveal some surprising failure modes of explanation methods.

For example, [Ade+20a] operates under the assumption that a faithful explanation should be a
function of a model’s prediction. The hypothesis is that the explanation should significantly change
when comparing a trained model to an untrained model (where prediction is random). They show
that many existing methods fail to pass this sanity check (Figure 33.4).

In another example, [Kin+19] hypothesize that a faithful explanation should be invariant to input
transformations that do not affect model predictions or weights, such as constant shift of inputs (e.g.,
all inputs are added by 10). This hypothesis can be seen as testing both faithfulness and stability
properties. Their work shows that some methods fail this sanity check.

Adversarial attacks on explanations also fall into this category. For example, [GAZ19] shows that
two perceptively indistinguishable inputs with the same predicted label can be assigned very different
explanations.

Examples using (semi)synthetic datasets. Constructed datasets can also help score properties
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Figure 33.4: Interpretability methods (each row) and their explanations as we randomize layers starting from
the logits, and cumulatively to the bottom layer (each column), in the context of image classification task. The
rightmost column is showing a completely randomized network. Most methods output similar explanations
for the first two columns; one predicts the bird, and the other predicts randomly. This sanity check tests the
hypothesis that the explanation should significantly change (quantitatively and qualitatively) when comparing
a trained model and an untrained model [Ade+20a].

of various methods. We use the work of [YK19] as an example. Here, the authors were interested
in explanations with the properties of compactness and faithfulness: it should not identify features
as important if they are not. To test for these properties, the authors generate images with known
correlations. Specifically, they generate multiple datasets, each with a different rate of how often
each particular foreground object co-occurs with each particular background (see Figure 33.3). Each
dataset comes with two labels per image: for the object and the background.

Now, the authors compare two models: one trained to classify objects and one trained to classify
backgrounds (left, Figure 33.3). If a model is trained to classify objects and they all happen to
have the same background, the background should be less important than in a model trained to
classify backgrounds ([YK19] call this ‘model contrast score’). They also checked that the model
trained to predict backgrounds was not providing attributions to the foreground objects (see right
Figure 33.3). Other works using similar strategies include [Wil+20b; Gha+21; PMT18; KPT21;
Yeh+19b; Kim+18b].

Examples with real datasets. While more difficult, it is possible to at least partially check for
certain kinds of properties on real datasets that have no ground-truth.

For example, suppose an explanation ranks features from most to least important. We want to
determine if this ranking is faithful. Further, suppose we can assume that the features do not interact.
Then, one can attempt to make the prediction just with the top-1 most important feature, just the
top-2 ranked features, etc. and observe if the change in prediction accuracy exhibits diminishing
returns as more features are added. (If the features do interact, this test will not work. For example,
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Figure 33.5: Examples of computational evaluation with real datasets. Top row is from Figure 1 of [DG17],
used with kind permission of Yarin Gal. Bottom row is from Figure 4 of [Gho+19]. One would expect that
adding or deleting patches rated as most ‘relevant’ for an image classification would have a large effect on the
classification compared to patches not rated as important.

if features A, B, C are the top-3 features, but C is only important if feature B is present, the test
above would over-estimate the importance of the feature C.)

Figure 33.5 shows an example of this kind of test [Gho+19]. Their method outputs a set of
image patches (e.g., a set of connected pixels) that correlates with the prediction. They add top-n
image patches provided by the explanation one by one and observe the desired trend in accuracy. A
similar experiment in reverse direction (i.e., deleting top-n most important image patches one by
one) provides additional evidence. Similar experiments are also conducted in [FV17; RSG16a].

For example, in [DG17], authors define properties in plain English first: smallest sufficient region
(smallest region of the image that alone allows a confident classification) and smallest destroying
region (smallest region of the image that when removed, prevents a confident classification), followed
by careful operationalization of these properties such that they become the objective for optimization.
Then, separately, an evaluation metric of saliency is defined to be “the tightest rectangular crop that
contains the entire salient region and to feed that rectangular region to the classifier to directly verify
whether it is able to recognise the requested class”. While the “rectangular” constraint may introduce
artifacts, it is a neat trick to make evaluation possible. By checking expected behavior as described
above, authors confirm that methods’ behavior on the real data is aligned with the defined property
compared to baselines.

Evaluating the evaluations. As we have seen so far, there are many ways to formalize a given
property and many empirical tests to determine whether a property is present. Each empirical test
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will have different qualities. As an illustration, in [Tom+20], the authors ask whether popular saliency
metrics give consistent results across literature. They tested whether different metrics for assessing
the quality of saliency-based explanations (explanations that identify important pixels or regions in
images) is evaluating similar properties. In other words, this work tests consistency and stability
properties of metrics. They show many metrics are statistically unreliable and inconsistent. While
each metric may still have a particular use [Say+19], knowing this inconsistency exists helps us better
understand the landscape and limitations of evaluation approaches. Developing good evaluations for
computational properties is an ongoing area of research.

33.4.2 User study-based evaluation: does the method help a user perform a
target task?

User study-based evaluations measure whether an interpretable machine learning method helps
a human perform some task. This task could be the ultimate end-task of interest (e.g., does a
method help a doctor make better treatment decisions) or a synthetic task that mirrors contexts of
interest (e.g., a simplified situation with artificial diseases and symptoms). In both cases, rigorous
experimental design is critical to ensuring that the experiment measures what we want it to measure.
Understanding experimental design for user studies is essential for research in interpretable machine
learning.

33.4.2.1 User studies in real contexts.

The gold standard for testing whether an explanation is useful is to test it in the intended context:
Do clinicians make better decisions with a certain kind of decision support? Do programmers debug
code faster with a certain kind of explanation about model errors? Do product teams create more
fair models for their businesses? A complete guide on how to design and conduct user studies is out
of scope for this chapter; below we point out some basic considerations.

33.4.2.2 Basic elements of user studies

Performing a high-quality user study is a nuanced and non-trivial endeavor. There are many sources
of bias, some obvious (e.g., learning and fatigue effects during a study) and some less obvious (e.g.,
participants willing to work with us are more optimistic about AI technology than those we could
not recruit, or different participants may have different needs for cognition).

Interface design. The explanation must be presented to the user. Unlike the intrinsic difficulty
of explaining a model (i.e., complex models are harder to explain than simple ones), the design of
the interface is an extrinsic source of difficulty that can confound the experimental results. For
example, it may be easier, in general, to scan a list of features ordered by importance rather than
alphabetically.

When we perform an evaluation with respect to an end-task, intrinsic and extrinsic difficulties
can get conflated. Does one explanation type work better because it does a better job of explaining
the complex system? Or does it work better simply because it was presented in a way that was
easier for people to use? Especially if the goal is to test the difference between one explanation and
another in the experiment, it is important that the interface for each is designed to tease out the
effect from the explanations and their presentations. (Note that good presentations and visualization
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are an important but different object of study.) Moreover, if using the interface requires training, it
is important to deliver the training to users in a way that is neutral in each testing condition. For
example, how the end-task and goals of the study are described during training (e.g., with practice
questions) will have a large impact on how users approach the task.

Baselines. Simply the presence of an explanation may change the way in which people interact
with an ML system. Thus, it is often important to consider how a human performs with no ML
system, with an ML system and no explanation, with an ML system and a placebo explanation (an
explanation that provides no information), and with an ML system and hand-crafted explanations
(manually generated by humans who are presumably good communicators).

Experimental design and hypothesis testing. Independent and dependent variables, hypothe-
ses, and inclusion and exclusion criteria must be clearly defined prior to the start of the study. For
example, suppose that one hypothesizes that a particular explanation will help a developer debug an
image classifier. In this case, the independent variable would be a form of assistance: the particular
explanation, competing explanation methods, and the baselines above. The dependent variable
would be whether the developer can identify bugs. Inclusion and exclusion criteria might include a
requirement that the developer has sufficient experience training image classifiers (as determined by
an initial survey, or a pre-test), demonstrates engagement (as measured by a base level of performance
on practice rounds), and does not have prior experience with the particular explanation types (as
determined by an initial survey). Other exclusion criteria could be removing outliers. For example,
one could decide, in advance, to exclude data from any participant that takes an unusually long or
short time to perform task as a proxy for engagement.

As noted in Section 33.2, there are many decisions that go into any interpretable machine learning
method, and each context is nuanced. Studies of the form “Does explanation X (computed via some
pipeline Y ) help users in context Z compared to explanation X ′?” may not provide much insight
as to why that particular explanation is better or worse — making it harder not only to iterate on
a particular explanation but also to generalize to other explanations or contexts. There are many
factors of potential variation in the results, ranging from the properties of the explanation and its
presentation to the difficulty of the task.

To reduce this variance, and to get more useful and generalizable insights, we can manipulate
some factors of variation directly. For example, suppose the research question is whether complete
explanations are better than incomplete explanations in a particular context. One might write out
hand-crafted explanations that are complete in what features they implicate, explanations in which
one important feature is missing, and explanations in which several important features are missing.
Doing so ensures even coverage of the different experimental regimes of interest, which may not occur
if the explanations were simply output from a pipeline. As another example, one might intentionally
create an image classifier with known bugs, or simply pretend to have an image classifier that makes
certain predictions (as done in [Ade+20b]). These kinds of studies are called wizard-of-Oz studies,
and they can help us more precisely uncover the science of why an explanation is useful (e.g., as
done in [Jac+21]).

Once the independent and dependent variables, hypotheses, and participant criteria (including
how the independent and dependent variables may be manipulated) are determined, the next step
is setting up the study design itself. Broadly speaking, randomization marginalizes over potential
confounds. For example, randomization in assigning subjects to tasks marginalizes the subject’s
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prior knowledge; randomization in the order of tasks marginalizes out learning effects. Matching and
repeated measures reduce variance. An example of matching would be asking the same subject to
perform the same end-task with two different explanations. An example of repeated measures would
be asking the subject to perform the end-task for several different inputs.

Other techniques for designing user studies include block randomized designs/Latin square designs
that randomize the order of explanation types while keeping tasks associated with each explanation
type grouped together. This can be used to marginalize the effects of learning and fatigue without
too much context switching. Careful consideration should be given to what will be compared within
subjects and across subjects. Comparisons of task performance within subjects will have lower
variance but a potential bias from learning effects from the first task to the second. Comparisons
across subjects will have higher variance and also potential bias from population shift during ex-
perimental recruitment. Finally, each of these study designs, as well as the choice of independent
and dependent variables, will imply an appropriate significance test. It is essential to choose the
right test and multiple hypothesis correction to avoid inflated significance values while retaining power.

Qualitative studies. So far, we have described the standard approach for the design of a
quantitative user study–one in which the dependent variable is numerically measured (e.g., time
taken to correctly identify a bug, % bugs detected). While quantitative studies provide value by
demonstrating that there is a consistent, quantifiable effect across many users, they usually do not
tell us why a certain explanation worked. In contrast, qualitative studies, often performed with a
“think-aloud” or other discussion-based protocol in which users expose their thought process as they
perform the experiment, can help identify why a particular form of explanation seems to be useful or
not. The experimenter can gain insights by hearing how the user was using the information, and
depending on the protocol, can ask for clarifications.

For example, suppose one is interested in how people use an example-based explanation to
understand a video-game agent’s policy. The idea is to show a few video clips of an automated
agent in the video game, and then ask the user what the agent might do in novel situations. In a
think-aloud study, the user would perform this task while talking through how they are connecting
the videos they have seen to the new situation. By hearing these thoughts, a researcher might not
only gain deeper insight into how users make these connections — e.g., users might see the agent
collect coins in one video and presume that the agent will always go after coins — but they might
also identify surprising bugs: for example, a user might see the agent fall into a pit and attribute it
to a one-off sloppy fingers, not internalizing that an automated agent might make that mistake every
time.

While a participant in a think-aloud study is typically more engaged in the study than they might
be otherwise (because they are describing their thinking), knowing their thoughts can provide insight
into the causal process between what information is being provided by the explanation and the
action that the human user takes, ultimately helping advance the science of how people interact with
machine-provided information.

Pilot studies: The above descriptions are just a very high-level overview of the many factors that
must be designed properly for a high-quality evaluation. In practice, one does not typically get all of
these right the first time. Small scale pilot studies are essential to checking factors such as whether
participants attend to the provided information in unexpected ways or whether instructions are clear
and well-designed. Modifying the experiments after iterative small scale pilot studies can save a lot
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of time and energy down the road. In these pilots, one should collect not only the usual information
about users and the dependent variables, but also discuss with the participants how they approached
the study tasks and whether any aspects of the study were confusing. These discussions will lead to
insights and confidence that the study is testing what it is intended to test. The results from pilot
studies should not be included in the final results.

Finally, as the number of factors to test increases (e.g., baselines, independent variables), the study
design becomes more complex and may require more participants and longer participation times
to determine if the results are significant — which can in turn increase costs and effects of fatigue.
Pilots, think-aloud studies, and careful thinking about what aspects of the evaluation require user
studies and what can be completed computationally can all help distill down a user-based evaluation
to the most important factors.

33.4.2.3 User studies in synthetic contexts

It is not always appropriate or possible to test an interpretable machine learning method in the real
context: for example, it would be unethical to test a prototype explanation system on patients each
time one has a new way to convey information about a treatment recommendation. In such cases, we
might want to run an experiment in which clinicians perform a task on made-up patients, or in some
analogous non-medical context where the participant pool is bigger and more affordable. Similarly,
one might create a relatively accessible image classification debugging context where one can control
the incorrect labels, distribution shifts, etc. (e.g., [Ade+20b]) and see what explanations help users
detect problems in this simpler setting. The convenience and scalability of using a simpler setting
could shed light on what properties of explanations are important generally (e.g., for debugging
image classification). For example, we can test how different forms of explanation have different
cognitive loads or how a particular property affects performance with a relatively large pool of
subjects (e.g., [Lag+19]). The same principles we outlined above for user studies in real contexts
continue to apply, but there are some important cautions.

Cautions regarding synthetic contexts: While user studies with synthetic contexts can be
valuable for identifying scientific principles, one must be cautious. For example, experimental subjects
in a synthetic high-stakes context may not treat the stakes of the problem as seriously, may be
relatively unburdened with respect to distractions or other demands on their time and attention (e.g.,
a quiet study environment vs. a chaotic hospital floor), and ignore important factors of the task (e.g.,
clicking through to complete the task as quickly as possible). Moreover, small differences in task
definition can have big effects: even the difference between asking users to simply perform a task
with an explanation available vs. asking users to answer some questions about the explanation first,
may create very different results as the latter forces the user to pay attention to the explanation and
the former does not. Priming users by giving them a specific scenario where they can put themselves
into a mindset could help. For example: “Imagine now you are an engineer at a company selling a
risk calculator. A deadline is approaching and your boss wants to make sure the product will work
for a new client. Describe how you would use the following explanation”.
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33.5 Discussion: how to think about interpretable machine learning

Interpretable machine learning is a young, interdisciplinary field of study. As a result, consensus
on definitions, evaluation methods, and appropriate abstractions is still forming. The goal of this
section is to lay out a core set of principles about interpretable machine learning. While specifics in
the previous sections may change, the principles below will be durable.

There is no universal, mathematical definition of interpretability, and there never will be. Defining
a downstream performance metric (and justifying it) for each context is a must. The information
that best communicates to the human what is needed to perform a task will necessarily vary: for
example, what a clinical expert needs to determine whether to try a new treatment policy is very
different than what a person to determine how to get a denied loan approved. Similarly, methods to
communicate characteristics of models built on pixel data may not be appropriate for communicating
characteristics of models built on language data. We may hope to identify desired properties in
explanations to maximize downstream task performance for different classes of end tasks — that is
the grand challenge of interpretable machine learning — but there will never be one metric for all
contexts.

While this lack of a universal metric may feel disappointing, other areas of machine learning
also lack universal metrics. For example, not only is it impossible to satisfy the many metrics on
fairness at the same time [KMR16], but also in a particular situation, none may exactly match the
desires of the stakeholders. Even in a standard classification setting, there are many metrics that
correspond to making the predicted and true labels as close as possible. Does one care about overall
accuracy? Precision? Recall? It is unlikely that one objective captures everything that is needed
in one situation, much less across different contexts. Evaluation can still be rigorous as long as
assumptions and requirements are made precise.

What sets interpretable machine learning apart from other areas of machine learning, however, is
that a large class of evaluations require human input. As a necessarily interdisciplinary area, rigorous
work in interpretable machine learning requires not only knowledge of computation and statistics but
also experimental design and user studies.

Interpretability is only a part of the solution for fairness, calibrated trust, accountability, causality,
and other important problems. Learning models that are fair, safe, causal, or engender calibrated
trust are all goals, whereas interpretability is one means towards that goal.

In some cases, we don’t need interpretability. For example, if the goal can be fully formalized in
mathematical terms (e.g., a regulatory requirement may mandate a model satisfy certain fairness
metrics), we do not need any human input. If a model behaves as expected across an exhaustive
set of pre-defined inputs, then it may be less important to understand how it produced its outputs.
Similarly, if a model performs well across a variety of regimes, that might (appropriately) increase
one’s trust in it; if it makes errors, that might (appropriately) decrease trust without an inspection
of any of the system’s internals.

In other cases, human input is needed to achieve the end-task. For example, while there is much
work in the identification of causal models (see Chapter 36), under many circumstances, it is not
possible to learn a model that is guaranteed to be causal from a dataset alone. Here, interpretability
could assist the end-task of “Is the model causal?” by allowing a human to inspect the model’s
prediction process.
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As another example, one could measure the safety of a clinical decision support system by tracking
how often its recommendations causes harm to patients — and stop using the system if it causes
too much harm. However, if we use this approach to safety, we will only discover that the system is
unsafe after a significant number of patients have been harmed. Here, interpretability could support
the end-task of safety by allowing clinical experts to inspect the model’s decision process for red flags
prior to deployment.

In general, complex contexts and end-tasks will require a constellation of methods (and people)
to achieve them. For example, formalizing a complex notion such as accountability will require a
broad collection of people — from policy makers and ethicists to corporations, engineers, and users —
unifying vocabularies, exchanging domain knowledge, and identifying goals. Evaluating or monitoring
it will involve various empirical measures of quality and insights from interpretability.

Interpretability is not about understanding everything about the model; it is about understanding
enough to do the end-task. The ultimate measure of an interpretable machine learning method is
whether it helps the user perform their end-task. Suppose the end-task is to fix an overheating laptop.
An explanation that lists the likely sources of heat is probably sufficient to address the issue, even
if one does not know the chemical properties of its components. On the other hand, if the laptop
keeps freezing up, knowing about the sources of heat may not be the right information. Importantly,
both end-tasks have clear downstream performance metrics: we can observe whether the information
helped the user perform actions that make the laptop overheat or freeze up less.

As another example, consider AlphaGo, Google DeepMind’s AI go player that beat the human
world champion, Lee SeDol. The model is so complex that one cannot fully understand its decision
process, including surprising moves like its famous move 37[Met16]. That said, partial probes (e.g.,
does AlphaGo believe the same move would have made a different impact if it was made earlier but
similar position in the game) might still help a go expert gain insights on the rationale for the move
in the context of what they already know about the game.

Relatedly, interpretability is distinct from full transparency into the model or knowing the model’s
code. Staring at the weights of every neuron in a large network is likely to be as effective as taking
one’s laptop apart to understand a bug in your code. There are many good reasons for open source
projects and models, but open source code itself may or may not be sufficient for a user to accomplish
their end-task. For example, a typical user will not be able to reason through 100K lines of parameters
despite having all the pieces available.

That said, any partial view of a model is, necessarily, only a partial view; it does not tell the full
story. While we just argued that many end-tasks do not require knowing everything about a model,
we also must acknowledge that a partial view does not convey the full model. For example, the set of
features needed to change a loan decision may be the right partial view for a denied applicant, but
convey nothing about whether the model is discriminatory. Any probe will only return what it is
designed to compute (e.g., an approximation of a complex function with a simpler one). Different
probes may be able to reveal different properties at different levels of quality. Incorrectly believing
the partial view is the full story could result in incorrect insights.

Partial views can lack stability and enable attacks. Relatedly, any explanation that reveals only
certain parts of a model can lack stability (e.g., [AMJ18a]) and can be more easily attacked (e.g.,
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see [Yeh+19a; GAZ19; Dom+19; Sla+20]). Especially when models are overparameterized such as
neural networks, it is possible to learn models whose explanations say one thing (e.g., a feature is not
important, according to some formalization of feature importance) while the model does another
(e.g., uses the prohibited feature). Joint training can also exacerbate the issue, as it allows the
model to learn boundaries that pass some partial-view test while in reality violating the underlying
constraint. Other adversarial approaches can work on the input, minimally perturbing it to change
the explanation’s partial view while keeping the prediction constant or to change the prediction while
keeping the explanation constant.

These concerns highlight an important open area: We need to improve ways to endow explanations
with the property of translucence, that is, explanations that communicate what they can and cannot
say about the model. Translucence is important because misinterpreted explanations that happen to
favor a user’s views create false basis for trust.

Trade-offs between inherently interpretable models and performance often do not exist; partial views
can help when they do. While some have claimed that there exists an inherent trade-off between
using an inherently-interpretable model and performance (defined as a model’s performance on some
test data), this trade-off does not always exist in practice for several reasons [Rud19].

First, in many cases, the data can be surprisingly well-fit by a fairly simple model (due to high
noise, for example) or a model that can be decomposed into interpretable parts. One can often find a
combination of architecture, regularizer, and optimizer that produces inherently interpretable models
with performance comparable to, or sometimes even better than, blackbox approaches [Wan+17a;
LCG12; Car+15; Let+15b; UR16; FHDV20; KRS14]. In fact, interpretability and performance can
be synergistic: methods for encoding a preference for simpler models (e.g., L1 regularizer for sparsity
property) were initially developed to increase performance and avoid overfitting, and interpretable
models are often more robust [RDV18].

Second, a narrow focus on the trade-off between using inherently interpretable models and a
predefined metric of performance, as usually measured on a validation set, overlooks a broader issue:
that predefined metric of performance may not tell the full story about the quality of the model. For
example, using an inherently interpretable model may enable a person to realize that a prediction is
based on confounding, not causation—or other ways it might fail in deployment. In this way, one
might get better performance with an inherently interpretable model in practice even if a blackbox
appears to have better performance numbers in validation. An inherently interpretable model may
also enable better human+model teaming by allowing the human user to step in and override the
system appropriately.

Human factors are essential. All machine learning systems ultimately connect to broader socio-
technical contexts. However, in many cases, many aspects of model construction and optimization can
be performed in a purely computational setting: there are techniques to check for appropriate model
capacity, techniques for tuning a gradient descent or convex optimization. In contrast, interpretable
machine learning must consider human factors from the beginning : there is no point optimizing
an explanation to have various properties if it still fails to improve the user’s performance on the
end-task.

Over-reliance. Just because an explanation is present, does not mean that the user will analytically
and reasonably incorporate the information provided into their ultimate decision-making task. The
presence of any explanation can increase a user’s trust in the model, exacerbating the general issue
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Figure 33.6: (Potential) perception issues: an explanation from a trained network (left) is visually indistin-
guishable to humans from one from an untrained network (right)—even if they are not exactly identical.

of over-trust in human+ML teams. Recent studies have found that even data scientists over-trust
explanations in unintended ways [Kau+20]; their excitement about the tool led them to take it
at face-value rather than dig deeper. [LM20] reports a similar finding, noting that inaccurate but
evocative presentations can create a feeling of comprehension.

Over-reliance can be combated with explicit measures to force the user to engage analytically
and skeptically with the information in the explanation. For example, one could ask the user to
submit their decision first and only then show the recommendation and accompanying explanation
to pique their interest in why their choice and the recommendation might disagree (and prompting
whether they want to change their choice). Another option is to ask the user some basic questions
about the explanation prior to submitting their decision to force them to look at the explanation
carefully. Yet another option is to provide only the relevant information (the explanation) without
the recommendation, forcing the user to synthesize the additional information on their own. However,
in all these cases, there is a delicate balance: users will often be amenable to expending additional
cognitive effort if they can see it achieves better results, but if they feel the effort is too much, they
may start ignoring the information entirely.

Potential for misuse. A malicious version of over-reliance is when explanations are used to manip-
ulate a user rather than facilitating the user’s end-task. Further, users may report that they like
explanations that are simple, require little cognitive effort, etc. even when those explanations do not
help them perform their end-task. As creators of interpretable machine learning methods, one must
be on alert to ensure that the explanations help the user achieve what they want to (ideally in a way
that they also like).

Misunderstandings from a lack of understanding of machine learning. Even when correctly engaged,
users in different contexts will have different levels of knowledge about machine learning. For example,
not everyone may understand concepts such as additive factors or Shapley values [Sha16]. Users may
also attribute more understanding to a model than it actually has. For example, if they see a set of
pixels highlighted around a beak, or a set of topic model terms about a disease, they may mistakenly
believe that the machine learning model has some notion of concepts that matches theirs, when the
truth might be quite different.
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Related: perception issues in image explanations. The nature of our visual processing system
adds another layer of nuance when it comes to interpreting and misinterpreting explanations. In
Figure 33.6, two explanations (in terms of important pixels in a bird image) seem to communicate a
similar message; for most people, both explanations seem to suggest that the belly and cheek of the
bird are the important parts for this prediction. However, one of them is generated from a trained
network (left), but the other one is from a network that returns random predictions (right). While
the two saliency maps aren’t identical to machines, they look similar because humans don’t parse an
image as pixel values, but as whole, they see a bird in both pictures.

Another common issue with pixel-based explanations is that explanation creators often multiply the
original image with an importance “mask” (black and clear saliency mask, where black pixel represents
no importance and a clear pixel represents maximum importance), introducing the arbitrary artifact
that black objects never appear important [Smi+17]. In addition, this binary mask is produced
by clipping important pixels in a certain percentile (e.g., only taking 99−th percentile), which can
also introduce another artifact [Sun+19c]. The balancing act between artifacts introduced by visu-
alization for the ease of understanding and faithfully representing the explanation remains a challenge.

Together, all of these points on human factors emphasize what we said from the start: we cannot
divorce the study and practice of interpretable machine learning from its intended socio-technical
context.
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34 Decision making under uncertainty

34.1 Statistical decision theory

Bayesian inference provides the optimal way to update our beliefs about hidden quantities H given
observed data X = x by computing the posterior p(H|x). However, at the end of the day, we need
to turn our beliefs into actions that we can perform in the world. How can we decide which action
is best? This is where decision theory comes in. In this section, we give a brief introduction. For
more details, see e.g., [DeG70; Ber85b; KWW22].

34.1.1 Basics

In statistical decision theory, we have an agent or decision maker, who wants to choose an
action from has a set of possible actions, a ∈ A, given some observations or data x. We assume
the data comes from some environment that is external to the agent; we characterize the state of
this environment by a hidden or unknown variable h ∈ H, known as the state of nature. Finally,
we assume we know a loss function ℓ(h, a), that specifies the loss we incur if we take action a
when the state of nature is h. The goal is to define a policy, also called an estimator or decision
procedure, which specifies which action to take in response to each possible observation, a = δ(x),
so as to minimize the expected loss, also called the risk:

δ∗(·) = argmin
δ

R(δ) (34.1)

where the risk is given by

R(δ) = E [ℓ(h, δ(X))] (34.2)

The key question is how to define the above expectation. We can use a frequentist or Bayesian
approach, as we discuss below.

34.1.2 Frequentist decision theory

In frequentist decision theory, we treat the state of nature h as a fixed but unknown quantity,
and treat the data X as random. Hence we take expectations wrt the data, which gives us the
frequentist risk:

r(δ|h) = Ep(x|h) [ℓ(h, δ(x))] =
∫
p(x|h)ℓ(h, δ(x))dx (34.3)
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The idea is that a good estimator will have low risk across many different datasets.
Unfortunately, the state of nature is not known, so the above quantity cannot be computed. There

are several possible solutions to this. One idea is to put a prior distribution on h, and then to
compute the Bayes risk, also called the integrated risk:

RB(δ) ≜ Ep(h) [r(δ|h)] =
∫
p(h)p(x|h)ℓ(h, δ(x)) dh dx (34.4)

A decision rule that minimizes the Bayes risk is known as a Bayes estimator.
Of course the use of a prior might seem undesirable in the context of frequentist statistics. We can

therefore use the maximum risk instead. This is defined as follows:

Rmax(δ) = max
h

r(δ|h) (34.5)

Minimizing the maximum risk gives rise to a minimax estimator:

δ∗ = min
δ

max
h

rh(δ) (34.6)

Minimax estimators have a certain appeal. However, computing them can be hard. And furthermore,
they are very pessimistic. In fact, one can show that all minimax estimators are equivalent to Bayes
estimators under a least favorable prior. In most statistical situations (excluding game theoretic
ones), assuming nature is an adversary is not a reasonable assumption. See [BS94, p449] for further
discussion of this point.

34.1.3 Bayesian decision theory

In Bayesian decision theory, we treat the data as an observed constant, x, and the state of nature
as an unknown random variable. The posterior expected loss for picking action a is defined as
follows:

ρ(a|x) ≜ Ep(h|x) [ℓ(h, a)] =
∫
ℓ(h, a)p(h|x)dh (34.7)

We can define the posterior expected loss, or Bayesian risk, for an estimator using

ρ(δ|x) = ρ(δ(x)|x) (34.8)

The optimal policy specifies what action to take so as to minimize the expected loss. This is given
by

δ∗(x) = argmin
a∈A

Ep(h|x) [ℓ(h, a)] (34.9)

An alternative, but equivalent, way of stating this result is as follows. Let us define a utility
function U(h, a) to be the desirability of each possible action in each possible state. If we set
U(h, a) = −ℓ(h, a), then the optimal policy is as follows:

δ∗(x) = argmax
a∈A

Eh [U(h, a)] (34.10)

This is called the maximum expected utility principle.
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ρ(δ|x) = Eh∼p(h|x)[`(h, δ(x))]

`(h, δ(x)) RB(δ) = E(x,h)∼p(x,h)[`(h, δ(x))]

r(δ|h) = Ex∼p(x|h) `(h, δ(x))]

Bayesian

Frequentist

Figure 34.1: Illustration of how the Bayesian and frequentist approaches to decision making incur the same
Bayes risk.

34.1.4 Frequentist optimality of the Bayesian approach

We see that the Bayesian approach, given by Equation (34.9), which picks the best action for each
individual observation x, will also optimize the Bayes risk in Equation (34.4), which picks the best
policy for all possible observations. This follows from Fubini’s theorem which lets us exchange the
order of integration in a double integral (this is equivalent to the law of iterated expectation):

RB(δ) = Ep(x) [ρ(δ|x)] = Ep(h|x)p(x) [ℓ(h, δ(x))] (34.11)
= Ep(h) [r(δ|h)] = Ep(h)p(x|h) [ℓ(h, δ(x))] (34.12)

See Figure 34.1 for an illustration. The above result tells us that the Bayesian approach has optimal
frequentist properties.

More generally, one can show that any admissable policy1 is a Bayes policy with respect to some,
possibly improper, prior distribution, a result known as Wald’s theorem [Wal47]. (See [DR21] for
a more general version of this result.) Thus we arguably lose nothing by “restricting” ourselves to the
Bayesian approach (although we need to check that our modeling assumptions are adequate, a topic
we discuss in Section 3.9). See [BS94, p448] for further discussion of this point.

Another advantage of the Bayesian approach is that is constructive, that is, it specifies how to
create the optimal policy (estimator) given a particular dataset. By contrast, the frequentist approach
allows you to use any estimator you like; it just derives the properties of this estimator across multiple
datasets, but does not tell you how to create the estimator.

34.1.5 Examples of one-shot decision making problems

In the sections below, we give some common examples of one-shot decision making problems (i.e.,
making a single decision, not a sequence of decisions) that arise in ML applications.

1. An estimator is said to be admissible if it is not strictly dominated by any other estimator. We say that δ1
dominates δ2 if R(θ, δ1) ≤ R(θ, δ2) for all θ. The domination is said to be strict if the inequality is strict for some
θ∗.
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34.1.5.1 Classification

Suppose the states of nature correspond to class labels, so H = Y = {1, . . . , C}. Furthermore,
suppose the actions also correspond to class labels, so A = Y . In this setting, a very commonly used
loss function is the zero-one loss ℓ01(y∗, ŷ), defined as follows:

ŷ = 0 ŷ = 1
y∗ = 0 0 1
y∗ = 1 1 0

(34.13)

We can write this more concisely as follows:

ℓ01(y
∗, ŷ) = I (y∗ ̸= ŷ) (34.14)

In this case, the posterior expected loss is

ρ(ŷ|x) = p(ŷ ̸= y∗|x) = 1− p(y∗ = ŷ|x) (34.15)

Hence the action that minimizes the expected loss is to choose the most probable label:

δ(x) = argmax
y∈Y

p(y|x) (34.16)

This corresponds to the mode of the posterior distribution, also known as the maximum a
posteriori or MAP estimate.

We can generalize the loss function to associate different costs for false positives and false negatives.
We can also allow for a “reject action”, in which the decision maker abstains from classifying when
it is not sufficiently confident. This is called selective prediction; see Section 19.3.3 for details.

34.1.5.2 Regression

Now suppose the hidden state of nature is a scalar h ∈ R, and the corresponding action is also a
scalar, y ∈ R. The most common loss for continuous states and actions is the ℓ2 loss, also called
squared error or quadratic loss, which is defined as follows:

ℓ2(h, y) = (h− y)2 (34.17)

In this case, the risk is given by

ρ(y|x) = E
[
(h− y)2|x

]
= E

[
h2|x

]
− 2yE [h|x] + y2 (34.18)

The optimal action must satisfy the condition that the derivative of the risk (at that point) is zero
(as explained in Chapter 6). Hence the optimal action is to pick the posterior mean:

∂

∂y
ρ(y|x) = −2E [h|x] + 2y = 0 ⇒ δ(x) = E [h|x] =

∫
h p(h|x)dh (34.19)

This is often called the minimum mean squared error estimate or MMSE estimate.
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Figure 34.2: A distribution on a discrete space in which the mode (black point L, with probability p1) is
untypical of most of the probability mass (gray circles, with probability p2 < p1). The small black circle labeled
M (near the top left) is the posterior mean, which is not well defined in a discrete state space. C (the top left
vertex) is the centroid estimator, made up of the maximizer of the posterior marginals. See text for details.
From Figure 1 of [CL07]. Used with kind permission of Luis Carvalho.

34.1.5.3 Parameter estimation

Suppose the states of nature correspond to unknown parameters, so H = Θ = RD. Furthermore,
suppose the actions also correspond to parameters, so A = Θ. Finally, we assume the observed data
(that is input to the policy/estimator) is a dataset, such as D = {(xn,yn) : n = 1 : N}. If we use
quadratic loss, then the optimal action is to pick the posterior mean. If we use 0-1 loss, then the
optimal action is to pick the posterior mode, i.e., the MAP estimate:

δ(D) = θ̂ = argmax
θ∈Θ

p(θ|D) (34.20)

34.1.5.4 Estimating discrete parameters

The MAP estimate is the optimal estimate when the loss function is 0-1 loss, ℓ(θ, θ̂) = I
(
θ ̸= θ̂

)
, as

we show in Section 34.1.5.1. However, this does not give any “partial credit” for estimating some of
the components of θ correctly. An alternative is to use the Hamming loss:

ℓ(θ, θ̂) =

D∑

d=1

I
(
θd ̸= θ̂d

)
(34.21)

In this case, one can show that the optimal estimator is the vector of max marginals

θ̂ =

[
argmax

θd

∫

θ−d

p(θ|D)dθ−d
]D

d=1

(34.22)

This is also called the maximizer of posterior marginals or MPM estimate. Note that computing
the max marginals involves marginalization and maximization, and thus depends on the whole
distribution; this tends to be more robust than the MAP estimate [MMP87].
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Figure 34.3: Spectograms for three different spoken sentences. The x-axis shows progression of time and
the y-axis shows different frequency bands. The energy of the signal in different bands is shown as intensity
in grayscale values with progression of time. (A) and (B) show spectrograms of the same sentence “How
to recognize speech with this new display” spoken by two different speakers, male and female. Although the
frequency characterization is similar, the formant frequencies are much more clearly defined in the speech
of the female speaker. (C) shows the spectrogram of the utterance “How to wreck a nice beach with this
nudist play” spoken by the same female speaker as in (B). (A) and (B) are not identical even though they
are composed of the same words. (B) and (C) are similar to each other even though they are not the same
sentences. From Figure 1.2 of [Gan07]. Used with kind permission of Madhavi Ganapathiraju.

For example, consider a problem in which we must estimate a vector of binary variables. Figure 34.2
shows a distribution on {0, 1}3, where points are arranged such that they are connected to their nearest
neighbors, as measured by Hamming distance. The black state (circle) labeled L (configuration
(1,1,1)) has probability p1, and corresponds to the MAP estimate. The 4 gray states have probability
p2 < p1; and the 3 white states have probability 0. Although the black state is the most probable,
it is untypical of the posterior: all its nearest neighbors have probability zero, meaning it is very
isolated. By contrast, the gray states, although slightly less probable, are all connected to other gray
states, and together they constitute much more of the total probability mass.

In the example in Figure 34.2, we have p(θj = 0) = 3p2 and p(θj = 1) = p2 + p1 for j = 1 : 3. If
2p2 > p1, the vector of max marginals is (0, 0, 0). This MPM estimate can be shown to be a centroid
estimator, in the sense that it minimizes the squared distance to the posterior mean (the center of
mass), yet it (usually) represents a valid configuration, unlike the actual mean (fractional estimates
do not make sense for discrete problems). See [CL07] for further discussion of this point.

34.1.5.5 Structured prediction

In some problems, such as natural language processing or computer vision, the desired action is to
return an output object y ∈ Y , such as a set of labels or body poses, that not only is probable given
the input x, but is also internally consistent. For example, suppose x is a sequence of phonemes and
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34.2. Decision (influence) diagrams 1107

y is a sequence of words. Although x might sound more like y = “How to wreck a nice beach” on a
word-by-word basis, if we take the sequence of words into account then we may find (under a language
model prior) that y = “How to recognize speech” is more likely overall. (See Figure 34.3.) We can
capture this kind of dependency amongst outputs, given inputs, using a structured prediction
model, such as a conditional random field (see Section 4.4).

In addition to modeling dependencies in p(y|x), we may prefer certain action choices ŷ, which we
capture in the loss function ℓ(y, ŷ). For example, referring to Figure 34.3, we may be reluctant to
assume the user said ŷt=”nudist” at step t unless we are very confident of this prediction, since the
cost of mis-categorizing this word may be higher than for other words.

Given a loss function, we can pick the optimal action using minimum Bayes risk decoding:

ŷ = min
ŷ∈Y

∑

y∈Y
p(y|x)ℓ(y, ŷ) (34.23)

We can approximate the expectation empirically by sampling M solutions ym ∼ p(y|x) from the
posterior predictive distribution. (Ideally these are diverse from each other.) We use the same set of
M samples to approximate the minimization to get

ŷ ≈ min
yi,i∈{1,...,M}

∑

j∈{1,...,M}
p(yj |x)ℓ(yj ,yi) (34.24)

This is called empirical MBR [Pre+17a], who applied it to computer vision problems. A similar
approach was adopted in [Fre+22], who applied it to neural machine translation.

34.1.5.6 Fairness

Models trained with ML are increasingly being used to high-stakes applications, such as deciding
whether someone should be released from prison or not, etc. In such applications, it is important
that we focus not only on accuracy, but also on fairness. A variety of definitions for what is meant
by fairness have been proposed (see e.g., [VR18]), many of which entail conflicting goals [Kle18].
Below we mention a few common definitions, which can all be interpreted decision theoretically.

We consider a binary classification problem with true label Y , predicted label Ŷ and sensitive
attribute S (such as gender or race). The concept of equal opportunity requires equal true positive
rates across subgroups, i.e., p(Ŷ = 1|Y = 1, S = 0) = p(Ŷ = 1|Y = 1, S = 1). The concept of equal
odds requires equal true positive rates across subgroups, and also equal false positive rates across
subgroups, i.e., p(Ŷ = 1|Y = 0, S = 0) = p(Ŷ = 1|Y = 0, S = 1). The concept of statistical parity
requires positive predictions to be unaffected by the value of the protected attribute, regardless of
the true label, i.e., p(Ŷ = 1|S = 0) = p(Ŷ |S = 1).

For more details on this topic, see e.g., [KR19].

34.2 Decision (influence) diagrams

When dealing with structured multi-stage decision problems, it is useful to use a graphical notation
called an influence diagram [HM81; KM08], also called a decision diagram. This extends directed
probabilistic graphical models (Chapter 4) by adding decision nodes (also called action nodes),
represented by rectangles, and utility nodes (also called value nodes), represented by diamonds.
The original random variables are called chance nodes, and are represented by ovals, as usual.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Oil Drill
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(b)

Oil Drill
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Figure 34.4: Influence diagrams for the oil wildcatter problem. Ovals are random variables (chance nodes),
squares are decision (action) nodes, diamonds are utility (value) nodes. (a) Basic model. (b) An extension in
which we have an information arc from the Sound chance node to the Drill decision node. (c) An extension
in which we get to decide whether to perform a test or not, as well as whether to drill or not.

34.2.1 Example: oil wildcatter

As an example (from [Rai68]), consider creating a model for the decision problem faced by an oil
“wildcatter”, which is a person who drills wildcat wells, which are exploration wells drilled in areas
not known to be oil fields.

Suppose you have to decide whether to drill an oil well or not at a given location. You have two
possible actions: d = 1 means drill, d = 0 means don’t drill. You assume there are 3 states of nature:
o = 0 means the well is dry, o = 1 means it is wet (has some oil), and o = 2 means it is soaking (has
a lot of oil). We can represent this as a decision diagram as shown in Figure 34.4(a).

Suppose your prior beliefs are p(o) = [0.5, 0.3, 0.2], and your utility function U(d, o) is specified by
the following table:

o = 0 o = 1 o = 2
d = 0 0 0 0
d = 1 −70 50 200

We see that if you don’t drill, you incur no costs, but also make no money. If you drill a dry well,
you lose $70; if you drill a wet well, you gain $50; and if you drill a soaking well, you gain $200.

What action should you take if you have no information beyond your prior knowledge? Your prior
expected utility for taking action d is

EU(d) =

2∑

o=0

p(o)U(d, o) (34.25)

We find EU(d = 0) = 0 and EU(d = 1) = 20 and hence the maximum expected utility is

MEU = max{EU(d = 0),EU(d = 1)} = max{0, 20} = 20 (34.26)

Thus the optimal action is to drill, d∗ = 1.
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34.2.2 Information arcs

Now let us consider a slight extension to the model, in which you have access to a measurement
(called a “sounding”), which is a noisy indicator about the state of the oil well. Hence we add an
O → S arc to the model. In addition, we assume that the outcome of the sounding test will be
available before we decide whether to drill or not; hence we add an information arc from S to D.
This is illustrated in Figure 34.4(b). Note that the utility depends on the action and the true state
of the world, but not the measurement.

We assume the sounding variable can be in one of 3 states: s = 0 is a diffuse reflection pattern,
suggesting no oil; s = 1 is an open reflection pattern, suggesting some oil; and s = 2 is a closed
reflection pattern, indicating lots of oil. Since S is caused by O, we add an O → S arc to our model.
Let us model the reliability of our sensor using the following conditional distribution for p(S|O):

s = 0 s = 1 s = 2
o = 0 0.6 0.3 0.1
o = 1 0.3 0.4 0.3
o = 2 0.1 0.4 0.5

Suppose the sounding observation is s. The posterior expected utility of performing action d is

EU(d|s) =
2∑

o=0

p(o|s)U(o, d) (34.27)

We need to compute this for each possible observation, s ∈ {0, 1, 2}, and each possible action,
d ∈ {0, 1}. If s = 0, we find the posterior over the oil state is p(o|s = 0) = [0.732, 0.219, 0.049],
and hence EU(d = 0|s = 0) = 0 and EU(d = 1|s = 0) = −30.5. If s = 1, we similarly find
EU(d = 0|s = 1) = 0 and EU(d = 1|s = 1) = 32.9. If s = 2, we find EU(d = 0|s = 2) = 0 and
EU(d = 1|s = 2) = 87.5. Hence the optimal policy d∗(s) is as follows: if s = 0, choose d = 0 and get
$0; if s = 1, choose d = 1 and get $32.9; and if s = 2, choose d = 1 and get $87.5.

The maximum expected utility of the wildcatter, before seeing the experimental sounding, can be
computed using

MEU =
∑

s

p(s)EU(d∗(s)|s) (34.28)

where prior marginal on the outcome of the test is p(s) =
∑
o p(o)p(s|o) = [0.41, 0.35, 0.24]. Hence

the MEU is

MEU = 0.41× 0 + 0.35× 32.9 + 0.24× 87.5 = 32.2 (34.29)

These numbers can be summarized in the decision tree shown in Figure 34.5.

34.2.3 Value of information

Now suppose you can choose whether to do the test or not. This can be modelled as shown in
Figure 34.4(c), where we add a new test node T . If T = 1, we do the test, and S can enter states
{0, 1, 2}, determined by O, exactly as above. If T = 0, we don’t do the test, and S enters a special
unknown state. There is also some cost associated with performing the test.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 34.5: Decision tree for the oil wildcatter problem. Black circles are chance variables, black squares are
decision nodes, diamonds are the resulting utilities. Green leaf nodes have higher utility than red leaf nodes.

Is it worth doing the test? This depends on how much our MEU changes if we know the outcome of
the test (namely the state of S). If you don’t do the test, we have MEU = 20 from Equation (34.26).
If you do the test, you have MEU = 32.2 from Equation (34.29). So the improvement in utility if
you do the test (and act optimally on its outcome) is $12.2. This is called the value of perfect
information (VPI). So we should do the test as long as it costs less than $12.2.

In terms of graphical models, the VPI of a variable S can be determined by computing the MEU
for the base influence diagram, G, in Figure 34.4(b), and then computing the MEU for the same
influence diagram where we add information arcs from S to the action node, and then computing the
difference. In other words,

VPI = MEU(G + S → D)−MEU(G) (34.30)

where D is the decision node and S is the variable we are measuring. This will tell us whether it is
worth adding obtaining measurement S.

34.2.4 Computing the optimal policy

In general, given an influence diagram, we can compute the optimal policy automatically by modifiying
the variable elimination algorithm (Section 9.5), as explained in [LN01; KM08]. The basic idea is to
work backwards from the final action, computing the optimal decision at each step, assuming all
following actions are chosen optimally. When the influence diagram has a simple chain structure,
as in a Markov decision process (Section 34.5), the result is equivalent to Bellman’s equation
(Section 34.5.5).
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34.3 A/B testing

Suppose you are trying to decide which version of a product is likely to sell more, or which version of
a drug is likely to work better. Let us call the versions you are choosing between A and B; sometimes
version A is called the control, and version B is called the treatment. (Sometimes the different
actions are called “arms” .)

A very common approach to such problems is to use an A/B test, in which you try both actions
out for a while, by randomly assigning a different action to different subsets of the population, and
then you measure the resulting accumulated reward from each action, and you pick the winner.
(This is sometimes called a “test and roll” approach, since you test which method is best, and then
roll it out for the rest of the population.)

A key problem in A/B testing is to come up with a decision rule, or policy, for deciding which
action is best, after obtaining potentially noisy results during the test phase. Another problem is
to choose how many people to assign to the treatment, n1, and how many to the control, n0. The
fundamental tradeoff is that using larger values of n1 and n0 will help you collect more data and
hence be more confident in picking the best action, but this incurs an opportunity cost, because
the testing phase involves performing actions that may not result in the highest reward. (This is
an example of the exploration-exploitation tradeoff, which we discuss more in Section 34.4.3.) In
this section, we give a simple Bayesian decision theoretic analysis of this problem, following the
presentation of [FB19].2 More details on A/B testing can be found in [KTX20].

34.3.1 A Bayesian approach

We assume the i’th reward for action j is given by Yij ∼ N (µj , σ
2
j ) for i = 1 : nj and j = 0 : 1, where

j = 0 corresponds to the control (action A), j = 1 corresponds to the treatment (action B), and nj is
the number of samples you collect from group j. The parameters µj are the expected reward for
action j; our goal is to estimate these parameters. (For simplicity, we assume the σ2

j are known.)
We will adopt a Bayesian approach, which is well suited to sequential decision problems. For

simplicity, we will use Gaussian priors for the unknowns, µj ∼ N (mj , τ
2
j ), where mj is the prior

mean reward for action j, and τj is our confidence in this prior. We assume the prior parameters are
known. (In practice we can use an empirical Bayes approach, as we discuss in Section 34.3.2.)

34.3.1.1 Optimal policy

Initially we assume the sample size of the experiment (i.e., the values n1 for the treatment and n0 for
the control) are known. Our goal is to compute the optimal policy or decision rule π(y1,y0), which
specifies which action to deploy, where yj = (y1j , . . . , ynj ,j) is the data from action j.

The optimal policy is simple: choose the action with the greater expected posterior expected
reward:

π∗(y1,y0) =

{
1 if E [µ1|y1] ≥ E [µ0|y0]
0 if E [µ1|y1] < E [µ0|y0]

(34.31)

2. For a similar set of results in the time-discounted setting, see https://chris-said.io/2020/01/10/
optimizing-sample-sizes-in-ab-testing-part-I.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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All that remains is to compute the posterior. over the unknown parameters, µj . Applying Bayes’
rule for Gaussians (Equation (2.121)), we find that the corresponding posterior is given by

p(µj |yj , nj) = N (µj | ⌢mj ,
⌢τ 2j ) (34.32)

1/ ⌢τ 2j = nj/σ
2
j + 1/τ2j (34.33)

⌢mj /
⌢τ 2j = njyj/σ

2
j +mj/τ

2
j (34.34)

We see that the posterior precision (inverse variance) is a weighted sum of the prior precision plus nj
units of measurement precision. We also see that the posterior precision weighted mean is a sum of
the prior precision weighted mean and the measurement precision weighted mean.

Given the posterior, we can plug ⌢mj into Equation (34.31). In the fully symmetric case, where
n1 = n0, m1 = m0 = m, τ1 = τ0 = τ , and σ1 = σ0 = σ, we find that the optimal policy is to simply
“pick the winner”, which is the arm with higher empirical performance:

π∗(y1,y0) = I
(
m

τ2
+
y1
σ2

>
m

τ2
+
y0
σ2

)
= I (y1 > y0) (34.35)

However, when the problem is asymmetric, we need to take into account the different sample sizes
and/or different prior beliefs.

34.3.1.2 Optimal sample size

We now discuss how to compute the optimal sample size for each arm of the experiment, i.e, the
values n0 and n1. We assume the total population size is N , and we cannot reuse people from the
testing phase,

The prior expected reward in the testing phase is given by

E [Rtest] = n0m0 + n1m1 (34.36)

The expected reward in the roll phase depends on the decision rule π(y1,y0) that we use:

Eπ [Rroll] =

∫

µ1

∫

µ0

∫

y1

∫

y0

(N − n1 − n0) (π(y1,y0)µ1 + (1− π(y1,y0))µ0) (34.37)

× p(y0|µ0)p(y1|µ1)p(µ0)p(µ1)dy0dy1dµ0dµ1 (34.38)

For π = π∗ one can show that this equals

E [Rroll] ≜ Eπ∗ [Rroll] = (N − n1 − n0)
(
m1 + eΦ(

e

v
) + vϕ(

e

v
)
)

(34.39)

where ϕ is the Gaussian pdf, Φ is the Gaussian cdf, e = m0 −m1 and

v =

√
τ41

τ21 + σ2
1/n1

+
τ40

τ20 + σ2
0/n0

(34.40)

In the fully symmetric case, Equation (34.39) simplifies to

E [Rroll] = (N − 2n)m︸ ︷︷ ︸
Ra

+(N − 2n)

√
2τ2

√
π
√
2τ2 + 2

nσ
2

︸ ︷︷ ︸
Rb

(34.41)
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This has an intuitive interpretation. The first term, Ra, is the prior reward we expect to get before
we learn anything about the arms. The second term, Rb, is the reward we expect to see by virtue of
picking the optimal action to deploy.

Let us we write Rb = (N − 2n)Ri, where Ri is the incremental gain. We see that the incremental
gain increases with n, because we are more likely to pick the correct action with a larger sample
size; however, this gain can only be accrued for a smaller number of people, as shown by the N − 2n
prefactor. (This is a consequence of the explore-exploit tradeoff.)

The total expected reward is given by adding Equation (34.36) and Equation (34.41):

E [R] = E [Rtest] + E [Rroll] = Nm+ (N − 2n)




√
2τ2

√
π
√
2τ2 + 2

nσ
2


 (34.42)

(The equation for the nonsymmetric case is given in [FB19].)
We can maximize the expected reward in Equation (34.42) to find the optimal sample size for the

testing phase, which (from symmetry) satisfies n∗1 = n∗2 = n∗, and from d
dn∗E [R] = 0 satisfies

n∗ =

√
N

4
u2 +

(
3

4
u2
)2

− 3

4
u2 ≤

√
N
σ

2τ
(34.43)

where u2 = σ2

τ2 . Thus we see that the optimal sample size n∗ increases as the observation noise σ
increases, since we need to collect more data to be confident of the right decision. However, the
optimal sample size decreases with τ , since a prior belief that the effect size δ = µ1 − µ0 will be large
implies we expect to need less data to reach a confident conclusion.

34.3.1.3 Regret

Given a policy, it is natural to wonder how good it is. We define the regret of a policy to be the
difference between the expected reward given perfect information (PI) about the true best action
and the expected reward due to our policy. Minimizing regret is equivalent to making the expected
reward of our policy equal to the best possible reward (which may be high or low, depending on the
problem).

An oracle with perfect information about which µj is bigger would pick the highest scoring action,
and hence get an expected reward of NE [max(µ1, µ2)]. Since we assume µj ∼ N (m, τ2), we have

E [R|PI] = N

(
m+

τ√
π

)
(34.44)

Therefore the regret from the optimal policy is given by

E [R|PI]− (E [Rtest|π∗] + E [Rroll|π∗]) = N
τ√
π


1− τ√

τ2 + σ2

n∗


+

2n∗τ2

√
π
√
τ2 + σ2

n∗

(34.45)

One can show that the regret is O(
√
N), which is optimal for this problem when using a time horizon

(population size) of N [AG13].
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34.3.1.4 Expected error rate

Sometimes the goal is posed as best arm identification, which means identifying whether µ1 > µ0

or not. That is, if we define δ = µ1 − µ0, we want to know if δ > 0 or δ < 0. This is naturally
phrased as a hypothesis test. However, this is arguably the wrong objective, since it is usually
not worth spending money on collecting a large sample size to be confident that δ > 0 (say) if the
magnitude of δ is small. Instead, it makes more sense to optimize total expected reward, using the
method in Section 34.3.1.1.

Nevertheless, we may want to know the probability that we have picked the wrong arm if we use
the policy from Section 34.3.1.1. In the symmetric case, this is given by the following:

Pr(π(y1,y0) = 1|µ1 < µ0) = Pr(Y1 − Y0 > 0|µ1 < µ0) = 1− Φ


 µ1 − µ0

σ
√

1
n1

+ 1
n0


 (34.46)

The above expression assumed that µj are known. Since they are not known, we can com-
pute the expected error rate using E [Pr(π(y1,y0) = 1|µ1 < µ0)]. By symmetry, the quantity
E [Pr(π(y1,y0) = 0|µ1 > µ0)] is the same. One can show that both quantities are given by

Prob. error =
1

4
− 1

2π
arctan

(√
2τ

σ

√
n1n0
n1 + n0

)
(34.47)

As expected, the error rate decreases with the sample size n1 and n0, increases with observation noise
σ, and decreases with variance of the effect size τ . Thus a policy that minimizes the classification
error will also maximize expected reward, but it may pick an overly large sample size, since it does
not take into account the magnitude of δ.

34.3.2 Example

In this section, we give a simple example of the above framework. Suppose our goal is to do website
testing, where have two different versions of a webpage that we want to compare in terms of their
click through rate. The observed data is now binary, yij ∼ Ber(µj), so it is natural to use a beta
prior, µj ∼ Beta(α, β) (see Section 3.4.1). However, in this case the optimal sample size and decision
rule is harder to compute (see [FB19; Sta+17] for details). As a simple approximation, we can assume
yij ∼ N (µj , σ

2), where µj ∼ N (m, τ2), m = α
α+β , τ2 = αβ

(α+β)2(α+β+1) , and σ2 = m(1−m).
To set the Gaussian prior, [FB19] used empirical data from about 2000 prior A/B tests. For each

test, they observed the number of times the page was served with each of the two variations, as well
as the total number of times a user clicked on each version. Given this data, they used a hierarchical
Bayesian model to infer µj ∼ N (m = 0.68, τ = 0.03). This prior implies that the expected effect size
is quite small, E [|µ1 − µ0|] = 0.023. (This is consistent with the results in [Aze+20], who found that
most changes made to the Microsoft Bing EXP platform had negligible effect, although there were
occasionally some “big hits”.)

With this prior, and assuming a population of N = 100, 000, Equation (34.43) says that the optimal
number of trials to run is n∗1 = n∗0 = 2284. The expected reward (number of clicks or conversions)
in the testing phase is E [Rtest] = 3106, and in the deployment phase E [Rroll] = 66, 430, for a total
reward of 69, 536. The expected error rate is 10%.
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Figure 34.6: Total expected profit (a) and error rate (b) as a function of the sample size used for website
testing. Generated by ab_test_demo.ipynb.

In Figure 34.6a, we plot the expected reward vs the size of the test phase n. We see that the
reward increases sharply with n to the global maximum at n∗ = 2284, and then drops off more slowly.
This indicates that it is better to have a slightly larger test than one that is too small by the same
amount. (However, when using a heavy tailed model, [Aze+20] finds that it is better to do lots of
smaller tests.)

In Figure 34.6b, we plot the probability of picking the wrong action vs n. We see that tests that
are larger than optimal only reduce this error rate marginally. Consequently, if you want to make
the misclassification rate low, you may need a large sample size, particularly if µ1 − µ0 is small, since
then it will be hard to detect the true best action. However, it is also less important to identify
the best action in this case, since both actions have very similar expected reward. This explains
why classical methods for A/B testing based on frequentist statistics, which use hypothesis testing
methods to determine if A is better than B, may often recommend sample sizes that are much larger
than necessary. (See [FB19] and references therein for further discussion.)

34.4 Contextual bandits

This section is co-authored with Lihong Li.

In Section 34.3, we discussed A/B testing, in which the decision maker tries two different actions,
a0 and a1, a fixed number of times, n1 and n0, measures the resulting sequence of rewards, y1 and
y0, and then picks the best action to use for the rest of time (or the rest of the population) so as to
maximize expected reward.

We can obviously generalize this beyond two actions. More importantly, we can generalize this
beyond a one-stage decision problem. In particular, suppose we allow the decision maker to try an
action at, observe the reward rt, and then decide what to do at time step t+ 1, rather than waiting
until n1 + n0 experiments are finished. This immediate feedback allows for adaptive policies that
can result in much higher expected reward (lower regret). We have converted a one-stage decision
problem into a sequential decision problem. There are many kinds of sequential decision problems,
but in this section, we consider the simplest kind, known as a bandit problem (see e.g., [LS19;
Sli19]).
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34.4.1 Types of bandit

In a multi-armed bandit problem (MAB) there is an agent (decision maker) that can choose an
action from some policy at ∼ πt at each step, after which it receives a reward sampled from the
environment, rt ∼ pR(at), with expected value R(s, a) = E [R|a].3

We can think of this in terms of an agent at a casino who is faced with multiple slot machines,
each of which pays out rewards at a different rate. A slot machine is sometimes called a one-
armed bandit, so a set of K such machines is called a multi-armed bandit; each different action
corresponds to pulling the arm of a different slot machine, at ∈ {1, . . . ,K}. The goal is to quickly
figure out which machine pays out the most money, and then to keep playing that one until you
become as rich as possible.

We can extend this model by defining a contextual bandit, in which the input to the policy
at each step is a randomly chosen state or context st ∈ S. The states evolve over time according
to some arbitrary process, st ∼ p(st|s1:t−1), independent of the actions of the agent. The policy
now has the form at ∼ πt(at|st), and the reward function now has the form rt ∼ pR(rt|st, at), with
expected value R(s, a) = E [R|s, a]. At each step, the agent can use the observed data, D1:t where
Dt = (st, at, rt), to update its policy, to maximize expected reward.

In the finite horizon formulation of (contextual) bandits, the goal is to maximize the expected
cumulative reward:

J ≜
T∑

t=1

EpR(rt|st,at)πt(at|st)p(st|s1:t−1) [rt] =

T∑

t=1

E [rt] (34.48)

(Note that the reward is accrued at each step, even while the agent updates its policy; this is
sometimes called “earning while learning”.) In the infinite horizon formulation, where T =∞,
the cumulative reward may be infinite. To prevent J from being unbounded, we introduce a discount
factor 0 < γ < 1, so that

J ≜
∞∑

t=1

γt−1E [rt] (34.49)

The quantity γ can be interpreted as the probability that the agent is terminated at any moment in
time (in which case it will cease to accumulate reward).

Another way to write this is as follows:

J =

∞∑

t=1

γt−1E [rt] =

∞∑

t=1

γt−1E

[
K∑

a=1

Ra(st, at)

]
(34.50)

where we define

Ra(st, at) =

{
R(st, a) if at = a

0 otherwise
(34.51)

3. This is known as a stochastic bandit. It is also possible to allow the reward, and possibly the state, to be chosen
in an adversarial manner, where nature tries to minimize the reward of the agent. This is known as an adversarial
bandit.
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Thus we conceptually evaluate the reward for all arms, but only the one that was actually chosen
(namely at) gives a non-zero value to the agent, namely rt.

There are many extensions of the basic bandit problem. A natural one is to allow the agent to
perform multiple plays, choosing M ≤ K distinct arms at once. Let at be the corresponding action
vector which specifies the identity of the chosen arms. Then we define the reward to be

rt =
K∑

a=1

Ra(st,at) (34.52)

where

Ra(st,at) =

{
R(st, a) if a ∈ at
0 otherwise

(34.53)

This is useful for modeling resource allocation problems.
Another variant is known as a restless bandit [Whi88]. This is the same as the multiple play

formulation, except we additionally assume that each arm has its own state vector sat associated with
it, which evolves according to some stochastic process, regardless of whether arm a was chosen or
not. We then define

rt =

K∑

a=1

Ra(s
a
t ,at) (34.54)

where sat ∼ p(sat |sa1:t−1) is some arbitrary distribution, often assumed to be Markovian. (The fact
that the states associated with each arm evolve even if the arm is not picked is what gives rise to the
term “restless”.) This can be used to model serial dependence between the rewards given by each
arm.

34.4.2 Applications

Contextual bandits have many applications. For example, consider an online advertising system.
In this case, the state st represents features of the web page that the user is currently looking at, and
the action at represents the identity of the ad which the system chooses to show. Since the relevance
of the ad depends on the page, the reward function has the form R(st, at), and hence the problem
is contextual. The goal is to maximize the expected reward, which is equivalent to the expected
number of times people click on ads; this is known as the click through rate or CTR. (See e.g.,
[Gra+10; Li+10; McM+13; Aga+14; Du+21; YZ22] for more information about this application.)

Another application of contextual bandits arises in clinical trials [VBW15]. In this case, the
state st are features of the current patient we are treating, and the action at is the treatment the
doctor chooses to give them (e.g., a new drug or a placebo). Our goal is to maximize expected
reward, i.e., the expected number of people who get cured. (An alternative goal is to determine
which treatment is best as quickly as possible, rather than maximizing expected reward; this variant
is known as best-arm identification [ABM10].)

34.4.3 Exploration-exploitation tradeoff

The fundamental difficulty in solving bandit problems is known as the exploration-exploitation
tradeoff. This refers to the fact that the agent needs to try multiple state/action combinations (this
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Figure 34.7: Illustration of the feedback problem in online advertising and recommendation systems. The
click through rate (CTR) model is used to decide what ads to show, which affects what data is collected, which
affects how the model learns. From Figure 1–2 of [Du+21]. Used with kind permission of Chao Du.
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Figure 34.8: Illustration of sequential belief updating for a two-armed beta-Bernoulli bandit. The prior for the
reward for action 1 is the (blue) uniform distribution Beta(1, 1); the prior for the reward for action 2 is the
(orange) unimodal distribution Beta(2, 2). We update the parameters of the belief state based on the chosen
action, and based on whether the observed reward is success (1) or failure (0).

is known as exploration) in order to collect enough data so it can reliably learn the reward function
R(s, a); it can then exploit its knowledge by picking the predicted best action for each state. If the
agent starts exploiting an incorrect model too early, it will collect suboptimal data, and will get stuck
in a negative feedback loop, as illustrated in Figure 34.7. This is different from supervised learning,
where the data is drawn iid from a fixed distribution (see e.g., [Jeu+19] for details).

We discuss some solutions to the exploration-exploitation problem below.

34.4.4 The optimal solution

In this section, we discuss the optimal solution to the exploration-exploitation tradeoff. Let
us denote the posterior over the parameters of the reward function by bt = p(θ|ht), where
ht = {s1:t−1, a1:t−1, r1:t−1} is the history of observations; this is known as the belief state or
information state. It is a finite sufficient statistic for the history ht. The belief state can be
updated deterministically using Bayes’ rule:

bt = BayesRule(bt−1, at, rt) (34.55)
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34.4. Contextual bandits 1119

For example, consider a context-free Bernoulli bandit, where pR(r|a) = Ber(r|µa), and µa =
pR(r = 1|a) = R(a) is the expected reward for taking action a. Suppose we use a factored beta prior

p0(θ) =
∏

a

Beta(µa|αa0 , βa0 ) (34.56)

where θ = (µ1, . . . , µK). We can compute the posterior in closed form, as we discuss in Section 3.4.1.
In particular, we find

p(θ|Dt) =
∏

a

Beta(µa|αa0 +N0
t (a)︸ ︷︷ ︸

αat

, βa0 +N1
t (a)︸ ︷︷ ︸

βat

) (34.57)

where

Nr
t (a) =

t−1∑

s=1

I (at = a, rt = r) (34.58)

This is illustrated in Figure 34.8 for a two-armed Bernoulli bandit.
We can use a similar method for a Gaussian bandit, where pR(r|a) = N (r|µa, σ2

a), using results
from Section 3.4.3. In the case of contextual bandits, the problem becomes more complicated. If
we assume a linear regression bandit, pR(r|s, a;θ) = N (r|ϕ(s, a)Tθ, σ2), we can use Bayesian
linear regression to compute p(θ|Dt) in closed form, as we discuss in Section 15.2. If we assume
a logistic regression bandit, pR(r|s, a;θ) = Ber(r|σ(ϕ(s, a)Tθ)), we can use Bayesian logistic
regression to compute p(θ|Dt), as we discuss in Section 15.3.5. If we have a neural bandit of
the form pR(r|s, a;θ) = GLM(r|f(s, a;θ)) for some nonlinear function f , then posterior inference
becomes more challenging, as we discuss in Chapter 17. However, standard techniques, such as the
extended Kalman filter (Section 17.5.2) can be applied. (For a way to scale this approach to large
DNNs, see the “subspace neural bandit” approach of [DMKM22].)

Regardless of the algorithmic details, we can represent the belief state update as follows:

p(bt|bt−1, at, rt) = I (bt = BayesRule(bt−1, at, rt)) (34.59)

The observed reward at each step is then predicted to be

p(rt|bt) =
∫
pR(rt|st, at;θ)p(θ|bt)dθ (34.60)

We see that this is a special form of a (controlled) Markov decision process (Section 34.5) known as a
belief-state MDP.

In the special case of context-free bandits with a finite number of arms, the optimal policy of this
belief state MDP can be computed using dynamic programming (see Section 34.6); the result can
be represented as a table of action probabilities, πt(a1, . . . , aK), for each step; this is known as the
Gittins index [Git89]. However, computing the optimal policy for general contextual bandits is
intractable [PT87], so we have to resort to approximations, as we discuss below.

34.4.5 Upper confidence bounds (UCBs)

The optimal solution to explore-exploit is intractable. However, an intuitively sensible approach is
based on the principle known as “optimism in the face of uncertainty”. The principle selects
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actions greedily, but based on optimistic estimates of their rewards. The most important class of
strategies with this principle are collectively called upper confidence bound or UCB methods.

To use a UCB strategy, the agent maintains an optimistic reward function estimate R̃t, so that
R̃t(st, a) ≥ R(st, a) for all a with high probability, and then chooses the greedy action accordingly:

at = argmax
a

R̃t(st, a) (34.61)

UCB can be viewed a form of exploration bonus, where the optimistic estimate encourages
exploration. Typically, the amount of optimism, R̃t − R, decreases over time so that the agent
gradually reduces exploration. With properly constructed optimistic reward estimates, the UCB
strategy has been shown to achieve near-optimal regret in many variants of bandits [LS19]. (We
discuss regret in Section 34.4.7.)

The optimistic function R̃ can be obtained in different ways, sometimes in closed forms, as we
discuss below.

34.4.5.1 Frequentist approach

One approach is to use a concentration inequality [BLM16] to derive a high-probability upper
bound of the estimation error: |R̂t(s, a) − Rt(s, a)| ≤ δt(s, a), where R̂t is a usual estimate of R
(often the MLE), and δt is a properly selected function. An optimistic reward is then obtained by
setting R̃t(s, a) = R̂t(s, a) + δt(s, a).

As an example, consider again the context-free Bernoulli bandit, R(a) ∼ Ber(µ(a)). The MLE
R̂t(a) = µ̂t(a) is given by the empirical average of observed rewards whenever action a was taken:

µ̂t(a) =
N1
t (a)

Nt(a)
=

N1
t (a)

N0
t (a) +N1

t (a)
(34.62)

where Nr
t (a) is the number of times (up to step t− 1) that action a has been tried and the observed

reward was r, and Nt(a) is the total number of times action a has been tried:

Nt(a) =

t−1∑

s=1

I (at = a) (34.63)

Then the Chernoff-Hoeffding inequality [BLM16] leads to δt(a) = c/
√
Nt(a) for some proper

constant c, so

R̃t(a) = µ̂t(a) +
c√
Nt(a)

(34.64)

34.4.5.2 Bayesian approach

We may also derive R̃ from Bayesian inference. If we use a beta prior, we can compute the posterior
in closed form, as shown in Equation (34.57). The posterior mean is µ̂t(a) = E [µ(a)|ht] = αat

αat+β
a
t
.

From Equation (3.17), the posterior standard deviation is approximately

σ̂t(a) =
√
V [µ(a)|ht] ≈

√
µ̂t(a)(1− µ̂t(a))

Nt(a)
(34.65)
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Figure 34.9: Illustration of the reward distribution Q(a) for 3 different actions, and the corresponding lower
and upper confidence bounds. From [Sil18]. Used with kind permission of David Silver.

We can use similar techniques for a Gaussian bandit, where pR(R|a,θ) = N (R|µa, σ2
a), µa is the

expected reward, and σ2
a the variance. If we use a conjugate prior, we can compute p(µa, σa|Dt)

in closed form (see Section 3.4.3). Using an uninformative version of the conjugate prior, we find
E [µa|ht] = µ̂t(a), which is just the empirical mean of rewards for action a. The uncertainty in
this estimate is the standard error of the mean, given by Equation (3.133), i.e.,

√
V [µa|ht] =

σ̂t(a)/
√
Nt(a), where σ̂t(a) is the empirical standard deviation of the rewards for action a.

This approach can also be extended to contextual bandits, modulo the difficulty of computing the
belief state.

Once we have computed the mean and posterior standard deviation, we define the optimistic
reward estimate as

R̃t(a) = µ̂t(a) + cσ̂t(a) (34.66)

for some constant c that controls how greedy the policy is. We see that this is similar to the frequentist
method based on concentration inequalities, but is more general.

34.4.5.3 Example

Figure 34.9 illustrates the UCB principle for a Gaussian bandit. We assume there are 3 actions, and
we represent p(R(a)|Dt) using a Gaussian. We show the posterior means Q(a) = µ(a) with a vertical
dotted line, and the scaled posterior standard deviations cσ(a) as a horizontal solid line.

34.4.6 Thompson sampling

A common alternative to UCB is to use Thompson sampling [Tho33], also called probability
matching [Sco10]. In this approach, we define the policy at step t to be πt(a|st,ht) = pa, where pa
is the probability that a is the optimal action. This can be computed using

pa = Pr(a = a∗|st,ht) =
∫

I
(
a = argmax

a′
R(st, a

′;θ)

)
p(θ|ht)dθ (34.67)

If the posterior is uncertain, the agent will sample many different actions, automatically resulting in
exploration. As the uncertainty decreases, it will start to exploit its knowledge.
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Figure 34.10: Illustration of Thompson sampling applied to a linear-Gaussian contextual bandit. The context
has the form st = (1, t, t2). (a) True reward for each arm vs time. (b) Cumulative reward per arm vs time.
(c) Cumulative regret vs time. Generated by thompson_sampling_linear_gaussian.ipynb.

To see how we can implement this method, note that we can compute the expression in Equa-
tion (34.67) by using a single Monte Carlo sample θ̃t ∼ p(θ|ht). We then plug in this parameter into
our reward model, and greedily pick the best action:

at = argmax
a′

R(st, a
′; θ̃t) (34.68)

This sample-then-exploit approach will choose actions with exactly the desired probability, since

pa =

∫
I
(
a = argmax

a′
R(st, a

′; θ̃t)

)
p(θ̃t|ht) = Pr

θ̃t∼p(θ|ht)
(a = argmax

a′
R(st, a

′; θ̃t)) (34.69)

Despite its simplicity, this approach can be shown to achieve optimal (logarithmic) regret (see
e.g., [Rus+18] for a survey). In addition, it is very easy to implement, and hence is widely used in
practice [Gra+10; Sco10; CL11].

In Figure 34.10, we give a simple example of Thompson sampling applied to a linear regression bandit.
The context has the form st = (1, t, t2). The true reward function has the form R(st, a) = w

T
ast. The

weights per arm are chosen as follows: w0 = (−5, 2, 0.5), w1 = (0, 0, 0), w2 = (5,−1.5,−1). Thus we
see that arm 0 is initially worse (large negative bias) but gets better over time (positive slope), arm 1
is useless, and arm 2 is initially better (large positive bias) but gets worse over time. The observation
noise is the same for all arms, σ2 = 1. See Figure 34.10(a) for a plot of the reward function.

We use a conjugate Gaussian-gamma prior and perform exact Bayesian updating. Thompson
sampling quickly discovers that arm 1 is useless. Initially it pulls arm 2 more, but it adapts to the
non-stationary nature of the problem and switches over to arm 0, as shown in Figure 34.10(b).

34.4.7 Regret

We have discussed several methods for solving the exploration-exploitation tradeoff. It is useful
to quantify the degree of suboptimality of these methods. A common approach is to compute the
regret, which is defined as the difference between the expected reward under the agent’s policy
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and the oracle policy π∗, which knows the true reward function. (Note that the oracle policy will in
general be better than the Bayes optimal policy, which we disucssed in Section 34.4.4.)

Specifically, let πt be the agent’s policy at time t. Then the per-step regret at t is defined as

lt ≜ Ep(st) [R(st, π∗(st))]− Eπt(at|st)p(st) [R(st, at)] (34.70)

If we only care about the final performance of the best discovered arm, as in most optimization
problems, it is enough to look at the simple regret at the last step, namely lT . Optimizing simple
regret results in a problem known as pure exploration [BMS11], since there is no need to exploit the
information during the learning process. However, it is more common to focus on the cumulative
regret, also called the total regret or just the regret, which is defined as

LT ≜ E

[
T∑

t=1

lt

]
(34.71)

Here the expectation is with respect to randomness in determining πt, which depends on earlier
states, actions and rewards, as well as other potential sources of randomness.

Under the typical assumption that rewards are bounded, LT is at most linear in T . If the agent’s
policy converges to the optimal policy as T increases, then the regret is sublinear: LT = o(T ). In
general, the slower LT grows, the more efficient the agent is in trading off exploration and exploitation.

To understand its growth rate, it is helpful to consider again a simple context-free bandit, where
R∗ = argmaxaR(a) is the optimal reward. The total regret in the first T steps can be written as

LT = E

[
T∑

t=1

R∗ −R(at)
]
=
∑

a∈A
E [NT+1(a)] (R∗ −R(a)) =

∑

a∈A
E [NT+1(a)]∆a (34.72)

where NT+1(a) is the total number of times the agent picks action a up to step T , and ∆a = R∗−R(a)
is the reward gap. If the agent under-explores and converges to choosing a suboptimal action (say,
â), then a linear regret is suffered with a per-step regret of ∆â. On the other hand, if the agent
over-explores, then Nt(a) will be too large for suboptimal actions, and the agent also suffers a linear
regret.

Fortunately, it is possible to achieve sublinear regrets, using some of the methods discussed above,
such as UCB and Thompson sampling. For example, one can show that Thompson sampling has
O(
√
KT log T ) regret [RR14]. This is shown empirically in Figure 34.10(c).

In fact, both UCB and Thompson sampling are optimal, in the sense that their regrets are
essentially not improvable; that is, they match regret lower bounds. To establish such a lower bound,
note that the agent needs to collect enough data to distinguish different reward distributions, before
identifying the optimal action. Typically, the deviation of the reward estimate from the true reward
decays at the rate of 1/

√
N , where N is the sample size (see e.g., Equation (3.133)). Therefore, if

two reward distributions are similar, distinguishing them becomes harder and requires more samples.
(For example, consider the case of a bandit with Gaussian rewards with slightly different means and
large variance, as shown in Figure 34.9.)

The following fundamental result is proved by [LR85] for the asymptotic regret (under certain mild
assumptions not given here):

lim inf
T→∞

LT ≥ log T
∑

a:∆a>0

∆a

DKL (pR(a) ∥ pR(a∗))
(34.73)
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Figure 34.11: Illustration of an MDP as a finite state machine (FSM). The MDP has three discrete states
(green cirlces), two discrete actions (orange circles), and two non-zero rewards (orange arrows). The numbers
on the black edges represent state transition probabilities, e.g., p(s′ = s0|a = a0, s

′ = s0) = 0.7; most
state transitions are impossible (probability 0), so the graph is sparse. The numbers on the yellow wiggly
edges represent expected rewards, e.g., R(s = s1, a = a0, s

′ = s0) = +5; state transitions with zero reward
are not annotated. From https: // en. wikipedia. org/ wiki/ Markov_ decision_ process . Used with kind
permission of Wikipedia author waldoalvarez.

Thus, we see that the best we can achieve is logarithmic growth in the total regret. Similar lower
bounds have also been obtained for various bandits variants.

34.5 Markov decision problems

In this section, we generalize the discussion of contextual bandits by allowing the state of nature
to change depending on the actions chosen by the agent. The resulting model is called a Markov
decision process or MDP, as we explain in detail below. This model forms the foundation of
reinforcement learning, which we discuss in Chapter 35.

34.5.1 Basics

A Markov decision process [Put94] can be used to model the interaction of an agent and an
environment. It is often described by a tuple ⟨S,A, pT , pR, p0⟩, where S is a set of environment
states, A a set of actions the agent can take, pT a transition model, pR a reward model, and p0
the initial state distribution. The interaction starts at time t = 0, where the initial state s0 ∼ p0.
Then, at time t ≥ 0, the agent observes the environment state st ∈ S, and follows a policy π to
take an action at ∈ A. In response, the environment emits a real-valued reward signal rt ∈ R and
enters a new state st+1 ∈ S. The policy is in general stochastic, with π(a|s) being the probability of
choosing action a in state s. We use π(s) to denote the conditional probability over A if the policy
is stochastic, or the action it chooses if it is deterministic. The process at every step is called a
transition; at time t, it consists of the tuple (st, at, rt, st+1), where at ∼ π(st), st+1 ∼ pT (st, at),
and rt ∼ pR(st, at, st+1). Hence, under policy π, the probability of generating a trajectory τ of
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length T can be written explicitly as

p(τ ) = p0(s0)

T−1∏

t=0

π(at|st)pT (st+1|st, at)pR(rt|st, at, st+1) (34.74)

It is useful to define the reward function from the reward model pR, as the average immediate
reward of taking action a in state s, with the next state marginalized:

R(s, a) ≜ EpT (s′|s,a)
[
Ep(r|s,a,s′) [r]

]
(34.75)

Eliminating the dependence on next states does not lead to loss of generality in the following
discussions, as our subject of interest is the total (additive) expected reward along the trajectory.
For this reason, we often use the tuple ⟨S,A, pT , R, p0⟩ to describe an MDP.

In general, the state and action sets of an MDP can be discrete or continuous. When both sets are
finite, we can represent these functions as lookup tables; this is known as a tabular representation.
In this case, we can represent the MDP as a finite state machine, which is a graph where nodes
correspond to states, and edges correspond to actions and the resulting rewards and next states.
Figure 34.11 gives a simple example of an MDP with 3 states and 2 actions.

The field of control theory, which is very closely related to RL, uses slightly different terminology.
In particular, the environment is called the plant, and the agent is called the controller. States are
denoted by xt ∈ X ⊆ RD, actions are denoted by ut ∈ U ⊆ RK , and rewards are denoted by costs
ct ∈ R. Apart from this notational difference, the fields of RL and control theory are very similar
(see e.g., [Son98; Rec19]), although control theory tends to focus on provably optimal methods (by
making strong modeling assumptions), whereas RL tends to tackle harder problems with heuristic
methods, for which optimality guarantees are often hard to obtain.

34.5.2 Partially observed MDPs

An important generalization of the MDP framework relaxes the assumption that the agent sees the
hidden world state st directly; instead we assume it only sees a potentially noisy observation generated
from the hidden state, xt ∼ p(·|st, at). The resulting model is called a partially observable Markov
decision process or POMDP (pronounced “pom-dee-pee”). Now the agent’s policy is a mapping
from all the available data to actions, at ∼ π(D1:t−1, xt), Dt = (xt, at, rt). See Figure 34.12 for an
illustration. MDPs are a special case where xt = st.

In general, POMDPs are much harder to solve than MDPs (see e.g., [KLC98]). A common
approximation is to use the last several observed inputs, say xt−h:t for history of size h, as a proxy
for the hidden state, and then to treat this as a fully observed MDP.

34.5.3 Episodes and returns

The Markov decision process describes how a trajectory τ = (s0, a0, r0, s1, a1, r1, . . .) is stochastically
generated. If the agent can potentially interact with the environment forever, we call it a continuing
task. Alternatively, the agent is in an episodic task, if its interaction terminates once the system
enters a terminal state or absorbing state; s is absorbing if the next state from s is always s
with 0 reward. After entering a terminal state, we may start a new epsiode from a new initial state
s0 ∼ p0. The episode length is in general random. For example, the amount of time a robot takes to
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Figure 34.12: Illustration of a partially observable Markov decision process (POMDP) with hidden environment
state st which generates the observation xt, controlled by an agent with internal belief state bt which generates
the action at. The reward rt depends on st and at. Nodes in this graph represent random variables (circles)
and decision variables (squares).

reach its goal may be quite variable, depending on the decisions it makes, and the randomness in the
environment. Note that we can convert an episodic MDP to a continuing MDP by redefining the
transition model in absorbing states to be the initial-state distribution p0. Finally, if the trajectory
length T in an episodic task is fixed and known, it is called a finite horizon problem.

Let τ be a trajectory of length T , where T may be ∞ if the task is continuing. We define the
return for the state at time t to be the sum of expected rewards obtained going forwards, where
each reward is multiplied by a discount factor γ ∈ [0, 1]:

Gt ≜ rt + γrt+1 + γ2rt+2 + · · ·+ γT−t−1rT−1 (34.76)

=

T−t−1∑

k=0

γkrt+k =

T−1∑

j=t

γj−trj (34.77)

Gt is sometimes called the reward-to-go. For episodic tasks that terminate at time T , we define
Gt = 0 for t ≥ T . Clearly, the return satisfies the following recursive relationship:

Gt = rt + γ(rt+1 + γrt+2 + · · · ) = rt + γGt+1 (34.78)

The discount factor γ plays two roles. First, it ensures the return is finite even if T = ∞ (i.e.,
infinite horizon), provided we use γ < 1 and the rewards rt are bounded. Second, it puts more weight
on short-term rewards, which generally has the effect of encouraging the agent to achieve its goals
more quickly (see Section 34.5.5.1 for an example). However, if γ is too small, the agent will become
too greedy. In the extreme case where γ = 0, the agent is completely myopic, and only tries to
maximize its immediate reward. In general, the discount factor reflects the assumption that there
is a probability of 1− γ that the interaction will end at the next step. For finite horizon problems,
where T is known, we can set γ = 1, since we know the life time of the agent a priori.4

4. We may also use γ = 1 for continuing tasks, targeting the (undiscounted) average reward criterion [Put94].
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34.5.4 Value functions

Let π be a given policy. We define the state-value function, or value function for short, as
follows (with Eπ [·] indicating that actions are selected by π):

Vπ(s) ≜ Eπ [G0|s0 = s] = Eπ

[ ∞∑

t=0

γtrt|s0 = s

]
(34.79)

This is the expected return obtained if we start in state s and follow π to choose actions in a
continuing task (i.e., T =∞).

Similarly, we define the action-value function, also known as the Q-function, as follows:

Qπ(s, a) ≜ Eπ [G0|s0 = s, a0 = a] = Eπ

[ ∞∑

t=0

γtrt|s0 = s, a0 = a

]
(34.80)

This quantity represents the expected return obtained if we start by taking action a in state s, and
then follow π to choose actions thereafter.

Finally, we define the advantage function as follows:

Aπ(s, a) ≜ Qπ(s, a)− Vπ(s) (34.81)

This tells us the benefit of picking action a in state s then switching to policy π, relative to the
baseline return of always following π. Note that Aπ(s, a) can be both positive and negative, and
Eπ(a|s) [Aπ(s, a)] = 0 due to a useful equality: Vπ(s) = Eπ(a|s) [Qπ(s, a)].

34.5.5 Optimal value functions and policies

Suppose π∗ is a policy such that Vπ∗ ≥ Vπ for all s ∈ S and all policy π, then it is an optimal
policy. There can be multiple optimal policies for the same MDP, but by definition their value
functions must be the same, and are denoted by V∗ and Q∗, respectively. We call V∗ the optimal
state-value function, and Q∗ the optimal action-value function. Furthermore, any finite MDP
must have at least one deterministic optimal policy [Put94].

A fundamental result about the optimal value function is Bellman’s optimality equations:

V∗(s) = max
a

R(s, a) + γEpT (s′|s,a) [V∗(s
′)] (34.82)

Q∗(s, a) = R(s, a) + γEpT (s′|s,a)
[
max
a′

Q∗(s
′, a′)

]
(34.83)

Conversely, the optimal value functions are the only solutions that satisfy the equations. In other
words, although the value function is defined as the expectation of a sum of infinitely many rewards,
it can be characterized by a recursive equation that involves only one-step transition and reward
models of the MDP. Such a recursion play a central role in many RL algorithms we will see later
in this chapter. Given a value function (V or Q), the discrepancy between the right- and left-hand
sides of Equations (34.82) and (34.83) are called Bellman error or Bellman residual.

Furthermore, given the optimal value function, we can derive an optimal policy using

π∗(s) = argmax
a

Q∗(s, a) (34.84)

= argmax
a

[
R(s, a) + γEpT (s′|s,a) [V∗(s

′)]
]

(34.85)
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Following such an optimal policy ensures the agent achieves maximum expected return starting from
any state. The problem of solving for V∗, Q∗ or π∗ is called policy optimization. In contrast,
solving for Vπ or Qπ for a given policy π is called policy evaluation, which constitutes an important
subclass of RL problems as will be discussed in later sections. For policy evaluation, we have similar
Bellman equations, which simply replace maxa{·} in Equations (34.82) and (34.83) with Eπ(a|s) [·].

In Equations (34.84) and (34.85), as in the Bellman optimality equations, we must take a maximum
over all actions in A, and the maximizing action is called the greedy action with respect to the
value functions, Q∗ or V∗. Finding greedy actions is computationally easy if A is a small finite
set. For high dimensional continuous spaces, we can treat a as a sequence of actions, and optimize
one dimension at a time [Met+17], or use gradient-free optimizers such as cross-entropy method
(Section 6.7.5), as used in the QT-Opt method [Kal+18a]. Recently, CAQL (continuous action
Q-learning, [Ryu+20]) proposed to use mixed integer programming to solve the argmax problem,
leveraging the ReLU structure of the Q-network. We can also amortize the cost of this optimization
by training a policy a∗ = π∗(s) after learning the optimal Q-function.

34.5.5.1 Example

In this section, we show a simple example, to make concepts like value functions more concrete.
Consider the 1d grid world shown in Figure 34.13(a). There are 5 possible states, among them ST1

and ST2 are absorbing states, since the interaction ends once the agent enters them. There are 2
actions, ↑ and ↓. The reward function is zero everywhere except at the goal state, ST2, which gives a
reward of 1 upon entering. Thus the optimal action in every state is to move down.

Figure 34.13(b) shows the Q∗ function for γ = 0. Note that we only show the function for
non-absorbing states, as the optimal Q-values are 0 in absorbing states by definition. We see that
Q∗(s3, ↓) = 1.0, since the agent will get a reward of 1.0 on the next step if it moves down from s3;
however, Q∗(s, a) = 0 for all other state-action pairs, since they do not provide nonzero immediate
reward. This optimal Q-function reflects the fact that using γ = 0 is completely myopic, and ignores
the future.

Figure 34.13(c) shows Q∗ when γ = 1. In this case, we care about all future rewards equally. Thus
Q∗(s, a) = 1 for all state-action pairs, since the agent can always reach the goal eventually. This is
infinitely far-sighted. However, it does not give the agent any short-term guidance on how to behave.
For example, in s2, it is not clear if it is should go up or down, since both actions will eventually
reach the goal with identical Q∗-values.

Figure 34.13(d) shows Q∗ when γ = 0.9. This reflects a preference for near-term rewards, while
also taking future reward into account. This encourages the agent to seek the shortest path to the
goal, which is usually what we desire. A proper choice of γ is up to the agent designer, just like the
design of the reward function, and has to reflect the desired behavior of the agent.

34.6 Planning in an MDP

In this section, we discuss how to compute an optimal policy when the MDP model is known. This
problem is called planning, in contrast to the learning problem where the models are unknown,
which is tackled using reinforcement learning Chapter 35. The planning algorithms we discuss are
based on dynamic programming (DP) and linear programming (LP).

For simplicity, in this section, we assume discrete state and action sets with γ < 1. However,
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Figure 34.13: Left: illustration of a simple MDP corresponding to a 1d grid world of 3 non-absorbing states
and 2 actions. Right: optimal Q-functions for different values of γ. Adapted from Figures 3.1, 3.2, 3.4 of
[GK19].

exact calculation of optimal policies often depends polynomially on the sizes of S and A, and is
intractable, for example, when the state space is a Cartesian product of several finite sets. This
challenge is known as the curse of dimensionality. Therefore, approximations are typically needed,
such as using parametric or nonparametric representations of the value function or policy, both for
computational tractability and for extending the methods to handle MDPs with general state and
action sets. In this case, we have approximate dynamic programming (ADP) and approximate
linear programming (ALP) algorithms (see e.g., [Ber19]).

34.6.1 Value iteration

A popular and effective DP method for solving an MDP is value iteration (VI). Starting from an
initial value function estimate V0, the algorithm iteratively updates the estimate by

Vk+1(s) = max
a

[
R(s, a) + γ

∑

s′

p(s′|s, a)Vk(s′)
]

(34.86)

Note that the update rule, sometimes called a Bellman backup, is exactly the right-hand side of
the Bellman optimality equation Equation (34.82), with the unknown V∗ replaced by the current
estimate Vk. A fundamental property of Equation (34.86) is that the update is a contraction: it
can be verified that

max
s
|Vk+1(s)− V∗(s)| ≤ γmax

s
|Vk(s)− V∗(s)| (34.87)

In other words, every iteration will reduce the maximum value function error by a constant factor.
It follows immediately that Vk will converge to V∗, after which an optimal policy can be extracted
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1130 Chapter 34. Decision making under uncertainty

using Equation (34.85). In practice, we can often terminate VI when Vk is close enough to V∗, since
the resulting greedy policy wrt Vk will be near optimal. Value iteration can be adapted to learn the
optimal action-value function Q∗.

In value iteration, we compute V∗(s) and π∗(s) for all possible states s, averaging over all possible
next states s′ at each iteration, as illustrated in Figure 34.14(right). However, for some problems,
we may only be interested in the value (and policy) for certain special starting states. This is the
case, for example, in shortest path problems on graphs, where we are trying to find the shortest
route from the current state to a goal state. This can be modeled as an episodic MDP by defining a
transition matrix pT (s′|s, a) where taking edge a from node s leads to the neighboring node s′ with
probability 1. The reward function is defined as R(s, a) = −1 for all states s except the goal states,
which are modeled as absorbing states.

In problems such as this, we can use a method known as real-time dynamic programming
(RTDP) [BBS95], to efficiently compute an optimal partial policy, which only specifies what to do
for the reachable states. RTDP maintains a value function estimate V . At each step, it performs a
Bellman backup for the current state s by V (s)← maxa EpT (s′|s,a) [R(s, a) + γV (s′)]. It can picks an
action a (often with some exploration), reaches a next state s′, and repeats the process. This can be
seen as a form of the more general asynchronous value iteration, that focuses its computational
effort on parts of the state space that are more likely to be reachable from the current state, rather
than synchronously updating all states at each iteration.

34.6.2 Policy iteration

Another effective DP method for computing π∗ is policy iteration. It is an iterative algorithm that
searches in the space of deterministic policies until converging to an optimal policy. Each iteration
consists of two steps, policy evaluation and policy improvement.

The policy evaluation step, as mentioned earlier, computes the value function for the current
policy. Let π represent the current policy, v(s) = Vπ(s) represent the value function encoded as
a vector indexed by states, r(s) =

∑
a π(a|s)R(s, a) represent the reward vector, and T(s′|s) =∑

a π(a|s)p(s′|s, a) represent the state transition matrix. Bellman’s equation for policy evaluation
can be written in the matrix-vector form as

v = r + γTv (34.88)

This is a linear system of equations in |S| unknowns. We can solve it using matrix inversion:
v = (I− γT)−1r. Alternatively, we can use value iteration by computing vt+1 = r+ γTvt until near
convergence, or some form of asynchronous variant that is computationally more efficient.

Once we have evaluated Vπ for the current policy π, we can use it to derive a better policy π′, thus
the name policy improvement. To do this, we simply compute a deterministic policy π′ that acts
greedily with respect to Vπ in every state; that is, π′(s) = argmaxa{R(s, a) + γE [Vπ(s

′)]}. We can
guarantee that Vπ′ ≥ Vπ. To see this, define r′, T′ and v′ as before, but for the new policy π′. The
definition of π′ implies r′ + γT′v ≥ r + γTv = v, where the equality is due to Bellman’s equation.
Repeating the same equality, we have

v ≤ r′ + γT′v ≤ r′ + γT′(r′ + γT′v) ≤ r′ + γT′(r′ + γT′(r′ + γT′v)) ≤ · · · (34.89)

= (I+ γT′ + γ2T′2 + · · · )r = (I− γT′)−1r = v′ (34.90)
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Figure 34.14: Policy iteration vs value iteration represented as backup diagrams. Empty circles represent
states, solid (filled) circles represent states and actions. Adapted from Figure 8.6 of [SB18].

Starting from an initial policy π0, policy iteration alternates between policy evaluation (E) and
improvement (I) steps, as illustrated below:

π0
E→ Vπ0

I→ π1
E→ Vπ1

· · · I→ π∗
E→ V∗ (34.91)

The algorithm stops at iteration k, if the policy πk is greedy with respect to its own value function
Vπk . In this case, the policy is optimal. Since there are at most |A||S| deterministic policies, and
every iteration strictly improves the policy, the algorithm must converge after finite iterations.

In PI, we alternate between policy evaluation (which involves multiple iterations, until convergence
of Vπ), and policy improvement. In VI, we alternate between one iteration of policy evaluation followed
by one iteration of policy improvement (the “max” operator in the update rule). In generalized
policy improvement, we are free to intermix any number of these steps in any order. The process
will converge once the policy is greedy wrt its own value function.

Note that policy evaluation computes Vπ whereas value iteration computes V∗. This difference is
illustrated in Figure 34.14, using a backup diagram. Here the root node represents any state s,
nodes at the next level represent state-action combinations (solid circles), and nodes at the leaves
representing the set of possible resulting next state s′ for each possible action. In the former case, we
average over all actions according to the policy, whereas in the latter, we take the maximum over all
actions.

34.6.3 Linear programming

While dynamic programming is effective and popular, linear programming (LP) provides an alternative
that finds important uses, such as in off-policy RL (Section 35.5). The primal form of LP is given by

min
V

∑

s

p0(s)V (s) s.t. V (s) ≥ R(s, a) + γ
∑

s′

pT (s
′|s, a)V (s), ∀(s, a) ∈ S ×A (34.92)

where p0(s) > 0 for all s ∈ S, and can be interpreted as the initial state distribution. It can be
verified that any V satisfying the constraint in Equation (34.92) is optimistic [Put94], that is, V ≥ V∗.
When the objective is minimized, the solution V will be “pushed” to the smallest possible, which is
V∗. Once V∗ is found, any action a that makes the constraint tight in state s is optimal in that state.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



1132 Chapter 34. Decision making under uncertainty

The dual LP form is sometimes more intuitive:

max
d≥0

∑

s,a

d(s, a)R(s, a) s.t.
∑

a

d(s, a) = (1− γ)p0(s) + γ
∑

s̄,ā

pT (s|s̄, ā)d(s̄, ā) ∀s ∈ S (34.93)

Any nonnegative d satisfying the constraint above is the normalized occupancy distribution of
some corresponding policy πd(a|s) ≜ d(s, a)/

∑
a′ d(s, a

′): 5

d(s, a) = (1− γ)
∞∑

t=0

γtp
(
st = s, at = a|s0 ∼ p0, at ∼ πd(st)

)
(34.94)

The constant (1 − γ) normalizes d to be a valid distribution, so that it sums to unity. With this
interpretation of d, the objective in Equation (34.93) is just the average per-step reward under the
normalized occupancy distribution. Once an optimal solution d∗ is found, an optimal policy can be
immediately obtained by π∗(a|s) = d∗(s, a)/

∑
a′ d∗(s, a

′).
A challenge in solving the primal or dual LPs for MDPs is the large number of constraints and

variables. Approximations are needed, where the variables are parameterized (either linearly or
nonlinearly), and the constraints are sampled or approximated (see e.g., [dV04; LBS17; CLW18]).

34.7 Active learning

This section is coauthored with Zeel B Patel.

In this section, we discuss active learning (AL), in which the agent gets to choose which data it
wants to use so as to learn the underlying predictive function as quickly as possible, i.e., using the
smallest amount of labeled data. This can be much more efficient than using randomly collected data,
as illustrated in Figure 34.15. This is useful when labels are expensive to collect, e.g., for medical
image classification [GIG17; Wal+20].

There are many approaches to AL, as reviewed in [Set12; Ren+21; ZSH22]. In this section, we just
consider a few methods.

34.7.1 Active learning scenarios

One of the earliest AL methods is known as membership query synthesis [Ang88]. In this scenario
the agent can generate an arbitrary query x ∼ p(x) and then ask the oracle for its label, y = f(x).
(An “oracle” is the term given to a system that knows the true answer to every possible question.)
This scenario is mostly of theoretical interest, since it is hard to learn good generative models, and it
is rarely possible to have access to an oracle on demand (although human-power crowd computing
platforms can be considered as oracles with high latency).

Another scenario is stream-based selective sampling [ACL89], where the agent receives a
stream of inputs, x1,x2, . . ., and at each step must decide whether to request the label or not. Again,
this scenario is mostly of theoretical interest.

The last and widely used setting for machine learning is pool-based-sampling [LG94], where the
pool of unlabeled samples X is available from the beginning. At each step we apply an acquisition

5. If
∑

a′ d(s, a′) = 0 for some state s, then πd(s) may be defined arbitrarily, since s is not visited under the policy.
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Figure 34.15: Decision boundaries for a logistic regression model applied to a 2-dimensional, 3-class dataset.
(a) Results after fitting the model on the initial training data; the test accuracy is 0.818. (b) results af-
ter further training on 11 randomly sampled points; accuracy is 0.848. (c) Results after further training
on 11 points chosen with margin sampling (see Section 34.7.3); accuracy is 0.969. Generated by ac-
tive_learning_visualization_class.ipynb.

Problem Goal Action space

Active learning argminf Ep(x) [ℓ(f∗(x), f(x))] choose x at which to get y = f∗(x)
Bayesian optimization argmaxx∈X f

∗(x) choose x at which to evaluate f∗(x)
Contextual bandits argmaxπ Ep(x)π(a|x) [R∗(x, a)] choose a at which to evaluate R∗(x, a)

Table 34.1: Comparison among active learning, Bayesian optimization, and contextual bandits in terms of
goal and action space.

function to each candidate in the batch, to decide which one to collect the label for. We then collect
the label, update the model with the new data, and repeat the process until we exhaust the pool,
run out of time, or reach some desired performance. In the subsequent sections, we will focus only
on pool-based sampling.

34.7.2 Relationship to other forms of sequential decision making

(Pool-based) active learning is closely related to Bayesian optimization (BO, Section 6.6) and contexual
bandit problems (Section 34.4). The connections are discussed at length [Tou14], but in brief, the
methods differ because they solve slightly different objective functions, as summarized in Table 34.1.
In particular, in active learning, our goal is to identify a function f : X → Y that will incur minimum
expected loss when applied to random inputs x; in BO, our goal is to identify an input point x where
the function output f(x) is maximal; and in bandits, our goal is to identify a policy π : X → A that
will give maximum expected reward when applied to random inputs (contexts) x. (We see that the
goal in AL and bandits is similar, but in bandits the agent only gets to choose the action, not the
state, so only has partial control over where the (reward) function is evaluated.)

In all three problems, we want to find the optimum with as few actions as possible, so we have
to solve the exploration-exploitation problem (Section 34.4.3). One approach is to represent our
uncertainty about the function using a method such as a Gaussian process (Chapter 18), which lets
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Figure 34.16: Active learning vs Bayesian optimization. Active learning tries to approximate the true function
well. Bayesian optimization tries to find maximum value of the true function. Initial and queried points are
denoted as black and red dots respectively. Generated by bayes_opt_vs_active_learning.ipynb.

us compute p(f |D1:t). We then define some acquisition function α(x) that evaluates how useful it
would be to query the function at input location x, given the belief state p(f |D1:t) and we pick as
our next query xt+1 = argmaxx α(x). (In the bandit setting, the agent does not get to choose the
state x, but does get to choose action a.) For example, in BO, it is common to use probability of
improvement (Section 6.6.3.1), and for AL of a regression task, we can use the posterior predictive
variance. The objective for AL will cause the agent to query “all over the place”, whereas for BO,
the agent will “zoom in” on the most promising regions, as shown in Figure 34.16. We discuss other
acquisition functions for AL in Section 34.7.3.

34.7.3 Acquisition strategies

In this section, we discuss some common AL heuristics for choosing which points to query.

34.7.3.1 Uncertainty sampling

An intuitive heuristic for choosing which example to label next is to pick the one for which the model
is currently most uncertain. This is called uncertainty sampling. We already illustrated this in
the case of regression in Figure 34.16, where we represented uncertainty in terms of the posterior
variance.

For classification problems, we can measure uncertainty in various ways. Let pn = [p(y = c|xn)]Cc=1

be the vector of class probabilities for each unlabeled input xn. Let Un = α(pn) be the uncertainty for
example n, where α is an acquisition function. Some common choices for α are: entropy sampling
[SW87a], which uses α(p) = −∑C

c=1 pc log pc; margin sampling, which uses α(p) = p2 − p1, where
p1 is the probability of the most probable class, and p2 is the probability of the second most probable
class; and least confident sampling, which uses α(p) = 1 − pc∗ , where c∗ = argmaxc pc. The
difference between these strategies is shown in Figure 34.17. In practice it is often found that margin
sampling works the best [Chu+19].
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Figure 34.17: Outputs of a logistic regression model fit on some training points, and then applied to 3
candidate query inputs. We show the predicted probabilites for each class label. The highlighted dark gray
is the max probability, the light gray bar is the 2nd highest probability. The least confident scores for the 3
inputs are: 1− 0.23 = 0.76, 1− 0.25 = 0.75, and 1− 0.47 = 0.53, so we pick the first query. The entropy
scores are: 1.63, 1.78 and 0.89, so we pick the second query. The margin scores are: 0.237− 0.2067 = 0.0303,
0.2513 − 0.2277 = 0.0236, and 0.4689 − 0.4687 = 0.0002, so we pick the third query. Generated by
active_learning_comparison_mnist.ipynb.

34.7.3.2 Query by committee

In this section, we discuss how to apply uncertainty sampling to models, such as support vector
machines (SVMs), that only return a point prediction rather than a probability distribution. The
basic approach is to create an ensemble of diverse models, and to use disagreement between the
model predictions as a form of uncertainty. (This can be useful even for probabilistic models, such as
DNNs, since model uncertainty can often be larger than parametric uncertainty, as we discuss in the
section on deep ensembles, Section 17.3.9.)

In more detail, suppose we have K ensemble members, and let ckn be the predicted class from
member k on input xn. Let vnc =

∑K
k=1 I

(
ckn = c

)
be the number of votes cast for class c, and

qnc = vnc/C be the induced distribution. (A similar method can be used for regression models,
where we use the standard deviation of the prediction across the members.) We can then use margin
sampling or entropy sampling with distribution qn. This approach is called query by committee
(QBC) [SOS92], and can often out-perform vanilla uncertainty sampling with a single model, as we
show in Figure 34.18.

34.7.3.3 Information theoretic methods

A natural acquisition strategy is to pick points whose labels will maximimally reduce our uncertainty
about the model parameters w. This is known as the information gain criterion, and was first

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Figure 34.18: (a) Random forest (RF) classifier applied to a 2-dimensional, 3-class dataset. (b) Accuracy vs
number of query points for margin sampling vs random sampling. We represent uncertainty using either a
single RF (based on the predicted distribution over labels induced by the trees in the forest), or a committee
containing an RF and a logistic regression model. Generated by active_learning_compare_class.ipynb.

proposed in [Lin56]. It is defined as follows:

α(x) ≜ H (p(w|D))− Ep(y|x,D) [H (p(w|D,x, y))] (34.95)

(Note that the first term is a constant wrt x, but we include it for later convenience.) This is
equivalent to the expected change in the posterior over the parameters which is given by

α′(x) ≜ Ep(y|x,D) [DKL (p(w|D,x, y) ∥ p(w|D))] (34.96)

Using symmetry of the mutual information, we can rewrite Equation (34.95) as follows:

α(x) = H (w|D)− Ep(y|x,D) [H (w|D,x, y)] (34.97)
= I(w, y|D,x) (34.98)
= H (y|x,D)− Ep(w|D) [H (y|x,w,D)] (34.99)

The advantage of this approach is that we now only have to reason about the uncertainty of the
predictive distribution over outputs y, not over the parameters w. This approach is called Bayesian
active learning by disagreement or BALD [Hou+12].

Equation (34.99) has an interesting interpretation. The first term prefers examples x for which
there is uncertainty in the predicted label. Just using this as a selection criterion is equivalent to
uncertainty sampling, which we discussed above. However, this can have problems with examples
which are inherently ambiguous or mislabeled. By adding the second term, we penalize such behavior,
since we add a large negative weight to points whose predictive distribution is entropic even when
we know the parameters. Thus we ignore aleatoric (intrinsic) uncertainty and focus on epistemic
uncertainty.

34.7.4 Batch active learning

In many applications, we need to select a batch of unlabeled examples at once, since training a model
on single examples is too slow. This is called batch active learning. The key challenge is that we
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need to ensure the different queries that we request are diverse, so we maximize the information gain.
Various methods for this problem have been devised; here we focus on the BatchBALD method of
[KAG19], which extends the BALD method of Section 34.7.3.3.

34.7.4.1 BatchBALD

The naive way to extend the BALD score to a batch of b candidate query points is to define

αBALD({x1, . . . ,xB}, p(w|D)) = αBALD(x1:B , p(w|D)) =
B∑

i=1

I(yi;w|xi,D) (34.100)

However this may pick points that are quite similar in terms of their information content. In
BatchBALD, we use joint conditional mutual information between the set of labels and the parameters:

αBBALD(x1:B , p(w|D)) = I(y1:B ;w|x1:B ,D) = H(y1:b|x1:B ,D)− Ep(w|D) [H(y1:B |x1:B ,w,D)]
(34.101)

To understand how this differs from BALD, we will use information diagrams for representing MI
in terms of Venn diagrams, as explained in Section 5.3.2. In particular, [Yeu91a] showed that we
can define a signed measure, µ∗, for discrete random variables x and y such that I(x; y) = µ∗(x ∩ y),
H(x, y) = µ∗(x ∪ y), Ep(y) [H(x|y)] = µ∗(x \ y), etc. Using this, we can interpret standard BALD as
the sum of the individual intersections,

∑
i µ
∗(yi ∩w), which double counts overlaps between the yi,

as shown in Figure 34.19(a). By contrast, BatchBALD takes overlap into account by computing

I(y1:B ;w|x1:B ,D) = µ∗(∪iyi ∩w) = µ∗(∪iyi)− µ∗(∪iyi \w) (34.102)

This is illustrated in Figure 34.19(b). From this, we can see that αBBALD ≤ αBALD. Indeed, one can
show6

I(y1:B ,w|x1:B ,D) =
B∑

i=1

I(yi,w|x1:B ,D)− TC(y1:B |x1:B ,D) (34.103)

where TC is the total correlation (see Section 5.3.5.1).

34.7.4.2 Optimizing BatchBALD

To avoid the combinatorial explosion that arises from jointly scoring subsets of points, we can use a
a greedy approximation for computing BatchBALD one point at a time. In particular, suppose at
step n− 1 we already have a partial batch An−1. The next point is chosen using

xn = argmax
x∈Dpool\An−1

αBBALD(An−1 ∪ {x}, p(w|D)) (34.104)

We then add xn to An−1 to get An. Fortunately the BatchBALD acquisition function is submodular,
as shown in [KAG19]. Hence this greedy algorithm is within 1 − 1/e ≈ 0.63 of optimal (see
Section 6.9.4.1).

6. See http://blog.blackhc.net/2022/07/kbald/
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(a) BALD (b) BatchBALD

Figure 34.19: Intuition behind BALD and BatchBALD. Dpool is an unlabelled dataset (from which x1:b

are taken) , Dtrain is the current training set, w is set of model parameters, p(y|x,w, Dtrain) are output
predictions for datapoint x. BALD overestimates the joint mutual information whereas BatchBALD takes
the overlap between variables into account. Areas contributing to the respective score are shown in grey, and
areas that are double-counted in dark grey. From Figure 3 of [KAG19]. Used with kind permission of Andreas
Kirsch.

34.7.4.3 Computing BatchBALD

Computing the joint (conditional) mutual information is intractable, so in this section, we discuss
how to approximate it. For brevity we drop the conditioning on x and D. With this new notation,
the objective becomes

αBBALD(x1:B , p(w|D)) = H(y1, . . . , yB)− Ep(w) [H(y1, . . . , yB |w)] (34.105)

Note that the yi are conditionally independent given w, so H(y1, . . . , yB |w) =
∑B
i=1 H(yi|w). Hence

we can approximate the second term with Monte Carlo:

Ep(w) [H(y1, . . . , yB |w)] ≈ 1

S

n∑

i=1

∑

s

H(yi|ŵs) (34.106)

where ŵs ∼ p(w|D).
The first term, H(y1, . . . , yB), is a joint entropy, so is harder to compute. [KAG19] propose the

following approximation, summing over all possible label sequences in the batch, and leveraging the
fact that p(y) = Ep(w) [p(y|w)]:

H(y1:B) = Ep(w)p(y1:B |vw) [− log p(y1:B |w)] (34.107)

≈
∑

ŷ1:B

(
1

S

S∑

s=1

p(ŷ1:B |ŵs)
)
log

(
1

S

S∑

s=1

p(ŷ1:B |ŵs)
)

(34.108)

The sum over all possible labels sequences can be made more efficient by noting that p(y1:n|w) =
p(yn|w)p(y1:n−1|w), so when we implement the greedy algorithm, we can incrementally update the
probabilities, reusing previous computations. See [KAG19] for the details.
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Figure 34.20: Three batches (each of size 4) queried from the MNIST pool by (a) BALD and (b) BatchBALD.
(c) Plot of accuracy vs number of points queried. BALD may select replicas of single informative datapoint
while BatchBALD selects diverse points, thus increasing data efficiency. Generated by batch_bald_mnist.ipynb.

34.7.4.4 Experimental comparison of BALD vs BatchBALD on MNIST

In this section, we show some experimental results applying BALD and BatchBALD to train a CNN
on the standard MNIST dataset. We use a batch size of 4, and approximate the posterior over
parameters p(w|D) using MC dropout (Section 17.3.1). In Figure 34.20(a), we see that BALD selects
examples that are very similar to each other, whereas in Figure 34.20(b), we see that BatchBALD
selects a greater diversity of points. In Figure 34.20(c), we see that BatchBALD results in more
efficient learning than BALD, which in turn is more efficient than randomly sampling data.
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35 Reinforcement learning

This chapter is co-authored with Lihong Li.

35.1 Introduction

Reinforcement learning or RL is a paradigm of learning where an agent sequentially interacts
with an initially unknown environment. The interaction typically results in a trajectory, or multiple
trajectories. Let τ = (s0, a0, r0, s1, a1, r1, s2, . . . , sT ) be a trajectory of length T , consisting of a
sequence of states st, actions at, and rewards rt.1 The goal of the agent is to optimize her action-
selection policy, so that the discounted cumulative reward, G0 ≜

∑T−1
t=0 γtrt, is maximized for some

given discount factor γ ∈ [0, 1].
In general, G0 is a random variable. We will focus on maximizing its expectation, inspired by the

maximum expected utility principle (Section 34.1.3), but note other possibilities such as conditional
value at risk2 that can be more appropriate in risk-sensitive applications.

We will focus on the Markov decision process, where the generative model for the trajectory τ can
be factored into single-step models. When these model parameters are known, solving for an optimal
policy is called planning (see Section 34.6); otherwise, RL algorithms may be used to obtain an
optimal policy from trajectories, a process called learning.

In model-free RL, we try to learn the policy without explicitly representing and learning the
models, but directly from the trajectories. In model-based RL, we first learn a model from the
trajectories, and then use a planning algorithm on the learned model to solve for the policy. See
Figure 35.1 for an overview. This chapter will introduce some of the key concepts and techniques,
and will mostly follow the notation from [SB18]. More details can be found in textbooks such as
[Sze10; SB18; Ber19; Aga+21a; Mey22; Aga+22], and reviews such as [WO12; Aru+17; FL+18;
Li18].

35.1.1 Overview of methods

In this section, we give a brief overview of how to compute optimal policies when the MDP model
is not known. Instead, the agent interacts with the environment and learns from the observed

1. Note that the time starts at 0 here, while it starts at 1 when we discuss bandits (Section 34.4). Our choices of
notation are to be consistent with conventions in respective literature.
2. The conditional value at risk, or CVaR, is the expected reward conditioned on being in the worst 5% (say) of
samples. See [Cho+15] for an example application in RL.
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Figure 35.1: Overview of RL methods. Abbreviations: DQN = Deep Q network (Section 35.2.6); MPC =
Model Predictive Control (Section 35.4); HJB = Hamilton-Jacobi-Bellman equation; TD = temporal difference
learning (Section 35.2.2). Adapted from a slide by Steve Brunton.

Method Functions learned On/Off Section
SARSA Q(s, a) On Section 35.2.4
Q-learning Q(s, a) Off Section 35.2.5
REINFORCE π(a|s) On Section 35.3.2
A2C π(a|s), V (s) On Section 35.3.3.1
TRPO/PPO π(a|s), A(s, a) On Section 35.3.4
DDPG a = π(s), Q(s, a) Off Section 35.3.5
Soft actor-critic π(a|s), Q(s, a) Off Section 35.6.1
Model-based RL p(s′|s, a) Off Section 35.4

Table 35.1: Summary of some popular methods for RL. On/off refers to on-policy vs off-policy methods.

trajectories. This is the core focus of RL. We will go into more details into later sections, but first
provide this roadmap.

We may categorize RL methods by the quantity the agent represents and learns: value function,
policy, and model; or by how actions are selected: on-policy (actions must be selected by the agent’s
current policy), and off-policy. Table 35.1 lists a few representative examples. More details are given
in the subsequent sections. We will also discuss at greater depth two important topics of off-policy
learning and inference-based control in Sections 35.5 and 35.6.
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35.1.2 Value-based methods

In a value-based method, we often try to learn the optimal Q-function from experience, and then
derive a policy from it using Equation (34.84). Typically, a function approximator (e.g., a neural
network), Qw, is used to represent the Q-function, which is trained iteratively. Given a transition
(s, a, r, s′), we define the temporal difference (also called the TD error) as

r + γmax
a′

Qw(s
′, a′)−Qw(s, a)

Clearly, the expected TD error is the Bellman error evaluated at (s, a). Therefore, if Qw = Q∗, the
TD error is 0 on average by Bellman’s optimality equation. Otherwise, the error provides a signal for
the agent to change w to make Qw(s, a) closer to R(s, a) + γmaxa′ Qw(s

′, a′). The update on Qw is
based on a target that is computed using Qw. This kind of update is known as bootstrapping in
RL, and should not be confused with the statistical bootstrap (Section 3.3.2). Value based methods
such as Q-learning and SARSA are discussed in Section 35.2.

35.1.3 Policy search methods

In policy search, we try to directly maximize J(πθ) wrt the policy parameter θ. If J(πθ) is
differentiable wrt θ, we can use stochastic gradient ascent to optimize θ, which is known as policy
gradient, as described in Section 35.3.1. The basic idea is to perform Monte Carlo rollouts, in
which we sample trajectories by interacting with the environment, and then use the score function
estimator (Section 6.3.4) to estimate ∇θJ(πθ). Here, J(πθ) is defined as an expectation whose
distribution depends on θ, so it is invalid to swap ∇ and E in computing the gradient, and the score
function estimator can be used instead. An example of policy gradient is REINFORCE.

Policy gradient methods have the advantage that they provably converge to a local optimum
for many common policy classes, whereas Q-learning may diverge when approximation is used
(Section 35.5.3). In addition, policy gradient methods can easily be applied to continuous action
spaces, since they do not need to compute argmaxaQ(s, a). Unfortunately, the score function
estimator for ∇θJ(πθ) can have a very high variance, so the resulting method can converge slowly.

One way to reduce the variance is to learn an approximate value function, Vw(s). and to use it
as a baseline in the score function estimator. We can learn Vw(s) using one of the value function
methods similar to Q-learning. Alternatively, we can learn an advantage function, Aw(s, a), and use
it to estimate the gradient. These policy gradient variants are called actor critic methods, where
the actor refers to the policy πθ and the critic refers to Vw or Aw. See Section 35.3.3 for details.

35.1.4 Model-based RL

Value-based methods, such as Q-learning, and policy search methods, such as policy gradient, can be
very sample inefficient, which means they may need to interact with the environment many times
before finding a good policy. If an agent has prior knowledge of the MDP model, it can be more
sample efficient to first learn the model, and then compute an optimal (or near-optimal) policy of
the model without having to interact with the environment any more.

This approach is called model-based RL. The first step is to learn the MDP model including the
pT (s

′|s, a) and R(s, a) functions, e.g., using DNNs. Given a collection of (s, a, r, s′) tuples, such a
model can be learned using standard supervised learning methods. The second step can be done

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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by running an RL algorithm on synthetic experiences generated from the model, or by running a
planning algorithm on the model directly (Section 34.6). In practice, we often interleave the model
learning and planning phases, so we can use the partially learned policy to decide what data to
collect. We discuss model-based RL in more detail in Section 35.4.

35.1.5 Exploration-exploitation tradeoff

A fundamental problem in RL with unknown transition and reward models is to decide between
choosing actions that the agent knows will yield high reward, or choosing actions whose reward
is uncertain, but which may yield information that helps the agent get to parts of state-action
space with even higher reward. This is called the exploration-exploitation tradeoff, which has
been discussed in the simpler contextual bandit setting in Section 34.4. The literature on efficient
exploration is huge. In this section, we briefly describe several representative techniques.

35.1.5.1 ϵ-greedy

A common heuristic is to use an ϵ-greedy policy πϵ, parameterized by ϵ ∈ [0, 1]. In this case, we pick
the greedy action wrt the current model, at = argmaxa R̂t(st, a) with probability 1− ϵ, and a random
action with probability ϵ. This rule ensures the agent’s continual exploration of all state-action
combinations. Unfortunately, this heuristic can be shown to be suboptimal, since it explores every
action with at least a constant probability ϵ/|A|.

35.1.5.2 Boltzmann exploration

A source of inefficiency in the ϵ-greedy rule is that exploration occurs uniformly over all actions.
The Boltzmann policy can be more efficient, by assigning higher probabilities to explore more
promising actions:

πτ (a|s) =
exp(R̂t(st, a)/τ)∑
a′ exp(R̂t(st, a

′)/τ)
(35.1)

where τ > 0 is a temperature parameter that controls how entropic the distribution is. As τ gets
close to 0, πτ becomes close to a greedy policy. On the other hand, higher values of τ will make
π(a|s) more uniform, and encourage more exploration. Its action selection probabilities can be much
“smoother” with respect to changes in the reward estimates than ϵ-greedy, as illustrated in Table 35.2.

35.1.5.3 Upper confidence bounds and Thompson sampling

The upper confidence bound (UCB) (Section 34.4.5) and Thompson sampling (Section 34.4.6)
approaches may also be extended to MDPs. In contrast to the contextual bandit case, where the
only uncertainty is in the reward function, here we must also take into account uncertainty in the
transition probabilities.

As in the bandit case, the UCB approach requires to estimate an upper confidence bound for all
actions’ Q-values in the current state, and then take the action with the highest UCB score. One way
to obtain UCBs of the Q-values is to use count-based exploration, where we learn the optimal
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R̂(s, a1) R̂(s, a2) πϵ(a|s1) πϵ(a|s2) πτ (a|s1) πτ (a|s2)
1.00 9.00 0.05 0.95 0.00 1.00
4.00 6.00 0.05 0.95 0.12 0.88
4.90 5.10 0.05 0.95 0.45 0.55
5.05 4.95 0.95 0.05 0.53 0.48
7.00 3.00 0.95 0.05 0.98 0.02
8.00 2.00 0.95 0.05 1.00 0.00

Table 35.2: Comparison of ϵ-greedy policy (with ϵ = 0.1) and Boltzmann policy (with τ = 1) for a simple
MDP with 6 states and 2 actions. Adapted from Table 4.1 of [GK19].

Q-function with an exploration bonus added to the reward in a transition (s, a, r, s′):

r̃ = r + α/
√
Ns,a (35.2)

where Ns,a is the number of times action a has been taken in state s, and α ≥ 0 is a weighting term
that controls the degree of exploration. This is the approach taken by the MBIE-EB method [SL08]
for finite-state MDPs, and in the generalization to continuous-state MDPs through the use of hash-
ing [Bel+16]. Other approaches also explicitly maintain uncertainty in state transition probabilities,
and use that information to obtain UCBs. Examples are MBIE [SL08], UCRL2 [JOA10], and
UCBVI [AOM17], among many others.

Thompson sampling can be similarly adapted, by maintaining the posterior distribution of the
reward and transition model parameters. In finite-state MDPs, for example, the transition model is a
categorical distribution conditioned on the state. We may use the conjugate prior of Dirichlet
distributions (Section 3.4) for the transition model, so that the posterior distribution can be
conveniently computed and sampled from. More details on this approach are found in [Rus+18].

Both UCB and Thompson sampling methods have been shown to yield efficient exploration with
provably strong regret bounds (Section 34.4.7) [JOA10], or related PAC bounds [SLL09; DLB17],
often under necessary assumptions such as finiteness of the MDPs. In practice, these methods may
be combined with function approximation like neural networks and implemented approximately.

35.1.5.4 Optimal solution using Bayes-adaptive MDPs

The Bayes optimal solution to the exploration-exploitation tradeoff can be computed by formulating
the problem as a special kind of POMDP known as a Bayes-adaptive MDP or BAMDP [Duf02].
This extends the Gittins index approach in Section 34.4.4 to the MDP setting.

In particular, a BAMDP has a belief state space, B, representing uncertainty about the reward
model pR(r|s, a, s′) and transition model pT (s′|s, a). The transition model on this augmented MDP
can be written as follows:

T+(st+1, bt+1|st, bt, at, rt) = T+(st+1|st, at, bt)T+(bt+1|st, at, rt, st+1) (35.3)
= Ebt [T (st+1|st, at)]× I (bt+1 = p(R, T |ht+1)) (35.4)

where Ebt [T (st+1|st, at)] is the posterior predictive distribution over next states, and p(R, T |ht+1) is
the new belief state given ht+1 = (s1:t+1, a1:t+1, r1:t+1), which can be computed using Bayes’ rule.

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license
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Similarly, the reward function for the augmented MDP is given by

R+(r|st, bt, at, st+1, bt+1) = Ebt+1
[R(st, at, st+1)] (35.5)

For small problems, we can solve the resulting augmented MDP optimally. However, in general
this is computationally intractable. [Gha+15] surveys many methods to solve it more efficiently.
For example, [KN09] develop an algorithm that behaves similarly to Bayes optimal policies, except
in a provably small number of steps; [GSD13] propose an approximate method based on Monte
Carlo rollouts. More recently, [Zin+20] propose an approximate method based on meta-learning
(Section 19.6.4), in which they train a (model-free) policy for multiple related tasks. Each task is
represented by a task embedding vector m, which is inferred from ht using a VAE (Section 21.2).
The posterior p(m|ht) is used as a proxy for the belief state bt, and the policy is trained to perform
well given st and bt. At test time, the policy is applied to the incrementally computed belief state;
this allows the method to infer what kind of task this is, and then to use a pre-trained policy to
quickly solve it.

35.2 Value-based RL

In this section, we assume the agent has access to samples from pT and pR by interacting with the
environment. We will show how to use these samples to learn optimal Q-functions from which we
can derive optimal policies.

35.2.1 Monte Carlo RL

Recall that Qπ(s, a) = E [Gt|st = s, at = a] for any t. A simple way to estimate this is to take action
a, and then sample the rest of the trajectory according to π, and then compute the average sum of
discounted rewards. The trajectory ends when we reach a terminal state, if the task is episodic, or
when the discount factor γt becomes negligibly small, whichever occurs first. This is the Monte
Carlo estimation of the value function.

We can use this technique together with policy iteration (Section 34.6.2) to learn an optimal policy.
Specifically, at iteration k, we compute a new, improved policy using πk+1(s) = argmaxaQk(s, a),
where Qk is approximated using MC estimation. This update can be applied to all the states visited
on the sampled trajectory. This overall technique is called Monte Carlo control.

To ensure this method converges to the optimal policy, we need to collect data for every (state,
action) pair, at least in the tabular case, since there is no generalization across different values of
Q(s, a). One way to achieve this is to use an ϵ-greedy policy. Since this is an on-policy algorithm,
the resulting method will converge to the optimal ϵ-soft policy, as opposed to the optimal policy. It
is possible to use importance sampling to estimate the value function for the optimal policy, even if
actions are chosen according to the ϵ-greedy policy. However, it is simpler to just gradually reduce ϵ.

35.2.2 Temporal difference (TD) learning

The Monte Carlo (MC) method in Section 35.2.1 results in an estimator for Qπ(s, a) with very high
variance, since it has to unroll many trajectories, whose returns are a sum of many random rewards
generated by stochastic state transitions. In addition, it is limited to episodic tasks (or finite horizon
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Figure 35.2: Backup diagrams of V (st) for Monte Carlo, temporal difference, and dynamic programming
updates of the state-value function. Used with kind permission of Andy Barto.

truncation of continuing tasks), since it must unroll to the end of the episode before each update
step, to ensure it reliably estimates the long term return.

In this section, we discuss a more efficient technique called temporal difference or TD learning
[Sut88]. The basic idea is to incrementally reduce the Bellman error for sampled states or state-actions,
based on transitions instead of a long trajectory. More precisely, suppose we are to learn the value
function Vπ for a fixed policy π. Given a state transition (s, a, r, s′) where a ∼ π(s), we change the
estimate V (s) so that it moves towards the bootstrapping target (Section 35.1.2)

V (st)← V (st) + η [rt + γV (st+1)− V (st)] (35.6)

where η is the learning rate. The term multiplied by η above is known as the TD error. A more
general form of TD update for parametric value function representations is

w ← w + η [rt + γVw(st+1)− Vw(st)]∇wVw(st) (35.7)

of which Equation (35.6) is a special case. The TD update rule for learning Qπ is similar.
It can be shown that TD learning in the tabular case, Equation (35.6), converges to the correct

value function, under proper conditions [Ber19]. However, it may diverge when approximation is
used (Equation (35.7)), an issue we will discuss further in Section 35.5.3.

The potential divergence of TD is also consistent with the fact that Equation (35.7) is not SGD
(Section 6.3.1) on any objective function, despite a very similar form. Instead, it is an example of
bootstrapping, in which the estimate, Vw(st), is updated to approach a target, rt + γVw(st+1),
which is defined by the value function estimate itself. This idea is shared by DP methods like value
iteration, although they rely on the complete MDP model to compute an exact Bellman backup. In
contrast, TD learning can be viewed as using sampled transitions to approximate such backups. An
example of non-bootstrapping approach is the Monte Carlo estimation in the previous section. It
samples a complete trajectory, rather than individual transitions, to perform an update, and is often
much less efficient. Figure 35.2 illustrates the difference between MC, TD, and DP.

35.2.3 TD learning with eligibility traces

A key difference between TD and MC is the way they estimate returns. Given a trajectory τ =
(s0, a0, r0, s1, . . . , sT ), TD estimates the return from state st by one-step lookahead, Gt:t+1 = rt +

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



1148 Chapter 35. Reinforcement learning

Figure 35.3: The backup diagram for TD(λ). Standard TD learning corresponds to λ = 0, and standard MC
learning corresponds to λ = 1. From Figure 12.1 of [SB18]. Used with kind permission of Richard Sutton.

γV (st+1), where the return from time t+ 1 is replaced by its value function estimate. In contrast,
MC waits until the end of the episode or until T is large enough, then uses the estimate Gt:T =
rt + γrt+1 + · · ·+ γT−t−1rT−1. It is possible to interpolate between these by performing an n-step
rollout, and then using the value function to approximate the return for the rest of the trajectory,
similar to heuristic search (Section 35.4.1.1). That is, we can use the n-step estimate

Gt:t+n = rt + γrt+1 + · · ·+ γn−1rt+n−1 + γnV (st+n) (35.8)

The corresponding n-step version of the TD update becomes

V (st)← V (st) + η [Gt:t+n − V (st)] (35.9)

Rather than picking a specific lookahead value, n, we can take a weighted average of all possible
values, with a single parameter λ ∈ [0, 1], by using

Gλt ≜ (1− λ)
∞∑

n=1

λn−1Gt:t+n (35.10)

This is called the λ-return. The coefficient of 1− λ = (1 + λ+ λ2 + · · · )−1 in the front ensures this
is a convex combination of n-step returns. See Figure 35.3 for an illustration.

An important benefit of using the geometric weighting in Equation (35.10) is that the corresponding
TD learning update can be efficiently implemented, through the use of eligibility traces, even
though Gλt is a sum of infinitely many terms. The method is called TD(λ), and can be combined
with many algorithms to be studied in the rest of the chapter. See [SB18] for a detailed discussion.

35.2.4 SARSA: on-policy TD control

TD learning is for policy evaluation, as it estimates the value function for a fixed policy. In order
to find an optimal policy, we may use the algorithm as a building block inside generalized policy
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iteration (Section 34.6.2). In this case, it is more convenient to work with the action-value function,
Q, and a policy π that is greedy with respect to Q. The agent follows π in every step to choose
actions, and upon a transition (s, a, r, s′) the TD update rule is

Q(s, a)← Q(s, a) + η [r + γQ(s′, a′)−Q(s, a)] (35.11)

where a′ ∼ π(s′) is the action the agent will take in state s′. After Q is updated (for policy evaluation),
π also changes accordingly as it is greedy with respect to Q (for policy improvement). This algorithm,
first proposed by [RN94], was further studied and renamed to SARSA by [Sut96]; the name comes
from its update rule that involves an augmented transition (s, a, r, s′, a′).

In order for SARSA to converge to Q∗, every state-action pair must be visited infinitely often, at
least in the tabular case, since the algorithm only updates Q(s, a) for (s, a) that it visits. One way
to ensure this condition is to use a “greedy in the limit with infinite exploration” (GLIE) policy. An
example is the ϵ-greedy policy, with ϵ vanishing to 0 gradually. It can be shown that SARSA with a
GLIE policy will converge to Q∗ and π∗ [Sin+00].

35.2.5 Q-learning: off-policy TD control

SARSA is an on-policy algorithm, which means it learns the Q-function for the policy it is currently
using, which is typically not the optimal policy (except in the limit for a GLIE policy). However,
with a simple modification, we can convert this to an off-policy algorithm that learns Q∗, even if a
suboptimal policy is used to choose actions.

The idea is to replace the sampled next action a′ ∼ π(s′) in Equation (35.11) with a greedy action
in s′: a′ = argmaxbQ(s′, b). This results in the following update when a transition (s, a, r, s′) happens

Q(s, a)← Q(s, a) + η

[
r + γmax

b
Q(s′, b)−Q(s, a)

]
(35.12)

This is the update rule of Q-learning for the tabular case [WD92]. The extension to work with
function approximation can be done in a way similar to Equation (35.7). Since it is off-policy, the
method can use (s, a, r, s′) triples coming from any data source, such as older versions of the policy,
or log data from an existing (non-RL) system. If every state-action pair is visited infinitely often, the
algorithm provably converges to Q∗ in the tabular case, with properly decayed learning rates [Ber19].
Algorithm 35.1 gives a vanilla implementation of Q-learning with ϵ-greedy exploration.

35.2.5.1 Example

Figure 35.4 gives an example of Q-learning applied to the simple 1d grid world from Figure 34.13,
using γ = 0.9. We show the Q-functon at the start and end of each episode, after performing actions
chosen by an ϵ-greedy policy. We initialize Q(s, a) = 0 for all entries, and use a step size of η = 1, so
the update becomes Q∗(s, a) = r + γQ∗(s′, a∗), where a∗ =↓ for all states.

35.2.5.2 Double Q-learning

Standard Q-learning suffers from a problem known as the optimizer’s curse [SW06], or the maxi-
mization bias. The problem refers to the simple statistical inequality, E [maxaXa] ≥ maxa E [Xa],
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Algorithm 35.1: Q-learning with ϵ-greedy exploration
1 Initialize value function parameters w
2 repeat
3 Sample starting state s of new episode
4 repeat

5 Sample action a =

{
argmaxbQw(s, b), with probability 1− ϵ
random action, with probability ϵ

6 Observe state s′, reward r
7 Compute the TD error: δ = r + γmaxa′ Qw(s

′, a′)−Qw(s, a)
8 w ← w + ηδ∇wQw(s, a)
9 s← s′

10 until state s is terminal
11 until converged

for a set of random variables {Xa}. Thus, if we pick actions greedily according to their random
scores {Xa}, we might pick a wrong action just because random noise makes it appealing.

Figure 35.5 gives a simple example of how this can happen in an MDP. The start state is A.
The right action gives a reward 0 and terminates the episode. The left action also gives a reward
of 0, but then enters state B, from which there are many possible actions, with rewards drawn
from N (−0.1, 1.0). Thus the expected return for any trajectory starting with the left action is
−0.1, making it suboptimal. Nevertheless, the RL algorithm may pick the left action due to the
maximization bias making B appear to have a positive value.

One solution to avoid the maximization bias is to use two separate Q-functions, Q1 and Q2, one
for selecting the greedy action, and the other for estimating the corresponding Q-value. In particular,
upon seeing a transition (s, a, r, s′), we perform the following update

Q1(s, a)← Q1(s, a) + η

[
r + γQ2

(
s′, argmax

a′
Q1(s

′, a′)
)
−Q1(s, a)

]
(35.13)

and may repeat the same update but with the roles of Q1 and Q2 swapped. This technique is
called double Q-learning [Has10]. Figure 35.5 shows the benefits of the algorithm over standard
Q-learning in a toy problem.

35.2.6 Deep Q-network (DQN)

When function approximation is used, Q-learning may be hard to use in practice due to instability
problems. Here, we will describe two important heuristics, popularized by the deep Q-network or
DQN work [Mni+15], which was able to train agents to outperform humans at playing Atari games,
using CNN-structured Q-networks.

The first technique, originally proposed in [Lin92], is to leverage an experience replay buffer,
which stores the most recent (s, a, r, s′) transition tuples. In contrast to standard Q-learning which
updates the Q-function when a new transition occurs, the DQN agent also performs additional
updates using transitions sampled from the buffer. This modification has two advantages. First, it
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Q-function 
episode start Episode Time Step Action (s,α,r , s') r + γQ*(s' , α)

UP     DOWN

1 1 (S1 , D,0,S2) 0 + 0.9 X 0 = 0

1 2 (S2 ,U,0,S1) 0 + 0.9 X 0 = 0

1 3 (S1 , D,0,S2) 0 + 0.9 X 0 = 0

1 4 (S2 , U,0,S1) 0 + 0.9 X 0 = 0

1 5 (S3 , D,1,ST2) 1

2 1 (S1 , D,0,S2) 0 + 0.9 x 0 = 0

2 2 (S2 , D,0,S3) 0 + 0.9 x 1 = 0.9

2 3 (S3 , D,0,ST2) 1

3 1 (S1 , D,0,S2) 0 + 0.9 x 0.9 = 0.81

3 2 (S2 , D,0,S3) 0 + 0.9 x 1 = 0.9

3 3 (S3 , D,0,S2) 0 + 0.9 x 0.9 = 0.81

3 4 (S2 , D,0,S3) 0 + 0.9 x 1 = 0.9

3 5 (S3 , D,0,ST2) 1

4 1 (S1 , D,0,S2) 0 + 0.9 x 0.9 = 0.81

4 2 (S2 , U,0,S1) 0 + 0.9 x 0.81 = 0.73

4 3 (S1 , D,0,S2) 0 + 0.9 x 0.9 = 0.81

4 4 (S2 , U,0,S3) 0 + 0.9 x 0.81 = 0.73

4 5 (S1 , D,0,S3) 0 + 0.9 x 0.9 = 0.81

4 6 (S2 , D,0,S3) 0 + 0.9 x 1 = 0.9

4 7 (S2 , D,0,S3) 1

5 1 (S1 , U, 0,ST1) 0
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Figure 35.4: Illustration of Q learning for the 1d grid world in Figure 34.13 using ϵ-greedy exploration. At the
end of episode 1, we make a transition from S3 to ST2 and get a reward of r = 1, so we estimate Q(S3, ↓) = 1.
In episode 2, we make a transition from S2 to S3, so S2 gets incremented by γQ(S3, ↓) = 0.9. Adapted from
Figure 3.3 of [GK19].

improves data efficiency as every transition can be used multiple times. Second, it improves stability
in training, by reducing the correlation of the data samples that the network is trained on.

The second idea to improve stability is to regress the Q-network to a “frozen” target network
computed at an earlier iteration, rather than trying to chase a constantly moving target. Specifically,
we maintain an extra, frozen copy of the Q-network, Qw− , of the same structure as Qw. This new
Q-network is to compute bootstrapping targets for training Qw, in which the loss function is

LDQN(w) = E(s,a,r,s′)∼U(D)

[(
r + γmax

a′
Qw−(s′, a′)−Qw(s, a)

)2] (35.14)
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Figure 35.5: Comparison of Q-learning and double Q-learning on a simple episodic MDP using ϵ-greedy action
selection with ϵ = 0.1. The initial state is A, and squares denote absorbing states. The data are averaged
over 10,000 runs. From Figure 6.5 of [SB18]. Used with kind permission of Richard Sutton.

where U(D) is a uniform distribution over the replay buffer D. We then periodically set w− ← w,
usually after a few episodes. This approach is an instance of fitted value iteration [SB18].

Various improvements to DQN have been proposed. One is double DQN [HGS16], which uses
the double learning technique (Section 35.2.5.2) to remove the maximization bias. The second is to
replace the uniform distribution in Equation (35.14) with one that favors more important transition
tuples, resulting in the use of prioritized experience replay [Sch+16a]. For example, we can
sample transitions from D with probability p(s, a, r, s′) ∝ (|δ|+ ε)η, where δ is the corresponding
TD error (under the current Q-function), ε > 0 a hyperparameter to ensure every experience is
chosen with nonzero probability, and η ≥ 0 controls the “inverse temperature” of the distribution
(so η = 0 corresponds to uniform sampling). The third is to learn a value function Vw and an
advantage function Aw, with shared parameter w, instead of learning Qw. The resulting dueling
DQN [Wan+16] is shown to be more sample efficient, especially when there are many actions with
similar Q-values.

The rainbow method [Hes+18] combines all three improvements, as well as others, including
multi-step returns (Section 35.2.3), distributional RL [BDM17] (which predicts the distribution
of returns, not just the expected return), and noisy nets [For+18b] (which adds random noise to
the network weights to encourage exploration). It produces state-of-the-art results on the Atari
benchmark.

35.3 Policy-based RL

In the previous section, we considered methods that estimate the action-value function, Q(s, a), from
which we derive a policy, which may be greedy or softmax. However, these methods have three main
disadvantages: (1) they can be difficult to apply to continuous action spaces; (2) they may diverge if
function approximation is used; and (3) the training of Q, often based on TD-style updates, is not
directly related to the expected return garnered by the learned policy.

In this section, we discuss policy search methods, which directly optimize the parameters of the
policy so as to maximize its expected return. However, we will see that these methods often benefit
from estimating a value or advantage function to reduce the variance in the policy search process.
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35.3.1 The policy gradient theorem

We start by defining the objective function for policy learning, and then derive its gradient. We
consider the episodic case. A similar result can be derived for the continuing case with the average
reward criterion [SB18, Sec 13.6].

We define the objective to be the expected return of a policy, which we aim to maximize:

J(π) ≜ Ep0,π [G0] = Ep0(s0) [Vπ(s0)] = Ep0(s0)π(a0|s0) [Qπ(s0, a0)] (35.15)

We consider policies πθ parameterized by θ, and compute the gradient of Equation (35.15) wrt θ:

∇θJ(πθ) = Ep0(s0)

[
∇θ
(∑

a0

πθ(a0|s0)Qπθ (s0, a0)
)]

(35.16)

= Ep0(s0)

[∑

a0

∇πθ(a0|s0)Qπθ (s0, a0)
]
+ Ep0(s0)πθ(a0|s0) [∇θQπθ (s0, a0)] (35.17)

Now we calculate the term ∇θQπθ (s0, a0):

∇θQπθ (s0, a0) = ∇θ
[
R(s0, a0) + γEpT (s1|s0,a0) [Vπθ (s1)]

]
= γ∇θEpT (s1|s0,a0) [Vπθ (s1)] (35.18)

The right-hand side above is in a form similar to ∇θJ(πθ). Repeating the same steps as before gives

∇θJ(πθ) =
∞∑

t=0

γtEpt(s)

[∑

a

∇θπθ(a|s)Qπθ (s, a)
]

(35.19)

=
1

1− γEp∞πθ (s)
[∑

a

∇θπθ(a|s)Qπθ (s, a)
]

(35.20)

=
1

1− γEp∞πθ (s)πθ(a|s) [∇θ log πθ(a|s) Qπθ (s, a)] (35.21)

where pt(s) is the probability of visiting s in time t if we start with s0 ∼ p0 and follow πθ, and p∞πθ (s) =
(1− γ)∑∞t=0 γ

tpt(s) is the normalized discounted state visitation distribution. Equation (35.21) is
known as the policy gradient theorem [Sut+99].

In practice, estimating the policy gradient using Equation (35.21) can have a high variance. A
baseline b(s) can be used for variance reduction (Section 6.3.4.1):

∇θJ(πθ) =
1

1− γEp∞πθ (s)πθ(a|s) [∇θ log πθ(a|s)(Qπθ (s, a)− b(s))] (35.22)

A common choice for the baseline is b(s) = Vπθ (s). We will discuss how to estimate it below.
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35.3.2 REINFORCE

One way to apply the policy gradient theorem to optimize a policy is to use stochastic gradient
ascent. Suppose τ = (s0, a0, r0, s1, . . . , sT ) is a trajectory with s0 ∼ p0 and πθ. Then,

∇θJ(πθ) =
1

1− γEp∞πθ (s)πθ(a|s) [∇θ log πθ(a|s)Qπθ (s, a)] (35.23)

≈
T−1∑

t=0

γtGt∇θ log πθ(at|st) (35.24)

where the return Gt is defined in Equation (34.76), and the factor γt is due to the definition of p∞πθ
where the state at time t is discounted.

We can use a baseline in the gradient estimate to get the following update rule:

θ ← θ + η

T−1∑

t=0

γt(Gt − b(st))∇θ log πθ(at|st) (35.25)

This is called the REINFORCE algorithm [Wil92].3 The update equation can be interepreted as
follows: we compute the sum of discounted future rewards induced by a trajectory, compared to a
baseline, and if this is positive, we increase θ so as to make this trajectory more likely, otherwise we
decrease θ. Thus, we reinforce good behaviors, and reduce the chances of generating bad ones.

We can use a constant (state-independent) baseline, or we can use a state-dependent baseline,
b(st) to further lower the variance. A natural choice is to use an estimated value function, Vw(s),
which can be learned, e.g., with MC. Algorithm 35.2 gives the pseudocode where stochastic gradient
updates are used with separate learning rates.

Algorithm 35.2: REINFORCE with value function baseline
1 Initialize policy parameters θ, baseline parameters w
2 repeat
3 Sample an episode τ = (s0, a0, r0, s1, . . . , sT ) using πθ
4 Compute Gt for all t ∈ {0, 1, . . . , T − 1} using Equation (34.76)
5 for t = 0, 1, . . . , T − 1 do
6 δ = Gt − Vw(st) // scalar error
7 w ← w + ηwδ∇wVw(st)
8 θ ← θ + ηθγ

tδ∇θ log πθ(at|st)
9 until converged

35.3.3 Actor-critic methods

An actor-critic method [BSA83] uses the policy gradient method, but where the expected return is
estimated using temporal difference learning of a value function instead of MC rollouts. The term

3. The term “REINFORCE” is an acronym for “REward Increment = nonnegative Factor x Offset Reinforcement x
Characteristic Eligibility”. The phrase “characteristic eligibility” refers to the ∇ log πθ(at|st) term; the phrase “offset
reinforcement” refers to the Gt − b(st) term; and the phrase “nonnegative factor” refers to the learning rate η of SGD.
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“actor” refers to the policy, and the term “critic” refers to the value function. The use of bootstrapping
in TD updates allows more efficient learning of the value function compared to MC. In addition, it
allows us to develop a fully online, incremental algorithm, that does not need to wait until the end of
the trajectory before updating the parameters (as in Algorithm 35.2).

Concretely, consider the use of the one-step TD(0) method to estimate the return in the episodic
csae, i.e., we replace Gt with Gt:t+1 = rt+γVw(st+1). If we use Vw(st) as a baseline, the REINFORCE
update in Equation (35.25) becomes

θ ← θ + η

T−1∑

t=0

γt (Gt:t+1 − Vw(st))∇θ log πθ(at|st) (35.26)

= θ + η

T−1∑

t=0

γt
(
rt + γVw(st+1)− Vw(st)

)
∇θ log πθ(at|st) (35.27)

35.3.3.1 A2C and A3C

Note that rt+1 + γVw(st+1) − Vw(st) is a single sample approximation to the advantage function
A(st, at) = Q(st, at) − V (st). This method is therefore called advantage actor critic or A2C
(Algorithm 35.3). If we run the actors in parallel and asynchronously update their shared parameters,
the method is called asynchrononous advantage actor critic or A3C [Mni+16].

Algorithm 35.3: Advantage actor critic (A2C) algorithm
1 Initialize actor parameters θ, critic parameters w
2 repeat
3 Sample starting state s0 of a new episode
4 for t = 0, 1, 2, . . . do
5 Sample action at ∼ πθ(·|st)
6 Observe next state st+1 and reward rt
7 δ = rt + γVw(st+1)− Vw(st)
8 w ← w + ηwδ∇wVw(st)
9 θ ← θ + ηθγ

tδ∇θ log πθ(at|st)
10 until converged

35.3.3.2 Eligibility traces

In A2C, we use a single step rollout, and then use the value function in order to approximate the
expected return for the trajectory. More generally, we can use the n-step estimate

Gt:t+n = rt + γrt+1 + γ2rt+2 + · · ·+ γn−1rt+n−1 + γnVw(st+n) (35.28)

and obtain an n-step advantage estimate as follows:

A(n)
πθ

(st, at) = Gt:t+n − Vw(st) (35.29)
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The n steps of actual rewards are an unbiased sample, but have high variance. By contrast,
Vw(st+n+1) has lower variance, but is biased. By changing n, we can control the bias-variance
tradeoff. Instead of using a single value of n, we can take an weighted average, with weight
proportional to λn for A(n)

πθ (st, at), as in TD(λ). The average can be shown to be equivalent to

A(λ)
πθ

(st, at) ≜
∞∑

ℓ=0

(γλ)ℓδt+l (35.30)

where δt = rt + γVw(st+1) − Vw(st) is the TD error at time t. Here, λ ∈ [0, 1] is a parameter
that controls the bias-variance tradeoff: larger values decrease the bias but increase the variance,
as in TD(λ). We can implement Equation (35.30) efficiently using eligibility traces, as shown in
Algorithm 35.4, as an example of generalized advantage estimation (GAE) [Sch+16b]. See
[SB18, Ch.12] for further details.

Algorithm 35.4: Actor critic with eligibility traces
1 Initialize actor parameters θ, critic parameters w
2 repeat
3 Initialize eligibility trace vectors: zθ ← 0, zw ← 0
4 Sample starting state s0 of a new episode
5 for t = 0, 1, 2, . . . do
6 Sample action at ∼ πθ(·|st)
7 Observe state st+1 and reward rt
8 Compute the TD error: δ = rt + γVw(st+1)− Vw(st)
9 zw ← γλwzw +∇wVw(s)

10 zθ ← γλθzθ + γt∇θ log πθ(at|st)
11 w ← w + ηwδzw
12 θ ← θ + ηθδzθ

13 until converged

35.3.4 Bound optimization methods

In policy gradient methods, the objective J(θ) does not necessarily increase monotonically, but
rather can collapse especially if the learning rate is not small enough. We now describe methods that
guarantee monotonic improvement, similar to bound optimization algorithms (Section 6.5).

We start with a useful fact that relate the policy values of two arbitrary policies [KL02]:

J(π′)− J(π) = 1

1− γEp∞π′ (s)

[
Eπ′(a|s) [Aπ(s, a)]

]
(35.31)

where π can be interpreted as the current policy during policy optimization, and π′ a candidate new
policy (such as the greedy policy wrt Qπ). As in the policy improvement theorem (Section 34.6.2),
if Eπ′(a|s) [Aπ(s, a)] ≥ 0 for all s, then J(π′) ≥ J(π). However, we cannot ensure this condition to
hold when function approximation is used, as such a uniformly improving policy π′ may not be
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representable by our parametric family, {πθ}θ∈Θ. Therefore, nonnegativity of Equation (35.31) is
not easy to ensure, when we do not have a direct way to sample states from p∞π′ .

One way to ensure monotonic improvement of J is to improve the policy conservatively. Define
πθ = θπ′ + (1− θ)π for θ ∈ [0, 1]. It follows from the policy gradient theorem (Equation (35.21), with
θ = [θ]) that J(πθ)− J(π) = θL(π′) +O(θ2), where

L(π′) ≜
1

1− γEp∞π (s)

[
Eπ′(a|s) [Aπ(s, a)]

]
=

1

1− γEp∞π (s)π(a|s)

[
π′(a|s)
π(a|s) Aπ(s, a)

]
(35.32)

In the above, we have switched the state distribution from p∞π′ in Equation (35.31) to p∞π , while at
the same time introducing a higher order residual term of O(θ2). The linear term, θL(π′), can be
estimated and optimized based on episodes sampled by π. The higher order term can be bounded in
various ways, resulting in different lower bounds of J(πθ)− J(π). We can then optimize θ to make
sure this lower bound is positive, which would imply J(πθ) − J(π) > 0. In conservative policy
iteration [KL02], the following (slightly simplified) lower bound is used

JCPI(πθ) ≜ J(π) + θL(π′)− 2εγ

(1− γ)2 θ
2 (35.33)

where ε = maxs |Eπ′(a|s) [Aπ(s, a)] |.
This idea can be generalized to policies beyond those in the form of πθ, where the condition

of a small enough θ is replaced by a small enough divergence between π′ and π. In safe policy
iteration [Pir+13], the divergence is the maximum total variation, while in trust region policy
optimization (TRPO) [Sch+15b], the divergence is the maximum KL-divergence. In the latter
case, π′ may be found by optimizing the following lower bound

JTRPO(π′) ≜ J(π) + L(π′)− εγ

(1− γ)2 max
s
DKL (π(s) ∥ π′(s)) (35.34)

where ε = maxs,a |Aπ(s, a)|.
In practice, the above update rule can be overly conservative, and approximations are used.

[Sch+15b] propose a version that implements two ideas: one is to replace the point-wise maximum
KL-divergence by some average KL-divergence (usually averaged over p∞πθ ); the second is to maximize
the first two terms in Equation (35.34), with π′ lying in a KL-ball centered at π. That is, we solve

argmax
π′

L(π′) s.t. Ep∞π (s) [DKL (π(s) ∥ π′(s))] ≤ δ (35.35)

for some threshold δ > 0.
In Section 6.4.2.1, we show that the trust region method, using a KL penalty at each step, is

equivalent to natural gradient descent (see e.g., [Kak02; PS08b]). This is important, because a step
of size η in parameter space does not always correspond to a step of size η in the policy space:

dθ(θ1,θ2) = dθ(θ2,θ3) ̸⇒ dπ(πθ1 , πθ2) = dπ(πθ2 , πθ3) (35.36)

where dθ(θ1,θ2) = ∥θ1 − θ2∥ is the Euclidean distance, and dπ(π1, π2) = DKL (π1 ∥ π2) the KL
distance. In other words, the effect on the policy of any given change to the parameters depends
on where we are in parameter space. This is taken into account by the natural gradient method,
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resulting in faster and more robust optimization. The natural policy gradient can be approximated
using the KFAC method (Section 6.4.4), as done in [Wu+17].

Other than TRPO, another approach inspired by Equation (35.34) is to use the KL-divergence as
a penalty term, replacing the factor 2εγ/(1− γ)2 by a tuning parameter. However, it often works
better, and is simpler, by using the following clipped objective, which results in the proximal policy
optimization or PPO method [Sch+17]:

JPPO(π′) ≜
1

1− γEp∞π (s)π(a|s)

[
κϵ

(
π′(a|s)
π(a|s)

)
Aπ(s, a)

]
(35.37)

where κϵ(x) ≜ clip(x, 1 − ϵ, 1 + ϵ) ensures |κ(x) − 1| ≤ ϵ. This method can be modified to ensure
monotonic improvement as discussed in [WHT19], making it a true bound optimization method.

35.3.5 Deterministic policy gradient methods

In this section, we consider the case of a deterministic policy, that predicts a unique action for each
state, so at = µθ(st), rather than at ∼ πθ(st). We assume the states and actions are continuous, and
define the objective as

J(µθ) ≜
1

1− γEp∞µθ (s) [R(s, µθ(s))] (35.38)

The deterministic policy gradient theorem [Sil+14] provides a way to compute the gradient:

∇θJ(µθ) =
1

1− γEp∞µθ (s) [∇θQµθ (s, µθ(s))] (35.39)

=
1

1− γEp∞µθ (s)
[
∇θµθ(s)∇aQµθ (s, a)|a=µθ(s)

]
(35.40)

where ∇θµθ(s) is the M × N Jacobian matrix, and M and N are the dimensions of A and θ,
respectively. For stochastic policies of the form πθ(a|s) = µθ(s) + noise, the standard policy gradient
theorem reduces to the above form as the noise level goes to zero.

Note that the gradient estimate in Equation (35.40) integrates over the states but not over the
actions, which helps reduce the variance in gradient estimation from sampled trajectories. However,
since the deterministic policy does not do any exploration, we need to use an off-policy method, that
collects data from a stochastic behavior policy β, whose stationary state distribution is p∞β . The
original objective, J(µθ), is approximated by the following:

Jb(µθ) ≜ Ep∞β (s) [Vµθ (s)] = Ep∞β (s) [Qµθ (s, µθ(s))] (35.41)

with the off-policy deterministic policy gradient approximated by (see also Section 35.5.1.2)

∇θJb(µθ) ≈ Ep∞β (s) [∇θ [Qµθ (s, µθ(s))]] = Ep∞β (s)

[
∇θµθ(s)∇aQµθ (s, a)|a=µθ(s)ds

]
(35.42)

where we have a dropped a term that depends on ∇θQµθ (s, a) and is hard to estimate [Sil+14].
To apply Equation (35.42), we may learn Qw ≈ Qµθ with TD, giving rise to the following updates:

δ = rt + γQw(st+1, µθ(st+1))−Qw(st, at) (35.43)
wt+1 ← wt + ηwδ∇wQw(st, at) (35.44)
θt+1 ← θt + ηθ∇θµθ(st)∇aQw(st, a)|a=µθ(st) (35.45)
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This avoids importance sampling in the actor update because of the deterministic policy gradient,
and avoids importance sampling in the critic update because of the use of Q-learning.

If Qw is linear in w, and uses features of the form ϕ(s, a) = aT∇θµθ(s), where a is the vector
representation of a, then we say the function approximator for the critic is compatible with the
actor; in this case, one can show that the above approximation does not bias the overall gradient.
The method has been extended in various ways. The DDPG algorithm of [Lil+16], which stands
for “deep deterministic policy gradient”, uses the DQN method (Section 35.2.6) to update Q that
is represented by deep neural networks. The TD3 algorithm [FHM18], which stands for “twin
delayed DDPG”, extends DDPG by using double DQN (Section 35.2.5.2) and other heuristics to
further improve performance. Finally, the D4PG algorithm [BM+18], which stands for “distributed
distributional DDPG”, extends DDPG to handle distributed training, and to handle distributional
RL (i.e., working with distributions of rewards instead of expected rewards [BDM17]).

35.3.6 Gradient-free methods

The policy gradient estimator computes a “zeroth order” gradient, which essentially evaluates the
function with randomly sampled trajectories. Sometimes it can be more efficient to use a derivative-
free optimizer (Section 6.7), that does not even attempt to estimate the gradient. For example,
[MGR18] obtain good results by training linear policies with random search, and [Sal+17b] show
how to use evolutionary strategies to optimize the policy of a robotic controller.

35.4 Model-based RL

Model-free approaches to RL typically need a lot of interactions with the environment to achieve
good performance. For example, state of the art methods for the Atari benchmark, such as rainbow
(Section 35.2.6), use millions of frames, equivalent to many days of playing at the standard frame rate.
By contrast, humans can achieve the same performance in minutes [Tsi+17]. Similarly, OpenAI’s
robot hand controller [And+20] learns to manipulate a cube using 100 years of simulated data.

One promising approach to greater sample efficiency is model-based RL (MBRL). In this
approach, we first learn the transition model and reward function, pT (s′|s, a) and R(s, a), then
use them to compute a near-optimal policy. This approach can significantly reduce the amount of
real-world data that the agent needs to collect, since it can “try things out” in its imagination (i.e.,
the models), rather than having to try them out empirically.

There are several ways we can use a model, and many different kinds of model we can create. Some
of the algorithms mentioned earlier, such as MBIE and UCLR2 for provably efficient exploration
(Section 35.1.5.3), are examples of model-based methods. MBRL also provides a natural connection
between RL and planning (Section 34.6) [Sut90]. We discuss some examples in the sections below,
and refer to [MBJ20; PKP21; MH20] for more detailed reviews.

35.4.1 Model predictive control (MPC)

So far in this chapter, we have focused on trying to learn an optimal policy π∗(s), which can then be
used at run time to quickly pick the best action for any given state s. However, we can also avoid
performing all this work in advance, and wait until we know what state we are in, call it st, and
then use a model to predict future states and rewards that might follow for each possible sequence of
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Figure 35.6: Illustration of heuristic search. In this figure, the subtrees are ordered according to a depth-first
search procedure. From Figure 8.9 of [SB18]. Used with kind permission of Richard Sutton.

future actions we might pursue. We then take the action that looks most promising, and repeat the
process at the next step. More precisely, we compute

a∗t:t+H−1 = argmax
at:t+H−1

E

[
H−1∑

h=0

R(st+h, at+h) + V̂ (st+H)

]
(35.46)

where the expectation is over state sequences that might result from executing at:t+H−1 from state
st. Here, H is called the planning horizon, and V̂ (st+H) is an estimate of the reward-to-go at the
end of this H-step look-ahead process. This is known as receeding horizon control or model
predictive control (MPC) [MM90; CA13]. We discuss some special cases of this below.

35.4.1.1 Heuristic search

If the state and action spaces are finite, we can solve Equation (35.46) exactly, although the time
complexity will typically be exponential in H. However, in many situations, we can prune off
unpromising trajectories, thus making the approach feasible in large scale problems.

In particular, consider a discrete, deterministic MDP where reward maximization corresponds to
finding a shortest path to a goal state. We can expand the successors of the current state according
to all possible actions, trying to find the goal state. Since the search tree grows exponentially with
depth, we can use a heuristic function to prioritize which nodes to expand; this is called best-first
search, as illustrated in Figure 35.6.

If the heuristic function is an optimistic lower bound on the true distance to the goal, it is called
admissible; If we aim to maximize total rewards, admissibility means the heuristic function is an
upper bound of the true value function. Admissibility ensures we will never incorrectly prune off
parts of the search space. In this case, the resulting algorithm is known as A∗ search, and is optimal.
For more details on classical AI heuristic search methods, see [Pea84; RN19].

35.4.1.2 Monte Carlo tree search (MCTS)

Monte Carlo tree search or MCTS is similar to heuristic search, but learns a value function for
each encountered state, rather than relying on a manually designed heuristic (see e.g., [Mun14] for
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details). MCTS is inspired by UCB for bandits (Section 34.4.5), but applies to general sequential
decision making problems including MDPs [KS06].

The MCTS method forms the basis of the famous AlphaGo and AlphaZero programs [Sil+16;
Sil+18], which can play expert-level Go, chess, and shogi (Japanese chess), using a known model
of the environment. The MuZero method of [Sch+20] and the Stochastic MuZero method of
[Ant+22] extend this to the case where the world model is also learned. The action-value functions
for the intermediate nodes in the search tree are represented by deep neural networks, and updated
using temporal difference methods that we discuss in Section 35.2. MCTS can also be applied to
many other kinds of seqential decision problems, such as experiment design for sequentially creating
molecules [SPW18].

35.4.1.3 Trajectory optimization for continuous actions

For continuous actions, we cannot enumerate all possible branches in the search tree. Instead,
Equation (35.46) can be viewed as a nonlinear program, where at:t+H−1 are the real-valued variables
to be optimized. If the system dynamics are linear and the reward function corresponds to negative
quadratic cost, the optimal action sequence can be solved mathematically, as in the linear-quadratic-
Gaussian (LQG) controller (see e.g., [AM89; HR17]). However, this problem is hard in general and
often solved by numerical methods such as shooting and collocation [Die+07; Rao10; Kal+11].
Many of them work in an iterative fashion, starting with an initial action sequence followed by a step
to improve it. This process repeats until convergence of the cost.

An example is differential dynamic programming (DDP) [JM70; TL05]. In each iteration,
DDP starts with a reference trajectory, and linearizes the system dynamics around states on the
trajectory to form a locally quadratic approximation of the reward function. This system can be
solved using LQG, whose optimal solution results in a new trajectory. The algorithm then moves to
the next iteration, with the new trajectory as the reference trajectory.

Other alternatives are possible, including black-box (gradient-free) optimization methods like the
cross-entropy method. (see Section 6.7.5).

35.4.2 Combining model-based and model-free

In Section 35.4.1, we discussed MPC, which uses the model to decide which action to take at each
step. However, this can be slow, and can suffer from problems when the model is inaccurate. An
alternative is to use the learned model to help reduce the sample complexity of policy learning.

There are many ways to do this. One approach is to generate rollouts from the model, and then
train a policy or Q-function on the “hallucinated” data. This is the basis of the famous dyna method
[Sut90]. In [Jan+19], they propose a similar method, but generate short rollouts from previously
visited real states; this ensures the model only has to extrapolate locally.

In [Web+17], they train a model to predict future states and rewards, but then use the hidden
states of this model as additional context for a policy-based learning method. This can help overcome
partial observability. They call their method imagination-augmented agents. A related method
appears in [Jad+17], who propose to train a model to jointly predict future rewards and other
auxiliary signals, such as future states. This can help in situations when rewards are sparse or absent.
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(a) (b)

Figure 35.7: (a) A cart-pole system being controlled by a policy learned by PILCO using just 17.5 seconds
of real-world interaction. The goal state is marked by the red cross. The initial state is where the cart is
stationary on the right edge of the workspace, and the pendulum is horizontal. For a video of the system
learning, see https: // bit. ly/ 35fpLmR . (b) A low-quality robot arm being controlled by a block-stacking
policy learned by PILCO using just 230 seconds of real-world interaction. From Figures 11, 12 from [DFR15].
Used with kind permission of Marc Deisenroth.

35.4.3 MBRL using Gaussian processes

This section gives some examples of dynamics models that have been learned for low-dimensional
continuous control problems. Such problems frequently arise in robotics. Since the dynamics are
often nonlinear, it is useful to use a flexible and sample-efficient model family, such as Gaussian
processes (Section 18.1). We will use notation like s and a for states and actions to emphasize they
are vectors.

35.4.3.1 PILCO

We first describe the PILCO method [DR11; DFR15], which stands for “probabilistic inference for
learning control”. It is extremely data efficient for continuous control problems, enabling learning
from scratch on real physical robots in a matter of minutes.

PILCO assumes the world model has the form st+1 = f(st,at) + ϵt, where ϵt ∼ N (0,Σ), and f
is an unknown, continuous function.4 The basic idea is to learn a Gaussian process (Section 18.1))
approximation of f based on some initial random trajectories, and then to use this model to generate
“fantasy” rollout trajectories of length T , that can be used to evaluate the expected cost of the
current policy, J(πθ) =

∑T
t=1 Eat∼πθ [c(st)], where s0 ∼ p0. This function and its gradients wrt θ

can be computed deterministically, if a Gaussian assumption about the state distribution at each
step is made, because the Gaussian belief state can be propagated deterministically through the
GP model. Therefore, we can use deterministic batch optimization methods, such as Levenberg-
Marquardt, to optimize the policy parameters θ, instead of applying SGD to sampled trajectories.
(See https://github.com/mathDR/jax-pilco for some JAX code.)

Due to its data efficiency, it is possible to apply PILCO to real robots. Figure 35.7a shows the
results of applying it to solve a cart-pole swing-up task, where the goal is to make the inverted
pendulum swing up by applying a horizontal force to move the cart back and forth. The state of the
system s ∈ R4 consists of the position x of the cart (with x = 0 being the center of the track), the

4. An alternative, which often works better, is to use f to model the residual, so that st+1 = st + f(st,at) + ϵt.
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velocity ẋ, the angle θ of the pendulum (measured from hanging downward), and the angular velocity
θ̇. The control signal a ∈ R is the force applied to the cart. The target state is s∗ = (0, ⋆, π, ⋆),
corresponding to the cart being in the middle and the pendulum being vertical, with velocities
unspecified. The authors used an RBF controller with 50 basis functions, amounting to a total of
305 policy parameters. The controller was successfully trained using just 7 real world trials.5

Figure 35.7b shows the results of applying PILCO to solve a block stacking task using a low-
quality robot arm with 6 degrees of freedom. A separate controller was trained for each block. The
state space s ∈ R3 is the 3d location of the center of the block in the arm’s gripper (derived from
an RGBD sensor), and the control a ∈ R4 corresponds to the pulse widths of four servo motors. A
linear policy was successfully trained using as few as 10 real world trials.

35.4.3.2 GP-MPC

[KD18a] have proposed an extension to PILCO that they call GP-MPC, since it combines a GP
dynamics model with model predictive control (Section 35.4.1). In particular, they use an open-loop
control policy to propose a sequence of actions, at:t+H−1, as opposed to sampling them from a policy.
They compute a Gaussian approximation to the future state trajectory, p(st+1:t+H |at:t+H−1, st), by
moment matching, and use this to deterministically compute the expected reward and its gradient
wrt at:t+H−1 (as opposed to the policy parameters θ). Using this, they can solve Equation (35.46)
to find a∗t:t+H−1; finally, they execute the first step of this plan, a∗t , and repeat the whole process.

The advantage of GP-MPC over policy-based PILCO is that it can handle constraints more easily,
and it can be more data efficient, since it continually updates the GP model after every step (instead
of at the end of an trajectory).

35.4.4 MBRL using DNNs

Gaussian processes do not scale well to large sample sizes and high dimensional data. Deep neural
networks (DNNs) work much better in this regime. However, they do not naturally model uncertainty,
which can cause MPC methods to fail. We discuss various methods for representing uncertainty with
DNNs in Section 17.1. Here, we mention a few approaches that have been used for MBRL.

The deep PILCO method uses DNNs together with Monte Carlo dropout (Section 17.3.1) to
represent uncertainty [GMAR16]. [Chu+18] proposed probabilistic ensembles with trajectory
sampling or PETS, which represents uncertainty using an ensemble of DNNs (Section 17.3.9).
Many other approaches are possible, depending on the details of the problem being tackled.

Since these are all stochastic methods (as opposed to the GP methods above), they can suffer from
a high variance in the predicted returns, which can make it difficult for the MPC controller to pick
the best action. We can reduce variance with the common random number trick [KSN99], where
all rollouts share the same random seed, so differences in J(πθ) can be attributed to changes in θ
but not other factors. This technique was used in PEGASUS [NJ00]6 and in [HMD18].

5. 2 random initial trials, each 5 seconds, and then 5 policy-generated trials, each 2.5 seconds, totalling 17.5 seeconds.
6. PEGASUS stands for “Policy Evaluation-of-Goodness And Search Using Scenarios”, where the term “scenario” refers
to one of the shared random samples.
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(a) (b)

Figure 35.8: (a) Illustration of an agent interacting with the VizDoom environment. (The yellow blobs
represent fireballs being thrown towards the agent by various enemies.) The agent has a world model, composed
of a vision system V and a memory RNN M, and has a controller C. (b) Detailed representation of the
memory model. Here ht is the deterministic hidden state of the RNN at time t, which is used to predict the
next latent of the VAE, zt+1, using a mixture density network (MDN). Here τ is a temperature parameter
used to increase the variance of the predictions, to prevent the controller from exploiting model inaccuracies.
From Figures 4, 6 of [HS18]. Used with kind permission of David Ha.

35.4.5 MBRL using latent-variable models

In this section, we describe some methods that learn latent variable models, rather than trying to
predict dynamics directly in the observed space, which is hard to do when the states are images.

35.4.5.1 World models

The “world models” paper [HS18] showed how to learn a generative model of two simple video
games (CarRacing and a VizDoom-like environment), such that the model can be used to train a
policy entirely in simulation. The basic idea is shown in Figure 35.8. First, we collect some random
experience, and use this to fit a VAE model (Section 21.2) to reduce the dimensionality of the images,
xt ∈ R64×64×3, to a latent zt ∈ R64. Next, we train an RNN to predict p(zt+1|zt,at,ht), where ht
is the deterministic RNN state, and at is the continuous action vector (3-dimensional in both cases).
The emission model for the RNN is a mixture density network, in order to model multi-modal futures.
Finally, we train the controller using zt and ht as inputs; here zt is a compact representation of the
current frame, and ht is a compact representation of the predicted distribution over zt+1.

The authors of [HS18] trained the controller using a derivative free optimizer called CMA-ES
(covariance matrix adaptation evolutionary strategy, see Section 6.7.6.2). It can work better than
policy gradient methods, as discussed in Section 35.3.6. However, it does not scale to high dimensions.
To tackle this, the authors use a linear controller, which has only 867 parameters.7 By contrast,
VAE has 4.3M parameters and MDN-RNN 422k. Fortunately, these two models can be trained in an
unsupervised way from random rollouts, so sample efficiency is less critical than when training the
policy.

7. The input is a 32-dimensional zt plus a 256-dimensional ht, and there are 3 outputs. So the number of parameters
is (32 + 256)× 3 + 3 = 867, to account for the weights and biases.
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So far, we have described how to use the representation learned by the generative model as
informative features for the controller, but the controller is still learned by interacting with the
real world. Surprisingly, we can also train the controller entirely in “dream mode”, in which the
generated images from the VAE decoder at time t are fed as input to the VAE encoder at time t+ 1,
and the MDN-RNN is trained to predict the next reward rt+1 as well as zt+1. Unfortunately, this
method does not always work, since the model (which is trained in an unsupervised way) may fail to
capture task-relevant features (due to underfitting) and may memorize task-irrelevant features (due
to overfitting). The controller can learn to exploit weaknesses in the model (similar to an adversarial
attack) and achieve high simulated reward, but such a controller may not work well when transferred
to the real world.

One approach to combat this is to artificially increase the variance of the MDN model (by using
a temperature parameter τ), in order to make the generated samples more stochastic. This forces
the controller to be robust to large variations; the controller will then treat the real world as just
another kind of noise. This is similar to the technique of domain randomization, which is sometimes
used for sim-to-real applications; see e.g., [MAZA18].

35.4.5.2 PlaNet and Dreamer

In [HS18], they first learn the world model on random rollouts, and then train a controller. On harder
problems, it is necessary to iterate these two steps, so the model can be trained on data collected by
the controller, in an iterative fashion.

In this section, we describe one method of this kind, known as PlaNet [Haf+19]. PlaNet
uses a POMDP model, where zt are the latent states, st are the observations, at are the ac-
tions, and rt are the rewards. It fits a recurrent state space model (Section 29.13.2) of the form
p(zt|zt−1,at−1)p(st|zt)p(rt|zt) using variational inference, where the posterior is approximated by
q(zt|s1:t,a1:t−1). After fitting the model to some random trajectories, the system uses the inference
model to compute the current belief state, and then uses the cross entropy method to find an action
sequence for the next H steps to maximize expected reward, by optimizing in latent space. The
system then executes a∗t , updates the model, and repeats the whole process. To encourage the
dynamics model to capture long term trajectories, they use the “latent overshooting” training method
described in Section 29.13.3. The PlaNet method outperforms model-free methods, such as A3C
(Section 35.3.3.1) and D4PG (Section 35.3.5), on various image-based continuous control tasks,
illustrated in Figure 35.9.

Although PlaNet is sample efficient, it is not computationally efficient. For example, they use
CEM with 1000 samples and 10 iterations to optimize trajectories with a horizon of length 12, which
requires 120, 000 evaluations of the transition dynamics to choose a single action. [AY19] improve this
by replacing CEM with differentiable CEM, and then optimize in a latent space of action sequences.
This is much faster, but the results are not quite as good. However, since the whole policy is now
differentiable, it can be fine-tuned using PPO (Section 35.3.4), which closes the performance gap at
negligible cost.

A recent extension of the PlaNet paper, known as Dreamer, was proposed in [Haf+20]. In this
paper, the online MPC planner is replaced by a policy network, π(at|zt), which is learned using
gradient-based actor-critic in latent space. The inference and generative models are trained by
maximizing the ELBO, as in PlaNet. The policy is trained by SGD to maximize expected total
reward as predicted by the value function, and the value function is trained by SGD to minimize
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Figure 35.9: Illustration of some image-based control problems used in the PlaNet paper. Inputs are 64×64×3.
(a) The cartpole swingup task has a fixed camera so the cart can move out of sight, making this a partially
observable problem. (b) The reacher task has a sparse reward. (c) The cheetah running task includes both
contacts and a larger number of joints. (d) The finger spinning task includes contacts between the finger and
the object. (e) The cup task has a sparse reward that is only given once the ball is caught. (f) The walker
task requires balance and predicting difficult interactions with the ground when the robot is lying down. From
Figure 1 of [Haf+19]. Used with kind permission of Danijar Hafner.

MSE between predicted future reward and the TD-λ estimate (Section 35.2.2). They show that
Dreamer gives better results than PlaNet, presumably because they learn a policy to optimize the long
term reward (as estimated by the value function), rather than relying on MPC based on short-term
rollouts.

35.4.6 Robustness to model errors

The main challenge with MBRL is that errors in the model can result in poor performance of the
resulting policy, due to the distribution shift problem (Section 19.2). That is, the model is trained
to predict states and rewards that it has seen using some behavior policy (e.g., the current policy),
and then is used to compute an optimal policy under the learned model. When the latter policy is
followed, the agent will experience a different distribution of states, under which the learned model
may not be a good approximation of the real environment.

We require the model to generalize in a robust way to new states and actions. (This is related to
the off-policy learning problem that we discuss in Section 35.5.) Failing that, the model should at
least be able to quantify its uncertainty (Section 19.3). These topics are the focus of much recent
research (see e.g., [Luo+19; Kur+19; Jan+19; Isl+19; Man+19; WB20; Eys+21]).

35.5 Off-policy learning

We have seen examples of off-policy methods such as Q-learning. They do not require that training
data be generated by the policy it tries to evaluate or improve. Therefore, they tend to have greater
data efficiency than their on-policy counterparts, by taking advantage of data generated by other
policies. They are also easier to be applied in practice, especially in domains where costs and risks of
following a new policy must be considered. This section covers this important topic.

A key challenge in off-policy learning is that the data distribution is typically different from the
desired one, and this mismatch must be dealt with. For example, the probability of visiting a state s
at time t in a trajectory depends not only on the MDP’s transition model, but also on the policy
that is being followed. If we are to estimate J(π), as defined in Equation (35.15), but the trajectories
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35.5. Off-policy learning 1167

are generated by a different policy π′, simply averaging rewards in the data gives us J(π′), not J(π).
We have to somehow correct for the gap, or “bias”. Another challenge is that off-policy data can also
make an algorithm unstable and divergent, which we will discuss in Section 35.5.3.

Removing distribution mismatches is not unique in off-policy learning, and is also needed in
supervised learning to handle covariate shift (Section 19.2.3.1), and in causal effect estimation
(Chapter 36), among others. Off-policy learning is also closely related to offline reinforcement
learning (also called batch reinforcement learning): the former emphasizes the distributional
mismatch between data and the agent’s policy, and the latter emphasizes that the data is static and
no further online interaction with the environment is allowed [LP03; EGW05; Lev+20]. Clearly, in the
offline scenario with fixed data, off-policy learning is typically a critical technical component. Recently,
several datasets have been prepared to facilitate empirical comparisons of offline RL methods (see
e.g., [Gul+20; Fu+20]).

Finally, while this section focuses on MDPs, most methods can be simplified and adapted to the
special case of contextual bandits (Section 34.4). In fact, off-policy methods have been successfully
used in numerous industrial bandit applications (see e.g., [Li+10; Bot+13; SJ15; HLR16]).

35.5.1 Basic techniques

We start with four basic techniques, and will consider more sophisticated ones in subsequent sections.
The off-policy data is assumed to be a collection of trajectories: D = {τ (i)}1≤i≤n, where each
trajectory is a sequence as before: τ (i) = (s

(i)
0 , a

(i)
0 , r

(i)
0 , s

(i)
1 . . .). Here, the reward and next states

are sampled according to the reward and transition models; the actions are chosen by a behavior
policy, denoted πb, which is different from the target policy, πe, that the agent is evaluating or
improving. When πb is unknown, we are in a behavior-agnostic off-policy setting.

35.5.1.1 Direct method

A natural approach to off-policy learning starts with estimating the unknown reward and transition
models of the MDP from off-policy data. This can be done using regression and density estimation
methods on the reward and transition models, respectively, to obtain R̂ and P̂ ; see Section 35.4 for
further discussions. These estimated models then give us an inexpensive way to (approximately)
simulate the original MDP, and we can apply on-policy methods on the simulated data. This method
directly models the outcome of taking an action in a state, thus the name direct method, and is
sometimes known as regression estimator and plug-in estimator.

While the direct method is natural and sometimes effective, it has a few limitations. First, a small
estimation error in the simulator has a compounding effect in long-horizon problems (or equivalently,
when the discount factor γ is close to 1). Therefore, an agent that is optimized against an MDP
simulator may overfit the estimation errors. Unfortunately, learning the MDP model, especially the
transition model, is generally difficult, making the method limited in domains where R̂ and P̂ can be
learned to high fidelity. See Section 35.4.6 for a related discussion.

35.5.1.2 Importance sampling

The second approach relies on importance sampling (IS) (Section 11.5) to correct for distributional
mismatches in the off-policy data. To demonstrate the idea, consider the problem of estimating the
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target policy value J(πe) with a fixed horizon T . Correspondingly, the trajectories in D are also of
length T . Then, the IS off-policy estimator, first adopted by [PSS00], is given by

ĴIS(πe) ≜
1

n

n∑

i=1

p(τ (i)|πe)
p(τ (i)|πb)

T−1∑

t=0

γtr
(i)
t (35.47)

It can be verified that Eπb
[
ĴIS(πe)

]
= J(πe), that is, ĴIS(πe) is unbiased, provided that p(τ |πb) > 0

whenever p(τ |πe) > 0. The importance ratio, p(τ
(i)|πe)

p(τ (i)|πb) , is used to compensate for the fact that the
data is sampled from πb and not πe. Furthermore, this ratio does not depend on the MDP models,
because for any trajectory τ = (s0, a0, r0, s1, . . . , sT ), we have from Equation (34.74) that

p(τ |πe)
p(τ |πb)

=
p(s0)

∏T−1
t=0 πe(at|st)pT (st+1|st, at)pR(rt|st, at, st+1)

p(s0)
∏T−1
t=0 πb(at|st)pT (st+1|st, at)pR(rt|st, at, st+1)

=

T−1∏

t=0

πe(at|st)
πb(at|st)

(35.48)

This simplification makes it easy to apply IS, as long as the target and behavior policies are known.
If the behavior policy is unknown, we can estimate it from D (using, e.g., logistic regression or
DNNs), and replace πb by its estimate π̂b in Equation (35.48). For convenience, define the per-step
importance ratio at time t by ρt(τ ) ≜ πe(at|st)/πb(at|st), and similarly, ρ̂t(τ ) ≜ πe(at|st)/π̂b(at|st).

Although IS can in principle eliminate distributional mismatches, in practice its usability is often
limited by its potentially high variance. Indeed, the importance ratio in Equation (35.47) can be
arbitrarily large if p(τ (i)|πe)≫ p(τ (i)|πb). There are many improvements to the basic IS estimator.
One improvement is based on the observation that the reward rt is independent of the trajectory
beyond time t. This leads to a per-decision importance sampling variant that often yields lower
variance (see Section 11.6.2 for a statistical motivation, and [LBB20] for a further discussion):

ĴPDIS(πe) ≜
1

n

n∑

i=1

T−1∑

t=0

∏

t′≤t
ρt′(τ

(i))γtr
(i)
t (35.49)

There are many other variants such as self-normalized IS and truncated IS, both of which aim to
reduce variance possibly at the cost of a small bias; precise expressions of these alternatives are found,
e.g., in [Liu+18b]. In the next subsection, we will discuss another systematic way to improve IS.

IS may also be applied to improve a policy against the policy value given in Equation (35.15).
However, directly applying the calculation of Equation (35.48) runs into a fundamental issue with IS,
which we will discuss in Section 35.5.2. For now, we may consider the following approximation of
policy value, averaging over the state distribution of the behavior policy:

Jb(πθ) ≜ Ep∞β (s) [Vπ(s)] = Ep∞β (s)

[∑

a

πθ(a|s)Qπ(s, a)
]

(35.50)

Differentiating this and ignoring the term ∇θQπ(s, a), as suggested by [DWS12], gives a way to
(approximately) estimate the off-policy policy-gradient using a one-step IS correction ratio:

∇θJb(πθ) ≈ Ep∞β (s)

[∑

a

∇θπθ(a|s)Qπ(s, a)
]

= Ep∞β (s)β(a|s)

[
πθ(a|s)
β(a|s) ∇θ log πθ(a|s)Qπ(s, a)

]
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Finally, we note that in the tabular MDP case, there exists a policy π∗ that is optimal in all states
(Section 34.5.5). This policy maximizes J and Jb simultaneously, so Equation (35.50) can be a good
proxy for Equation (35.15) as long as all states are “covered” by the behavior policy πb. The situation
is similar when the set of value functions or policies under consideration is sufficiently expressive: an
example is a Q-learning like algorithm called Retrace [Mun+16; ASN20]. Unfortunately, in general
when we work with parametric families of value functions or policies, such a uniform optimality is
lost, and the distribution of states has a direct impact on the solution found by the algorithm. We
will revisit this problem in Section 35.5.2.

35.5.1.3 Doubly robust

It is possible to combine the direct and importance sampling methods discussed previously. To
develop intuition, consider the problem of estimating J(πe) in a contextual bandit (Section 34.4),
that is, when T = 1 in D. The doubly robust (DR) estimator is given by

ĴDR(πe) ≜
1

n

n∑

i=1

(
πe(a

(i)
0 |s

(i)
0 )

π̂b(a
(i)
0 |s

(i)
0 )

(
r
(i)
0 − Q̂(s

(i)
0 , a

(i)
0 )
)
+ V̂ (s

(i)
0 )

)
(35.51)

where Q̂ is an estimate of Qπe , which can be obtained using methods discussed in Section 35.2,
and V̂ (s) = Eπe(a|s)

[
Q̂(s, a)

]
. If π̂b = πb, the term Q̂ is canceled by V̂ on average, and we get the

IS estimate that is unbiased; if Q̂ = Qπe , the term Q̂ is canceled by the reward on average, and
we get the estimator as in the direct method that is also unbiased. In other words, the estimator
Equation (35.51) is unbiased, as long as one of the estimates, π̂b and Q̂, is right. This observation
justifies the name doubly robust, which has its origin in causal inference (see e.g., [BR05]).

The above DR estimator may be extended to MDPs recursively, starting from the last step. Given
a length-T trajectory τ , define ĴDR[T ] ≜ 0, and for t < T ,

ĴDR[t] ≜ V̂ (st) + ρ̂t(τ )
(
rt + γĴDR[t+ 1]− Q̂(st, at)

)
(35.52)

where Q̂(st, at) is the estimated cumulative reward for the remaining T − t steps. The DR estimator
of J(πe), denoted ĴDR(πe), is the average of ĴDR[0] over all n trajectories in D [JL16]. It can be
verified (as an exercise) that the recursive definition is equivalent to

ĴDR[0] = V̂ (s0) +

T−1∑

t=0

(
t∏

t′=0

ρ̂t′(τ )

)
γt
(
rt + γV̂ (st+1)− Q̂(st, at)

)
(35.53)

This form can be easily generalized to the infinite-horizon setting by letting T →∞ [TB16]. Other
than double robustness, the estimator is also shown to result in minimum variance under certain
conditions [JL16]. Finally, the DR estimator can be incorporated into policy gradient for policy
optimization, to reduce gradient estimation variance [HJ20].

35.5.1.4 Behavior regularized method

The three methods discussed previously do not impose any constraint on the target policy πe.
Typically, the more different πe is from πb, the less accurate our off-policy estimation can be.
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Therefore, when we optimize a policy in offline RL, a natural strategy is to favor target policies that
are “close” to the behavior policy. Similar ideas are discussed in the context of conservative policy
gradient (Section 35.3.4).

One approach is to impose a hard constraint on the proximity between the two policies. For
example, we may modify the loss function of DQN (Equation (35.14)) as follows

LDQN
1 (w) ≜ E(s,a,r,s′)∼D

[(
r + γ max

π:D(π,πb)≤ε
Eπ(a′|s′) [Qw−(s′, a′)]−Qw(s, a)

)2
]

(35.54)

In the above, we replace the maxa′ operation by an expectation over a policy that stays close enough
to the behavior policy, measured by some distance function D. For various instantiations and further
details, see e.g, [FMP19; Kum+19a].

We may also impose a soft constraint on the proximity, by penalizing target policies that are too
different. The DQN loss function can be adapted accordingly:

LDQN
2 (w) ≜ E(s,a,r,s′)∼D

[(
r + γmax

π
Eπ(a′|s′) [Qw−(s′, a′)]− αγD(π(s′), πb(s

′))−Qw(s, a)
)2]

(35.55)

This idea has been used in contextual bandits [SJ15] and empirically studied in MDPs by [WTN19].
There are many choices for the function D, such as the KL-divergence, for both hard and soft

constraints. More detailed discussions and examples can be found in [Lev+20].
Finally, behavior regularization and previous methods like IS can be combined, where the former

ensures lower variance and greater generalization of the latter (e.g., [SJ15]). Furthermore, most
proposed behavior regularized methods consider one-step difference in D, comparing π(s) and πb(s)
conditioned on s. In many cases, it is desired to consider the difference between the long-term
distributions, p∞β and p∞, which we will discuss next.

35.5.2 The curse of horizon

The IS and DR approaches presented in the previous section all rely on an importance ratio to
correct distributional mismatches. The ratio depends on the entire trajectory, and its variance grows
exponentially in the trajectory length T . Correspondingly, the off-policy estimate of either the policy
value or policy gradient can suffer an exponentially large variance (and thus very low accuracy), a
challenge called the curse of horizon [Liu+18b]. Policies found by approximate algorithms like
Q-learning and off-policy actor-critic often have hard-to-control error due to distribution mismatches.

This section discusses an approach to tackling this challenge, by considering corrections in the
state-action distribution, rather than in the trajectory distribution. This change is critical: [Liu+18b]
describes an example, where the state-action distributions under the behavior and target policies
are identical, but the importance ratio of a trajectory grows exponentially large. It is now more
convenient to assume the off-policy data consists of a set of transitions: D = {(si, ai, ri, s′i)}1≤i≤m,
where (si, ai) ∼ pD (some fixed but unknown sampling distribution, such as p∞β ), and ri and
s′i are sampled from the MDP’s reward and transition models. Given a policy π, we aim to
estimate the correction ratio ζ∗(s, a) = p∞π (s, a)/pD(s, a), as it allows us to rewrite the policy value
(Equation (35.15)) as

J(π) =
1

1− γEp∞π (s,a) [R(s, a)] =
1

1− γEp∞β (s,a) [ζ∗(s, a)R(s, a)] (35.56)
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For simplicity, we assume the initial state distribution p0 is known, or can be easily sampled from.
This assumption is often easy to satisfy in practice.

The starting point is the following linear program formulation for any given π:

max
d≥0
−Df (d∥pD)) s.t. d(s, a) = (1− γ)µ0(s)π(a|s) + γ

∑

s̄,ā

p(s|s̄, ā)d(s̄, ā)π(a|s) ∀(s, a)

(35.57)

where Df is the f -divergence (Section 2.7.1). The constraint is a variant of Equation (34.93), giving
similar flow conditions in the space of S × A under policy π. Under mild conditions, p∞π is only
solution that satisfies the flow constraints, so the objective does not affect the solution, but will
facilitate the derivation below. We can now obtain the Lagrangian, with multipliers {ν(s, a)}, and
use the change-of-variables ζ(s, a) = d(s, a)/pD(s, a) to obtain the following optimization problem:

max
ζ≥0

min
ν
L(ζ, ν) =EpD(s,a) [−f(ζ(s, a)] + (1− γ)Ep0(s)π(a|s) [ν(s, a)] (35.58)

+ Eπ(a′|s′)p(s′|s,a)pD(s,a) [ζ(s, a) (γν(s
′, a′)− ν(s, a))]

It can be shown that the saddle point to Equation (35.58) must coincide with the desired correction
ratio ζ∗. In practice, we may parameterize ζ and ν, and apply two-timescales stochastic gradient
descent/ascent on the off-policy data D to solve for an approximate saddle-point. This is the
DualDICE method [Nac+19a], which is extended to GenDICE [Zha+20c].

Compared to the IS or DR approaches, Equation (35.58) does not compute the importance ratio of
a trajectory, thus generally has a lower variance. Furthermore, it is behavior-agnostic, without having
to estimate the behavior policy, or even to assume data consists of a collection of trajectories. Finally,
this approach can be extended to be doubly robust (e.g., [UHJ20]), and to optimize a policy [Nac+19b]
against the true policy value J(π) (as opposed to approximations like Equation (35.50)). For more
examples along this line of approach, see [ND20] and the references therein.

35.5.3 The deadly triad

Other than introducing bias, off-policy data may also make a value-based RL method unstable and
even divergent. Consider the simple MDP depicted in Figure 35.10a, due to [Bai95]. It has 7 states
and 2 actions. Taking the dashed action takes the environment to the 6 upper states uniformly at
random, while the solid action takes it to the bottom state. The reward is 0 in all transitions, and
γ = 0.99. The value function Vw uses a linear parameterization indicated by the expressions shown
inside the states, with w ∈ R8. The target policies π always chooses the solid action in every state.
Clearly, the true value function, Vπ(s) = 0, can be exactly represented by setting w = 0.

Suppose we use a behavior policy b to generate a trajectory, which chooses the dashed and solid
actions with probabilities 6/7 and 1/7, respectively, in every state. If we apply TD(0) on this
trajectory, the parameters diverge to ∞ (Figure 35.10b), even though the problem appears simple!
In contrast, with on-policy data (that is, when b is the same as π), TD(0) with linear approximation
can be guaranteed to converge to a good value function approximate [TR97].

The divergence behavior is demonstrated in many value-based bootstrapping methods, including
TD, Q-learning, and related approximate dynamic programming algorithms, where the value function
is represented either linearly (like the example above) or nonlinearly [Gor95; Ber19]. The root cause
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(a) (b)

Figure 35.10: (a) A simple MDP. (b) Parameters of the policy diverge over time. From Figures 11.1 and
11.2 of [SB18]. Used with kind permission of Richard Sutton.

of these divergence phenomena is that the contraction property in the tabular case (Equation (34.87))
may no longer hold when V is approximated by Vw. An RL algorithm can become unstable when it
has these three components: off-policy learning, bootstrapping (for faster learning, compared to MC),
function approximation (for generalization in large scale MDPs). This combination is known as the
deadly triad [SB18]. It highlights another important challenge introduced by off-policy learning,
and is a subject of ongoing research (e.g., [van+18; Kum+19a]).

A general way to ensure convergence in off-policy learning is to construct an objective function
function, the minimization of which leads to a good value function approximation; see [SB18, Ch. 11]
for more background. A natural candidate is the discrepancy between the left and right hand sides of
the Bellman optimality Equation (34.82), whose unique solution is V∗. However, the “max” operator
is not friendly to optimization. Instead, we may introduce an entropy term to smooth the greedy
policy, resulting in a differential square loss in path consistency learning (PCL) [Nac+17]:

min
V,π
LPCL(V, π) ≜ E

[
1

2

(
r + γV (s′)− λ log π(a|s)− V (s)

)2
]

(35.59)

where the expectation is over (s, a, r, s′) tuples drawn from some off-policy distribution (e.g., uniform
over D). Minimizing this loss, however, does not result in the optimal value function and policy in
general, due to an issue known as “double sampling” [SB18, Sec. 11.5].

This problem can be mitigated by introducing a dual function in the optimization [Dai+18]

min
V,π

max
ν
LSBEED(V, π; ν) ≜ E

[
ν(s, a)

(
r + γV (s′)− λ log π(a|s)− V (s)

)2 − ν(s, a)2/2
]

(35.60)

where ν belongs to some function class (e.g., a DNN [Dai+18] or RKHS [FLL19]). It can be shown
that optimizing Equation (35.60) forces ν to model the Bellman error. So this approach is called
smoothed Bellman error embedding, or SBEED. In both PCL and SBEED, the objective can
be optimized by gradient-based methods on parameterized value functions and policies.
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o0 o1 o2 o3

a0 a1 a2 a3

s0 s1 s2 s3 · · ·

Figure 35.11: A graphical model for optimal control. States and actions are observed, while optimality
variables are not. Adapted from Figure 1b of [Lev18].

35.6 Control as inference

In this section, we will discuss another approach to policy optimization, by reducing it to probabilistic
inference. This is called control as inference, see e.g., [Att03; TS06; Tou09; BT12; KGO12; HR17;
Lev18]. This approach allows one to incorporate domain knowledge in modeling, and apply powerful
tools from approximate inference (see e.g., Chapter 7), in a consistent and flexible framework.

35.6.1 Maximum entropy reinforcement learning

We now describe a graphical model that exemplifies such a reduction, which results in RL algorithms
that are closely related to some discussed previously. The model allows a trade-off between reward
and entropy maximization, and recovers the standard RL setting when the entropy part vanishes in
the trade-off. Our discussion mostly follows the approach of [Lev18].

Figure 35.11 gives a probabilistic model, which not only captures state transitions as before, but
also introduces a new variable, ot. This variable is binary, indicating whether the action at time t is
optimal or not, and has the following probability distribution:

p(ot = 1|st, at) = exp(λ−1R(st, at)) (35.61)

for some temperature parameter λ > 0 whose role will be clear soon. In the above, we have
assumed without much loss of generality that R(s, a) < 0, so that Equation (35.61) gives a valid
probability. Furthermore, we can assume a non-informative, uniform action prior, p(at|st), to simplify
the exposition, for we can always push p(at|st) into Equation (35.61). Under these assumptions, the
likelihood of observing a length-T trajectory τ , when optimality achieved in every step, is:

p(τ |o0:T−1 = 1) ∝ p(τ ,o0:T−1 = 1) ∝ p(s0)
T−1∏

t=0

p(ot = 1|st, at)pT (st+1|st, at)

= p(s0)

T−1∏

t=0

pT (st+1|st, at) exp
(
1

λ

T−1∑

t=0

R(st, at)

)
(35.62)

The intuition of Equation (35.62) is clearest when the state transitions are deterministic. In this
case, pT (st+1|st, at) is either 1 or 0, depending on whether the transition is dynamically feasible or
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not. Hence, p(τ |o0:T−1 = 1) is either proportional to exp(λ−1
∑T−1
t=0 R(st, at)) if τ is feasible, or 0

otherwise. Maximizing reward is equivalent to inferring a trajectory with maximum p(τ |o0:T−1 = 1).
The optimal policy in this probabilistic model is given by

p(at|st,ot:T−1 = 1) =
p(st, at|ot:T−1 = 1)

p(st|ot:T−1 = 1)
=
p(ot:T−1 = 1|st, at)p(at|st)p(st)

p(ot:T−1 = 1|st)p(st)

∝ p(ot:T−1 = 1|st, at)
p(ot:T−1 = 1|st)

(35.63)

The two probabilities in Equation (35.63) can be computed as follows, starting with p(oT−1 =
1|sT−1, aT−1) = exp(λ−1R(sT−1, aT−1)),

p(ot:T−1 = 1|st, at) =
∫

S
p(ot+1:T−1 = 1|st+1)pT (st+1|st, at) exp(λ−1R(st, at))dst+1 (35.64)

p(ot:T−1 = 1|st) =
∫

A
p(ot:T−1 = 1|st, at)p(at|st)dat (35.65)

The calculation above is expensive. In practice, we can approximate the optimal policy using a
parametric form, πθ(at|st). The resulted probability of trajectory τ now becomes

pθ(τ ) = p(s1)

T−1∏

t=0

pT (st+1|st, at)πθ(at|st) (35.66)

If we optimize θ so that DKL (pθ(τ ) ∥ p(τ |o0:T−1 = 1)) is minimized, which can be simplified to

DKL (pθ(τ ) ∥ p(τ |o0:T−1 = 1)) = −Epθ

[
T−1∑

t=0

λ−1R(st, at) +H(πθ(st))

]
+ const (35.67)

where the constant term only depends on the uniform action prior p(at|st), but not θ. In other words,
the objective is to maximize total reward, with an entropy regularization favoring more uniform
policies. Thus this approach is called maximum entropy RL, or MERL. If πθ can represent all
stochastic policies, a softmax version of the Bellman equation can be obtained for Equation (35.67):

Q∗(st, at) = λ−1R(st, at) + EpT (st+1|st,at)

[
log

∫

A
exp(Q∗(st+1, at+1))da

]
(35.68)

with the convention that Q∗(sT , a) = 0 for all a, and the optimal policy has a softmax form:
π∗(at|st) ∝ exp(Q∗(st, at)). Note that the Q∗ above is different from the usual optimal Q-function
(Equation (34.83)), due to the introduction of the entropy term. However, as λ→ 0, their difference
vanishes, and the softmax policy becomes greedy, recovering the standard RL setting.

The soft actor-critic (SAC) algorithm [Haa+18b; Haa+18c] is an off-policy actor-critic method
whose objective function is equivalent to Equation (35.67) (by taking T to ∞):

JSAC(θ) ≜ Ep∞πθ (s)πθ(a|s) [R(s, a) + λH(πθ(s))] (35.69)

Note that the entropy term has also the added benefit of encouraging exploration.
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To compute the optimal policy, similar to other actor-critic algorithms, we will work with the “soft”
state- and action-function approximations, parameterized by w and u, respectively:

Qw(s, a) = R(s, a) + γEpT (s′|s,a) [Vu(s
′, a′)− λ log πθ(a′|s′)] (35.70)

Vu(s, a) = λ log
∑

a

exp(λ−1Qw(s, a)) (35.71)

This induces an improved policy (with entropy regularization): πw(a|s) = exp(λ−1Qw(s, a))/Zw(s),
where Zw(s) =

∑
a exp(λ

−1Qw(s, a)) is the normalization constant. We then perform a soft policy
improvement step to update θ by minimizing E [DKL (πθ(s) ∥ πw(s))] where the expectation may be
approximated by sampling s from a replay buffer D.

In [Haa+18c; Haa+18b], they show that the SAC method outperforms the off-policy DDPG
algorithm (Section 35.3.5) and the on-policy PPO algorithm (Section 35.3.4) by a wide margin on
various continuous control tasks. For more details, see [Haa+18c].

There is a variant of soft actor-critic, which only requires to model the action-value function. It is
based on the observation that both the policy and soft value function can be induced by the soft
action-value function as follows:

Vw(s) = λ log
∑

a

exp
(
λ−1Qw(s, a)

)
(35.72)

πw(a|s) = exp
(
λ−1(Qw(s, a)− Vw(s))

)
(35.73)

We then only need to learn w, using approaches similar to DQN (Section 35.2.6). The resulting
algorithm, soft Q-learning [SAC17], is convenient if the number of actions is small (when A is
discrete), or if the integral in obtaining Vw from Qw is easy to compute (when A is continuous).

It is interesting to see that algorithms derived in the maximum entropy RL framework bears a
resemblance to PCL and SBEED in Section 35.5.3, both of which were to minimize an objective
function resulting from the entropy-smoothed Bellman equation.

35.6.2 Other approaches

VIREL is an alternative model to maximum entropy RL [Fel+19]. Similar to soft actor-critic, it uses
an approximate action-value function, Qw, a stochastic policy, πθ, and a binary optimality random
variable ot at time t. A different probability model for ot is used

p(ot = 1|st, at) = exp

(
Qw(st, at)−maxaQw(st, a)

λw

)
(35.74)

The temperature parameter λw is also part of the parameterization, and can be updated from data.
An EM method can be used to maximize the objective

L(w,θ) = Ep(s)
[
Eπθ(a|s)

[
Qw(s, a)

λw

]
+H(πθ(s))

]
(35.75)

for some distribution p that can be conveniently sampled from (e.g., in a replay buffer). The algorithm
may be interpreted as an instance of actor-critic. In the E-step, the critic parameter w is fixed, and
the actor parameter θ is updated using gradient accent with stepsize ηθ (for policy improvement):

θ ← θ + ηθ∇θL(w,θ) (35.76)
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In the M-step, the actor parameter is fixed, and the critic parameter is updated (for policy evaluation):

w ← w + ηw∇wL(w,θ) (35.77)

Finally, there are other possibilities of reducing optimal control to probabilistic inference, in
addition to MERL and VIREL. For example, we may aim to maximize the expectation of the
trajectory return G, by optimizing the policy parameter θ:

J(πθ) =

∫
G(τ )p(τ |θ)dτ (35.78)

It can be interpreted as a pseudo-likelihood function, when the G(τ ) is treated as probability density,
and solved (approximately) by a range of algorithms (see e.g., [PS07; Neu11; Abd+18]). Interestingly,
some of these methods have a similar objective as MERL (Equation (35.67)), although the distribution
involving θ appears in the second argument of DKL. As discussed in Section 2.7.1, this forwards
KL-divergence is mode-covering, which in the context of RL is argued to be less preferred than the
mode-seeking, reverse KL-divergence used by MERL. For more details and references, see [Lev18].

Control as inference is also closely related to active inference; this is based on the free energy
principle which is popular in neuroscience (see e.g., [Fri09; Buc+17; SKM18; Ger19; Maz+22]).
The FEP is equivalent to using variational inference (see Section 10.1) to perform state estimation
(perception) and parameter estimation (learning). In particular, consider a latent variable model with
hidden states s, observations y, and parameters θ. Following Section 10.1.1.1, we define the variational
free energy to be F [p, q](y) = DKL (q(s,θ|y) ∥ p(s,θ|y))− log p(y). State estimation corresponds to
solving minq(s|y,θ) F(y), and parameter estimation corresponds to solving minq(θ|y) F(y), just as in
variational Bayes EM (Section 10.3.5).

If p(s,y|θ) is a nonlinear hierarchical Gaussian model, and q(s|y,θ) is a Gaussian mean field
approximation — where q(s|y,θ) = N (s|ŝ,H) is a Laplace approximation, with the mode ŝ, being
computed using gradient descent, and H being the Hessian at the mode — then we recover the
method known as predictive coding (see e.g., [RB99; Fri03; Spr17; HM20; MSB21; Mar21; OK22;
Sal+23]). This can be considered a non-amortized version of a VAE (Section 21.2), where inference
(E step) is done with iterated gradient descent, and parameter estimation (M step) is also done
with gradient descent. (A more efficient incremental EM version of predictive coding, which updates
{ŝn : n = 1 : N} and θ in parallel, was recently presented in [Sal+24].) For more details on predictive
coding, see Supplementary Section 8.1.4.)

To extend the above method to decision making problems we define the expected free energy
as F(a) = Eq(y|a) [F(y)], where q(y|a) is the posterior predictive distribution over observations
given actions sequence a. We then define the policy to be π(a) = softmax(F(a)). To guide the
agent towards preferred outcomes, we define the prior over states as p(s) ∝ eR(s), where R is the
reward function. Alternatively, we can define the prior over observations as p(y) ∝ eR(y). Either
way, the generative model is defined in terms of what the agent wants to achieve, rather than being
an “objective” model of reality. The advantage of this approach is that it automatically induces
goal-directed information-seeking behavior, rather than than the maxent approach which models
uncertainty in a goal-independent way. Despite this difference, the technique of active inference is
very similar to control as inference, as explained in [Mil+20; WIP20; LÖW21].
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35.6.3 Imitation learning

In previous sections, an RL agent is to learn an optimal sequential decision making policy so that the
total reward is maximized. Imitation learning (IL), also known as apprenticeship learning and
learning from demonstration (LfD), is a different setting, in which the agent does not observe
rewards, but has access to a collection Dexp of trajectories generated by an expert policy πexp; that
is, τ = (s0, a0, s1, a1, . . . , sT ) and at ∼ πexp(st) for τ ∈ Dexp. The goal is to learn a good policy by
imitating the expert, in the absence of reward signals. IL finds many applications in scenarios where
we have demonstrations of experts (often humans) but designing a good reward function is not easy,
such as car driving and conversational systems. See [Osa+18] for a survey up to 2018.

35.6.3.1 Imitation learning by behavior cloning

A natural method is behavior cloning, which reduces IL to supervised learning; see [Pom89] for
an early application to autonomous driving. It interprets a policy as a classifier that maps states
(inputs) to actions (labels), and finds a policy by minimizing the imitation error, such as

min
π

Ep∞πexp (s) [DKL (πexp(s) ∥ π(s))] (35.79)

where the expectation wrt p∞πexp
may be approximated by averaging over states in Dexp. A challenge

with this method is that the loss does not consider the sequential nature of IL: future state distribution
is not fixed but instead depends on earlier actions. Therefore, if we learn a policy π̂ that has a low
imitation error under distribution p∞πexp

, as defined in Equation (35.79), it may still incur a large
error under distribution p∞π̂ (when the policy π̂ is actually run). Further expert demonstrations or
algorithmic augmentations are often needed to handle the distribution mismatch (see e.g., [DLM09;
RGB11]).

35.6.3.2 Imitation learning by inverse reinforcement learning

An effective approach to IL is inverse reinforcement learning (IRL) or inverse optimal control
(IOC). Here, we first infer a reward function that “explains” the observed expert trajectories, and
then compute a (near-)optimal policy against this learned reward using any standard RL algorithms
studied in earlier sections. The key step of reward learning (from expert trajectories) is the opposite
of standard RL, thus called inverse RL [NR00a].

It is clear that there are infinitely many reward functions for which the expert policy is optimal,
for example by several optimality-preserving transformations [NHR99]. To address this challenge,
we can follow the maximum entropy principle (Section 2.4.7), and use an energy-based probability
model to capture how expert trajectories are generated [Zie+08]:

p(τ ) ∝ exp
( T−1∑

t=0

Rθ(st, at)
)

(35.80)

where Rθ is an unknown reward function with parameter θ. Abusing notation slightly, we denote
by Rθ(τ ) =

∑T−1
t=0 Rθ(st, at)) the cumulative reward along the trajectory τ . This model assigns

exponentially small probabilities to trajectories with lower cumulative rewards. The partition function,
Zθ ≜

∫
τ
exp(Rθ(τ )), is in general intractable to compute, and must be approximated. Here, we can
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1178 Chapter 35. Reinforcement learning

take a sample-based approach. Let Dexp and D be the sets of trajectories generated by an expert, and
by some known distribution q, respectively. We may infer θ by maximizing the likelihood, p(Dexp|θ),
or equivalently, minimizing the negative log-likelihood loss

L(θ) = − 1

|Dexp|
∑

τ∈Dexp

Rθ(τ ) + log
1

|D|
∑

τ∈D

exp(Rθ(τ ))

q(τ )
(35.81)

The term inside the log of the loss is an importance sampling estimate of Z that is unbiased as long
as q(τ ) > 0 for all τ . However, in order to reduce the variance, we can choose q adaptively as θ is
being updated. The optimal sampling distribution (Section 11.5), q∗(τ ) ∝ exp(Rθ(τ )), is hard to
obtain. Instead, we may find a policy π̂ which induces a distribution that is close to q∗, for instance,
using methods of maximum entropy RL discussed in Section 35.6.1. Interestingly, the process above
produces the inferred reward Rθ as well as an approximate optimal policy π̂. This approach is used
by guided cost learning [FLA16], and found effective in robotics applications.

35.6.3.3 Imitation learning by divergence minimization

We now discuss a different, but related, approach to IL. Recall that the reward function depends
only on the state and action in an MDP. It implies that if we can find a policy π, so that p∞π (s, a)
and p∞πexp

(s, a) are close, then π receives similar long-term reward as πexp, and is a good imitation of
πexp in this regard. A number of IL algorithms find π by minimizing the divergence between p∞π and
p∞πexp

. We will largely follow the exposition of [GZG19]; see [Ke+19b] for a similar derivation.
Let f be a convex function, and Df the f -divergence (Section 2.7.1). From the above intuition, we

want to minimize Df

(
p∞πexp

∥∥∥p∞π
)
. Then, using a variational approximation of Df [NWJ10a], we can

solve the following optimization problem for π:

min
π

max
w

Ep∞πexp (s,a) [Tw(s, a)]− Ep∞π (s,a) [f
∗(Tw(s, a))] (35.82)

where Tw : S × A → R is a function parameterizd by w. The first expectation can be estimated
using Dexp, as in behavior cloning, and the second can be estimated using trajectories generated by
policy π. Furthermore, to implement this algorithm, we often use a parametric policy representation
πθ, and then perform stochastic gradient updates to find a saddle-point to Equation (35.82).

With different choices of the convex function f , we can obtain many existing IL algorithms,
such as generative adversarial imitation learning (GAIL) [HE16b] and adversarial inverse
RL (AIRL) [FLL18], as well as new algorithms like f-divergence max-ent IRL (f-MAX) and
forward adversarial inverse RL (FAIRL) [GZG19; Ke+19b].

Finally, the algorithms above typically require running the learned policy π to approximate the
second expectation in Equation (35.82). In risk- or cost-sensitive scenarios, collecting more data is not
always possible, Instead, we are in the off-policy IL setting, working with trajectories collected by some
policy other than π. Hence, we need to correct the mismatch between p∞π and the off-policy trajectory
distribution, for which techniques from Section 35.5 can be used. An example is ValueDICE [KNT20],
which uses a similar distribution correction method of DualDICE (Section 35.5.2).

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



36 Causality

This chapter is written by Victor Veitch and Alex D’Amour.

36.1 Introduction

The bulk of machine learning considers relationships between observed variables with the goal of
summarizing these relationships in a manner that allows predictions on similar data. However, for
many problems, our main interest is to predict how system would change if it were observed under
different conditions. For instance, in healthcare, we are interested in whether a patient will recover
if given a certain treatment (as opposed to whether treatment and recovery are associated in the
observed data). Causal inference addresses how to formalize such problems, determine whether
they can be solved, and, if so, how to solve them. This chapter covers the fundamentals of this
subject. Code examples for the discussed methods are available at https://github.com/vveitch/
causality-tutorials. For more information on the connections between ML and causal inference,
see e.g., [Kad+22; Xia+21a].

To make the gap between observed data modeling and causal inference concrete, consider the
relationships depicted in Figure 36.1a and Figure 36.1b. Figure 36.1a shows the relationship between
deaths by drowning and ice cream production in the United States in 1931 (the pattern holds across
most years). Figure 36.1b shows the relationship between smoking and lung cancer across various
countries. In each case, there is a strong positive association. Faced with this association, we might
ask: could we reduce drowning deaths by banning ice cream? Could we reduce lung cancer by
banning cigarettes? We intuitively understand that these interventional questions have different
answers, despite the fact that the observed associations are similar. Determining the causal effect of
some intervention in the world requires some such causal hypothesis about the world.

For concreteness, consider three possible explanations for the association between ice cream and
drowning. Perhaps eating ice cream does cause people to drown — due to stomach cramps or similar.
Or, perhaps, drownings increase demand for ice cream — the survivors eat huge quantities of ice
cream to handle their grief. Or, the association may be due (at least in part) to a common cause:
warm weather makes people more likely to eat ice cream and more likely to go swimming (and, hence,
to drown). Under all three scenarios, we can observe exactly the same data, but the implications for
an ice cream ban are very different. Hence, answering questions about what will happen under an
intervention requires us to incorporate some causal knowledge of the world — e.g., which of these
scenarios is plausible?

Our goal in this chapter to introduce the essentials of estimating causal effects. The high-level
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National Ice Cream Production, Millions of Gallons
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Figure 36.1: Correlation is not causation. (a) Ice cream production is strongly associated with deaths
by drowning. Ice cream production data from the US Department of Agriculture National Agricultural
Statistics Service. Drowning data from the National Center for Health Statistics at the United States Centers
for Disease Control. (b) Smoking is strongly associated with lung cancer. From ourworldindata. org/
smoking-big-problem-in-brief . Used with kind permission of Max Roser.

approach has three steps.

• Causal estimands: The first step is to formally define the quantities we want to estimate. These
are summaries of how the world would change under intervention, rather than summaries of
the world as it has already been observed. E.g., we want to formalize “The expected number of
drownings in the United States if we ban ice cream”.

• Identification: The next step is to identify the causal estimands with quantities that can, in
principle, be estimated from observational data. This step involves codifying our causal knowledge
of the world and translating this into a statement such as, “The causal effect is equal to the
expected number of drownings after adjusting for month”. This step tells us what causal questions
we could answer with perfect knowledge of the observed data distribution.

• Estimation: Finally, we must estimate the observable quantity using a finite data sample. The
form of causal estimands favors certain efficient estimation procedures that allow us to exploit
non-parametric (e.g., machine learning) predictive models.

In this chapter, we’ll mainly focus on the estimation of the causal effect of an intervention averaged
over all members of a population, known as the average treatment effect or ATE. This is the
most common problem in applied causal inference work. It is in some sense the simplest problem,
and will allow us to concretely explain the use and importance of the fundamental causal concepts.
These causal concepts include structural causal models, causal graphical models, the do-calculus, and
efficient estimation using influence function techniques. This problem is also useful for understanding
the role that standard predictive modeling and machine learning play in estimating causal quantities.
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36.2. Causal formalism 1181

36.2 Causal formalism

In causal inference, the goal is to use data to learn about how the outcome in the world would change
under intervention. In order to make such inferences, we must also make use of our causal knowledge
of the world. This requires a formalism that lets us make the notion of intervention precise and lets
us encode our causal knowledge as assumptions.

36.2.1 Structural causal models

Consider a setting in which we observe four variables from a population of people: Ai, an indicator
of whether or not person i smoked at a particular age, Yi, an indicator of whether or not person i
developed lung cancer at a later age, Hi, a “health consciousness” index that measures a person’s
health-consciousness (perhaps constructed from a set of survey responses about attitudes towards
health), and Gi, an indicator for whether the person has a genetic predisposition towards cancer.
Suppose we observe a dataset of these variables drawn independently and identically from a population,
(Ai, Yi, Hi)

iid∼ P obs, where “obs” stands for “observed”.
In standard practice, we model data like these using probabilistic models. Notably, there are many

different ways to specify a probabilistic model for the same observed distribution. For example, we
could write a probabilistic model for P obs as

A ∼ P obs(A) (36.1)

H|A ∼ P obs(H|A) (36.2)

Y |A,H ∼ P obs(Y |H,A) (36.3)

G|A,H, Y ∼ P obs(G|A,H, Y ) (36.4)

This is a valid factorization, and sampling variables in this order would yield valid samples from the
joint distribution P obs. However, this factorization does not map well to a mechanistic understanding
of how these variables are causally related in the world. In particular, it is perhaps more plausible
that health-consciousness H causally precedes smoking status A, since a person’s health-consciousness
would influence their decision to smoke.

These intuitions about causal ordering are intimately tied to the notion of intervention. Here,
we will focus on a notion of intervention that can be represented in terms of “structural” models
that describe mechanistic relationships between variables. The fundamental objects that we will
reason about are structural causal models, or SCM’s. SCM’s resemble probabilistic models, but
they encode additional assumptions (see also Section 4.7). Specifically, SCM’s serve two purposes:
they describe a probabilistic model and they provide semantics for transforming the data-generating
process through intervention.

Formally, SCM’s describe a mechanistic data generating process with an ordered sequence of
equations that resemble assignment operations in a program. Each variable in a system is determined
by combining other modeled variables (the causes) with exogenous “noise” according to some
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1182 Chapter 36. Causality

(unknown) deterministic function. For instance, a plausible SCM for P obs might be

G← fG(ξ0) (36.5)
H ← fH(ξ1) (36.6)
A← fA(H, ξ2) (36.7)
Y ← fY (G,H,A, ξ3) (36.8)

where the (unknown) functions f are fixed, and the variables ξ are unmeasured causes, modeled
as independent random “noise” variables. Conceptually, the functions fG, fH , fA, fY describe deter-
ministic physical relationships in the real world, while the variables ξ are hidden causes that are
sufficient to distinguish each unit i in the population. Because we assume that each observed unit i
is drawn at random from the population, we model ξ as random noise.

SCM’s imply probabilistic models, but not the other way around. For example, our example SCM
implies probabilistic model for the observed data based on the factorization P obs(G,H,A, Y ) =
P obs(G)P obs(H)P obs(A | H)P obs(Y | A,H). Thus, we could sample from the SCM in the same way
we would from a probabilistic model: draw a set of noise variables ξ and evaluate each assignment
operation in the SCM in order.

Beyond the probabilistic model, an SCM encodes additional assumptions about the effects of
interventions. This can be formalized using the do-calculus (as in the verb “to do”), which
we describe in Section 36.8; But in brief, interventions are represented by replacing assignment
statements. For example, if we were interested in the distribution of Y in the hypothetical scenario
that smoking were eliminated, we could set the second line of the SCM to be A ← 0. We would
denote this by P (Y |do(A = 0), H). Because the f functions in the SCM are assumed to be invariant
mechanistic relationships, the SCM encodes the assumption that this edited SCM generates data that
we would see if we really applied this intervention in the world. Thus, the ordering of statements
in an SCM are load-bearing: they imply substantive assumptions about how the world changes in
response to interventions. This is in contrast to more standard probabilistic models where variables
can be rearranged by applications of Bayes’ Rule without changing the substantive implications of
the model. (See also Section 4.7.3.)

We note that structural causal model may not incorporate all possible notions of causality. For
example, laws based on conserved quantities or equilibria — e.g., the ideal gas law — do not
trivially map to SCMs, though these are fundamental in disciplines such as physics and economics.
Nonetheless, we will confine our discussion to SCMs.

36.2.2 Causal DAGs

SCM’s encode many details about the assumed generative process of a system, but often it is useful
to reason about causal problems at a higher level of abstraction. In particular, it is often useful
to separate the causal structure of a problem from the particular functional form of those causal
relationships. Causal graphs provide this level of abstraction. A causal graph specifies which
variables causally affect other variables, but leaves the parametric form of the structural equations f
unspecified. Given an SCM, the corresponding causal graph can be drawn as follows: for each line
of the SCM, draw arrows from the variables on the right hand side to variables on the left hand
side. The causal DAG for our smoking-cancer example is shown in Figure 36.2. In this way, causal
DAGs are related to SCMs in the same way that probabilistic graphical models (PGMs) are related
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Figure 36.2: (a) Causal graph illustrating relationships between smoking A, cancer Y , health conciousness
H, and genetic cancer pre-disposition G. (b) “Mutilated” causal graph illustrating relationships under an
intervention on smoking A.

to probabilistic models.
In fact, in the same way that SCMs imply a probabilistic model, causal DAGs imply a PGM.

Functionally, causal graphs behave as probabilistic graphical models (Chapter 4). They imply
conditional independence relationships between the variables in the observed data in same way. They
obey the Markov property: If X ← Y → Z then X ⊥⊥ Z|Y ; recall d-separation (Section 4.2.4.1).
Additionally, if X → Y ← Z then, usually, X ̸⊥⊥ Z|Y (even if X and Z are marginally independent).
In this case, Y is called a collider for X and Z.

Conceptually, the difference between causal DAGs and PGMs is that probabilistic graphical models
encode our assumptions about statistical relationships, whereas causal graphs encode our (stronger)
assumptions about causal relationships. Such causal relationships can be used to derive how statistical
relationships would change under intervention.

Causal graphs also allow us to reason about the causal and non-causal origins of statistical
dependencies in observed data without specifying a full SCM. In a causal graph, two variables — say,
A and D — can be statistically associated in different ways. First, there can be a directed path
from (ancestor) A to (descendant) D. In this case, A is a causal ancestor of D and interventions
on A will propagate through to change D; P(D|do(A = a)) ̸= P(D|do(A = a′)). For example,
smoking is a causal ancestor of cancer in our example. Alternatively, A and D could share a common
cause — there is some variable C such that there is a directed path from C to A and from C to D.
If A and D are associated only through such a path then interventions on A will not change the
distribution of D. However, it is still the case that P(D|A = a) ̸= P(D|A = a′) — observing different
values of A changes our guess for the value of D. The reason is that A carries information about
C, which carries information about D. For example, suppose we lived in a world where there was
no effect of smoking on developing cancer (e.g., everybody vapes), there would nevertheless be an
association between smoking and cancer because of the path A← H → Y . The existence of such
“backdoor paths” is one core reason that statistical and causal association are not the same. Of
course, more complicated variants of these associations are possible — e.g., C is itself only associated
with A through a backdoor path — but this already captures the key distinction between causal and
non-causal paths.

Recall that our aim in introducing SCMs and causal graphs is to enable us to formalize our causal
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knowledge of the world and to make precise what interventional quantities we’d like to estimate.
Writing down a causal graph gives a simple formal way to encode our knowledge of the causal
structure of a problem. Usefully, this causal structure is sufficient to directly reason about the
implications of interventions without fully specifying the underlying SCM. The key observation is that
if a variable A is intervened on then, after intervention, none of the other variables are causes of A.
That is, when we replace a line of an SCM with a statement directly assigning a variable a particular
value, we cut off all dependencies that variable had on its causal parents. Accordingly, in the causal
graph, the intervened on variable has no parents. This leads us to the graph surgery notion of
intervention: an intervention that sets A to a is the operation that deletes all incoming edges to A in
the graph, and then conditions on A = a in the resulting probability distribution (which is defined
by the conditional independence structure of the post-surgery graph). We’ll use Pearl’s do notation
to denote this operation. P(X|do(A = a)) is the distribution of X given A = a under the mutilated
graph that results from deleting all edges going into A. Similarly, E[X|do(A = a)] ≜ EP(X|do(A=a))[X].
Thus, we can formalize statements such as “the average effect of receiving drug A” as

ATE = E[Y |do(A = 1)]− E[Y |do(A = 0)], (36.9)

where ATE stands for average treatment effect.
For concreteness, consider our running example. We contrast the distribution that results by

conditioning on A with the distribution that results from intervening on A:

P(Y,H,G|A = a) = P(Y |H,G,A = a)P(G)P(H|A = a) (36.10)
P(Y,H,G|do(A = a)) = P(Y |H,G,A = a)P(G)P(H) (36.11)

The key difference between these two distributions is that the standard conditional distribution
describes a population where health consciousness H has the distribution that we observe among
individuals with smoking status A = a, while the interventional distribution described a population
where health consciousness H follows the marginal distribution among all individuals. For example,
we would expect P (H | A = smoker) to put more mass on lower values of H than the marginal
health consciousness distribution than the marginal distribution P (H), which would also include
non-smokers. The intervention distribution thus incorporates a hypothesis of how smoking would
affect the subpopulation individuals who tend to be too health conscious to smoke in the observed
data.

36.2.3 Identification

A central challenge in causal inference is that many different SCM’s can produce identical distributions
of observed data. This means that, on the basis of observed data alone, we cannot uniquely identify
the SCM that generated it. This is true no matter how large of a data sample is available to us.

For example, consider the setting where there is a treatment A that may or may not have an
effect on outcome Y , and where both the treatment and outcome are known to be affected by
some unobserved common binary cause U . Now, we might be interested in the causal estimand
E[Y |do(A = 1)]. In general, we can’t learn this quantity from the observed data. The problem
is that, we can’t tell apart the case where the treatment has a strong effect from the case where
the treatment has no effect, but U = 1 both causes people to tend to be treated and increases the
probability of a positive outcome. The same observation shows we can’t learn the (more complicated)
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interventional distribution P(Y |do(A = 1)) (if we could learn this, then we’d get the average effect
automatically).

Thus, an important part of causal inference is to augment the observed data with knowledge about
the underlying causal structure of the process under consideration. Often, these assumptions can
narrow the space of SCM’s sufficiently so that there is only one value of the causal estimand that is
compatible with the observed data. We say that the causal estimand is identified or identifiable
under a given set of assumptions if those assumptions are sufficient to provide a unique answer.
There are many different sets of sufficient conditions that yield identifiable causal effects; we call
each set of sufficient conditions an identification strategy.

Given a set of assumptions about the underlying SCM, the most common way to show that a
causal estimand is identified is by construction. Specifically, if the causal estimand can be written
entirely in terms of observable probability distributions, then it is identifed. We call such a function of
observed distributions a statistical estimand. Once such a statistical estimand has been recovered,
we can then construct and analyze an estimator for that quantity using standard statistical tools.
As an example of a statistical estimand, in the SCM above, it can be shown the ATE as defined in
Equation (36.9), is equal to the following statistical estimand

ATE
(∗)
= τATE ≜ E[E[Y |H,A = 1]− E[Y |H,A = 0]], (36.12)

where the equality (∗) only holds because of some specific properties of the SCM. Note that the RHS
above only involves conditional expectations between observed variables (there are no do operators),
so τATE is only a function of observable probability distributions.

There are many kinds of assumptions we might make about the SCM governing the process under
consideration. For example, the following are assertions we might make about the system in our
running example:

1. The probability of developing cancer is additive on the logit scale in A, G, and H (i.e., logistic
regression is a well-specified model).

2. For each individual, smoking can never decrease the probability of developing cancer.

3. Whether someone smokes is influenced by their health consciousness H, but not by their genetic
predisposition to cancer G.

These assumptions range from strong parametric assumptions fully specifying the form of the SCM
equations, to non-parametric assumptions that only specify what the inputs to each equation are,
leaving the form fully unspecified. Typically, assumptions that fully specify the parametric form are
very strong, and would require far more detailed knowledge of the system under consideration than
we actually have. The goal in identification arguments is to find a set of assumptions that are weak
enough that they might be plausibly true for the system under consideration, but which are also
strong enough to allow for identification of the causal effect.

If we are not willing to make any assumptions about the functional form of the SCM, then our
assumptions are just about which variables affect (and do not affect) the other variables. In this sense,
such which-affects-which assumptions are minimal. These assumptions are exactly the assumptions
captured by writing down a (possibly incomplete) causal DAG, showing which variables are parents
of each other variable. The graph may be incomplete because we may not know whether each possible
edge is present in the physical system. For example, we might be unsure whether the gene G actually
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has a causal effect on health consciousness H. It is natural to ask to what extent we can identify
causal effects only on the basis of partially specified causal DAGs. It turns out much progress can be
made based on such non-parametric assumptions; we discuss this in detail in Section 36.8.

We will also discuss certain assumptions that cannot be encoded in a causal graph, but that are
still weaker than assuming that full functional forms are known. For example, we might assume that
the outcome is affected additively by the treatment and any confounders, with no interaction terms
between them. These weaker assumptions can enable causal identification even when assuming the
causal graph alone does not.

It is worth emphasizing that every causal identification strategy relies on assumptions that have
some content that cannot be validated in the observed data. This follows directly from the ill-posedness
of causal problems: if the assumptions used to identify causal quantities could be validated, that
would imply that the causal estimand was identifiable from the observed data alone. However, since
we know that there are many values of the causal estimand that are compatible with observed data,
it follows that the assumptions in our identification strategy must have unobservable implications.

36.2.4 Counterfactuals and the causal hierarchy

Structural causal models let us formalize and study a hierarchy of different kinds of query about the
system under consideration. The most familiar is observational queries: questions that are purely
about statistical associations (e.g., “Are smoking and lung cancer associated in the population this
sample was drawn from?”). Next is interventional queries: questions about causal relationships at
the population level (e.g., “How much does smoking increase the probability of cancer in a given
population?”). The rest of this chapter is focused on the defintion, identification, and estimation of
interventional queries. Finally, there are counterfactual queries: questions about causal relationships
at the level of specific individuals, had something been different (e.g., “Would Alice have developed
cancer had she not smoked?”). This causal hierarchy was popularized by [Pea09a, Ch. 1].

Interventional queries concern the prospective effect of an intervention on an outcome; for
example, if we intervene and prevent a randomly sampled individual from smoking, what is the
probability they develop lung cancer? Ultimately, the probability statement here is about our
uncertainity about the “noise” variables ξ in the SCM. These are the unmeasured factors specific to
the randomly selected individual. The distribution is determined by the population from which that
individual is sampled. Thus, interventional queries are statements about populations. Interventional
queries can be written in terms of conditional distributions using do-notation, e.g., P (Y |do(A = 0)).
In our example, this represents the distribution of lung cancer outcomes for an individual selected at
random and prevented from smoking.

Counterfactual queries concern how an observed outcome might have been different had an
intervention been applied in the past. Counterfactual queries are often framed in terms of attributing
a given outcome to a particular cause. For example, would Alice have developed cancer had she not
smoked? Did most smokers with lung cancer develop cancer because they smoked? Counterfactual
queries are so called because they require a comparison of counterfactual outcomes within individuals.
In the formalism of SCM’s, counterfactual outcomes for an individual i are generated by running the
same values of ξi through differently intervened SCMs. Counterfactual outcomes are often written in
terms of potential outcomes notation. In our running smoking example, this would look like:

Yi(a) ≜ fY (Gi, Hi, a, ξ3,i). (36.13)
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That is, Yi(a) is the outcome we would have seen had A been set to a while all of Gi, Hi, ξ3,i were
kept fixed.

It is important to understand what distinguishes interventional and fundamentally counterfactual
queries. Just because a query can be written in terms of potential outcomes does not make it a
counterfactual query. For example, the average treatment effect, which is the canonical interventional
query, is easy to write in potential outcomes notation:

ATE = E[Yi(1)− Yi(0)]. (36.14)

Instead, the key dividing line between counterfactual and interventional queries is whether the query
requires knowing the joint distribution of potential outcomes within individuals, or whether marginal
distributions of potential outcomes across individuals will suffice. An important signature of a
counterfactual query is conditioning on the value of one potential outcome. For example, “the lung
cancer rate among smokers who developed cancer, had they not smoked” is a counterfactual query,
and can be written as:

E[Yi(0) | Yi(1) = 1, Ai = 1] (36.15)

Answering this query requires knowing how individual-level cancer outcomes are related (through
ξ3,i) across the worlds where the each individual i did and did not smoke. Notably, this query cannot
be rewritten using do-notation, because it requires a distinction between Y (0) and Y (1) while the
ATE can: E[Y | do(A = 1)]− E[Y | do(A = 0)].

Counterfactual queries require categorically more assumptions for identification than interventional
ones. For identifying interventional queries, knowing the DAG structure of an SCM is often sufficient,
while for counterfactual queries, some assumptions about the functional forms in the SCM are
necessary. This is because only one potential outcome is ever observed for each individual, so the
dependence between potential outcomes within individuals is not observable. For example, the data
in our running example provide no information on how individual-level smoking and non-smoking
cancer risk are related. Thus, answering a question like “Did smokers who developed cancer have lower
non-smoking cancer risk than smokers who did not develop cancer?”, requires additional assumptions
about how characteristics encoded in ξi are translated to cancer outcomes. To answer this question
without such assumptions, we would need to observe smokers who developed cancer in the alternate
world where they did not smoke. Because they compare how individuals would have turned out under
different generating processes, counterfactual queries are often referred to as “cross-world” quantities.
On the other hand, interventional queries only require understanding the marginal distributions of
potential outcomes Yi(0) and Yi(1) across individuals; thus, no cross-world information is necessary
at the individual level.

We conclude this section by noting that counterfactual outcomes and potential outcomes notation
are often conceptually useful, even if they are not used to explicitly answer counterfactual queries.
Many causal queries are more intuitive to formalize in terms of potential outcomes. E.g., “Would I
have smoked if I was more health conscious?” may be more intuitive than “Would a randomly sampled
individual from the same population have smoked had they been subject to an intervention that made
them more health concious?”. In fact, some schools of causal inference use potential outcomes, rather
than DAGs, as their primary conceptual building block [See IR15]. Causal graphs and potential
outcomes both provide ways to formulate interventional queries and causal assumptions. Ultimately,
these are mathematically equivalent. Nevertheless, practically, they have different strengths. The
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main advantage of potential outcomes is that counterfactual statements often map more directly to
our mechanistic understanding of the world. This can make it easier to articulate causal desiderata
and causal assumptions we may wish to use. On the other hand, the potential outcomes notation
does not automatically distinguish between interventional and counterfactual queries. Additionally,
causal graphs often give an intuitive and easy way of articulating assumptions about structural
causal models involving many variables—potential outcomes get quickly unwieldly. In short: both
formalizations have distinct advantages, and those advantages are simply about how easy it is to
translate our causal understanding of the world into crisp mathematical assumptions.

36.3 Randomized control trials

We now turn to the business of estimating causal effects from data. We begin with randomized
control trials, which are experiments designed to make the causal concerns as simple as possible.

The simplest situation for causal estimation is when there are no common causes of A and Y . The
world is rarely so obliging as to make this the case. However, sometimes we can design an experiment
to enforce the no-common-causes structure. In randomized control trials we assign each participant
to either the treatment or control group at random. Because random assignment does not depend on
any property of the units in the study, there are no causes of treatment assignment, and hence also
no common causes of Y and A.

In this case, it’s straightforward to see that P(Y |do(A = a) = P(Y |a). This is essentially by
definition of the graph surgery: since A has no parents, the mutilated graph is the same as the original
graph. Indeed, the graph surgery definition is chosen to make this true: any sensible formalization of
causality should have this identification result.

It is common to use RCTs to study the average treatment effect,

ATE = E[Y |do(A = 1)]− E[Y |do(A = 0)]. (36.16)

This is the expected difference between being assigned treatment and assigned no treatment for a
randomly chosen member of the population. It’s easy to see that in an RCT this causal quantity is
identified as a parameter τRCT of the observational distribution:

τRCT = E[Y |A = 1]− E[Y |A = 0].

Then, a natural estimator is:

τ̂RCT ≜
1

nA

∑

i:Ai=1

Yi −
1

n− nA
∑

i:Ai=0

Yi, (36.17)

where nA is the number of units who received treatment. That is, we estimate the average treatment
effect as the difference between the average outcome of the treated group and the average outcome of
the untreated (control) group.1

Randomized control trials are the gold standard for estimating causal effects. This is because we
know by design that there are no confounders that can produce alternative causal explanations of the

1. There is a literature on efficient estimation of causal effects in RCT’s going back to Fisher [Fis25] that employ more
sophisticated estimators. See also Lin [Lin13a] and Bloniarz et al. [Blo+16] for more modern treatments.
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A Y

X

Figure 36.3: A causal DAG illustrating a situation where treatment A and outcome Y are both influenced by
observed confounders X.

data. In particular, the assumption of the triangle DAG—there are no unobserved confounders—is
enforced by design. However, there are limitations. Most obviously, randomized control trials are
sometimes infeasible to conduct. This could be due to expense, regulatory restrictions, or more
fundamental difficulties (e.g., in developmental economics, the response of interest is sometimes
collected decades after treatment). Additionally, it may be difficult to ensure that the participants in
an RCT are representative of the population where the treatment will be deployed. For instance,
participants in drug trials may skew younger and poorer than the population of patients who will
ultimately take the drug.

36.4 Confounder adjustment

We now turn to the problem of estimating causal effects using observational (i.e., not experimental)
data. The most common application of causal inference is estimating the average treatment effect
(ATE) of an intervention. The ATE is also commonly called the average causal effect, or ACE.
Here, we focus on the important special case where the treatment A is binary, and we observe the
outcome Y as well as a set of common causes X that influence both A and Y .

36.4.1 Causal estimand, statistical estimand, and identification

Consider a problem where we observe treatment A, outcome Y , and covariates X, which are drawn
iid from some unknown distribution P . We wish to learn the average treatment effect: the expected
difference between being assigned treatment and assigned no treatment for a randomly chosen member
of the population. Following the discussion in the introduction, there are three steps to learning this
quantity: mathematically formalize the causal estimand, give conditions for the causal estimand to
be identified as a statistical estimand, and, finally, estimate this statistical estimand from data. We
now turn to the first two steps.

The average treatment effect is defined to be the difference between the average outcome if we
intervened and set A to be 0, versus the average outcome if we intervented and set A to be 1. Using
the do notation, we can write this formally as

ATE = E[Y |do(A = 1)]− E[Y |do(A = 0)]. (36.18)
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The next step is to articulate sufficient conditions for the ATE to be identified as a statistical
estimand (a parameter of distribution P ). The key issue is the possible presence of confounders.
Confounders are “common cause” variables that affect both the treatment and outcome. When there
are confounding variables in observed data, the sub-population of people who are observed to have
received one level of the treatment A will differ from the rest of the population in ways that are
relevant to their observed Y . For example, there is a strong positive association between horseback
riding in childhood (treatment) and healthiness as an adult (outcome) [RB16]. However, both of
these quantities are influenced by wealth X. The population of people who rode horses as children
(A = 1) is wealthier than the population of people who did not. Accordingly, the horseback-riding
population will have better health outcomes even if there is no actual causal benefit of horseback
riding for adult health.

We’ll express the assumptions required for causal identification in the form of a causal DAG.
Namely, we consider the simple triangle DAG in Figure 36.3, where the treatment and outcome
are influenced by observed confounders X. It turns out that the assumption encoded by this DAG
suffices for identification. To understand why this is so, recall that the target causal effect is defined
according to the distribution we would see if the edge from X to A was removed (that’s the meaning
of do). The key insight is that because the intervention only modifies the relationship between X
and A, the structural equation that generates outcomes Y given X and A, illustrated in Figure 36.3
as the A → Y ← X, is the same even after the X → A edge is removed. For example, we might
believe that the physiological processes by which smoking status A and confounders X produce
lung cancer Y remain the same, regardless of how the decision to smoke or not smoke was made.
Second, because the intervention does not change the composition of the population, we would also
expect the distribution of background characteristics X to be the same between the observational
and intervened processes.

With these insights about invariances between observed and interventional data, we can derive a
statistical estimand for the ATE as follows.

Theorem 2 (Adjustment with no unobserved confounders). We observe A, Y,X ∼ P . Suppose that

1. (Confounders observed) The data obeys the causal structure in Figure 36.3. In particular, X
contains all common causes of A and Y and no variable in X is caused by A or Y .

2. (Overlap) 0 < P(A = 1|X = x) < 1 for all values of x. That is, there are no individuals for whom
treatment is always or never assigned.

Then, the average treatment effect is identified as ATE = τ , where

τ = E[E[Y |A = 1, X]]− E[E[Y |A = 0, X]]. (36.19)

Proof. First, we expand the ATE using the tower property of expectation, conditioning on X. Then,
we apply the invariances discussed above:

ATE = E[Y |do(A = 1)]− E[Y |do(A = 0)] (36.20)
= E[E[Y |do(A = 1), X]]− E[E[Y |do(A = 0), X]] (36.21)
= E[E[Y |A = 1, X]]− E[E[Y |A = 0, X]] (36.22)

The final equality is the key to passing from a causal to observational quantity. This follows because,
from the causal graph, the conditional distribution of Y given A,X is the same in both the original
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graph and in the mutilated graph created by removing the edge from X to A. This mutilated graph
defines P(Y |do(A = 1), X), so the equality holds.

The condition that 0 < P(A = 1|X = x) < 1 is required for the first equality (the tower property)
to be well defined.

Note that Equation (36.19) is a function of only conditional expectations and distributions that
appear in the observed data distribution (in particular, it contains no “do” operators). Thus, if we
can fully characterize the observed data distribution P , we can map that distribution to a unique
ATE.

It is useful to note how τ differs from the naive estimand E[Y |A = 1] − E[Y |A = 0] that just
reports the treatment-outcome association without adjusting for confounding. The comparison is
especially clear when we write out the outer expectation in τ explicitly as an integral over X:

τ =

∫
E[Y | A = 1, X]P (X)dX −

∫
E[Y | A = 0, X]P (X)dX (36.23)

We can write the naive estimand in a similar form by applying the tower property of expectation:

E[Y | A = 1]−E[Y | A = 0] =

∫
E[Y | A = 1, X]P (X | A = 1)dX−

∫
E[Y | A = 0, X]P (X | A = 0)dX

(36.24)

The key difference is the probability distribuiton over X that is being integrated over. The observa-
tional difference in means integrates over the distinct conditional distributions of confounders X,
depending on the value of A. On the other hand, in the ATE estimand τ , we integrate over the same
distribution P (X) for both levels of the treatment.

Overlap In addition to the assumption on the causal structure, identification requires that there is
sufficient random variation in how treatments are assigned.

Definition 1. A distribution P on A,X satisfies overlap if 0 < P (A = 1|x) < 1 for all x. It
satisfies strict overlap if ϵ < P(A = 1|x) < 1− ϵ for all x and some ϵ > 0.

Overlap is the requirement that any unit could have either recieved the treatment or not.
To see the necessity of overlap, consider estimating the effectiveness of a drug in a study where

patient sex is a confounder, but the drug was only ever prescribed to male patients. Then, conditional
on a patient being female, we would know that patient was assigned to control. Without further
assumptions, it’s impossible to know the effect of the drug on a population with female patients,
because there would be no data to inform the expected outcome for treated female patients, that
is, E[Y | A = 1, X = female]. In this case, the statistical estimand equation 36.19 would not be
identifiable. In the same vein, strict overlap ensures that the conditional distributions at each stratum
of X can be estimated in finite samples.

Overlap can be particularly limiting in settings where we are adjusting for a large number of
covariates (in an effort to satisfy no unobserved confounding). Then, certain combinations of traits
may be very highly predictive of treatment assignment, even if individual traits are not. E.g., male
patients over age 70 with BMI greater than 25 are very rarely assigned the drug. If such groups
represent a significant fraction of the target population, or have significantly different treatment
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effects, then this issue can be problematic. In this case, the strict overlap assumption puts very strong
restrictions on observational studies: for an observational study to satisfy overlap, most dimensions
of the confounders X would need to closely mimic the balance we would expect in an RCT [D’A+21].

36.4.2 ATE estimation with observed confounders

We now return to estimating the ATE using observed — i.e., not experimental — data. We’ve shown
that in the case where we observe all common causes of the treatment and outcome, the ATE is
causally identified with a statistical estimand τ . We now consider several strategies for estimating this
quantity using a finite data sample. Broadly, these techniques are known as backdoor adjustment.2

Recall that the defining characteristic of a confounding variable is that it affects both treatment
and outcome. Thus, an adjustment strategy may aim to account for the influence of confounders on
the observed outcome, the influence of confounders on treatment, or both. We discuss each of these
strategies in turn.

36.4.2.1 Outcome model adjustment

We begin with an approach to covariate adjustment that relies on modeling the conditional expectation
of the outcome Y given treatment A and confounders X. This strategy is often referred to as g-
computation or outcome adjustment.3 To begin, we define

Definition 2. The conditional expected outcome is the function Q given by

Q(a, x) = E[Y |A = a,X = x]. (36.25)

Substituting this definition into the definition of our estimand τ , Equation (36.19), we have
τ = E[Q(1, x)−Q(0, x)]. This suggests a procedure for estimating τ : fit a model Q̂ for Q and then
report

τ̂Q ≜
1

n

∑

i

Q̂(1, xi)− Q̂(0, xi). (36.26)

To fit Q̂, recall that E[Y |a, x] = argminQ E[(Y − Q(A,X)2]. That is, the minimizer (among all
functions) of the squared loss risk is the conditional expected outcome.4 So, to approximate Q, we
simply use mean squared error to fit a predictor that predicts Y from A and X.

The estimation procedure takes several steps. We first fit a model Q̂ to predict Y . Then, for each
unit i, we predict that unit’s outcome had they received treatment Q̂(1, xi) and we predict their
outcome had they not received treatment Q̂(0, xi).5 If the unit actually did receive treatment (ai = 1)
then Q̂(0, xi) is our guess about what would have happened in the counterfactual case that they
did not. The estimated expected gain from treatment for this individual is Q̂(1, xi)− Q̂(0, xi)—the

2. As we discuss in Section 36.8, this backdoor adjustment references the estimand returned by the do-calculus to
eliminate confounding from a backdoor path. This also generalizes the approaches discussed here to some cases where
we do not observe all common causes.
3. The “g” stands for generalized, for now-inscrutable historical reasons [Rob86].
4. To be precise, this definition applies when X and Y are square-integrable, and the minimzation taken over measurable
functions.
5. This interpretation is justified by the same conditions as Theorem 2.
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difference in expected outcome between being treated and not treated. Finally, we estimate the outer
expectation with respect to P(X) — the true population distribution of the confounders — using the
empirical distribution P̂(X) = 1/n

∑
i δxi . In effect, this means we substitute the expectation (over

an unknown distribution) by an average over the observed data.

Linear regression It’s worth saying something more about the special case where Q is modeled
as a linear function of both the treatment and all the covariates. That is, the case where we assume
the identification conditions of Theorem 2 and we additionally assume that the true, causal law
(the SCM) governing Y yields: Q(A,X) = E[Y |A,X] = E[fY (A,X, ξ)|A,X] = β0 + βAA + βXX.
Plugging in, we see that Q(1, X)−Q(0, X) = βA (and so also τ = βA). Then, the estimator for the
average treatment effect reduces to the estimator for the regression coefficient βA. This “fit linear
regression and report the regression coefficient” remains a common way of estimating the association
between two variables in practice. The expected-outcome-adjustment procedure here may be viewed
as a generalization of this procedure that removes the linear parametric assumption.

36.4.2.2 Propensity Score Adjustment

Outcome model adjustment relies on modeling the relationship between the confounders and the
outcome. A popular alternative is to model the relationship between the confounders and the
treatment. This strategy adjusts for confounding by directly addressing sampling bias in the treated
and control groups. This bias arises from the relationship between the confounders and the treatment.
Intuitively, the effect of confounding may be viewed as due to the difference between P(X|A = 1)
and P(X|A = 0) — e.g., the population of people who rode horses as children is wealthier than the
population of people who did not. When we observe all confounding variables X, this degree of over-
or under-representation can be adjusted away by reweighting samples such that the confounders X
have the same distribution in the treated and control groups. When the confounders are balanced
between the two groups, then any differences between them must be attributable to the treatment.

A key quantity for balancing treatment and control groups is the propensity score, which
summarises the relationship between confounders and treatment.

Definition 3. The propensity score is the function g given by g(x) = P(A = 1|X = x).

To make use of the propensity score in adjustment, we first rewrite the estimand τ in a suggestive
form, leveraging the fact that A ∈ {0, 1}:

τ = E[
Y A

g(X)
− Y (1−A)

1− g(X)
]. (36.27)

This identity can be verified by noting that E[Y A|X] = E[Y |A = 1, X]P(A = 1|X) + 0, rearranging
for E[Y |A = 1, X], doing the same for E[Y |A = 0, X], and substituting in to Equation (36.19). Note
that the identity is just a mathematical fact about the statistical estimand — it does not rely on any
causal assumptions, and holds whether or not τ can be interpreted as a causal effect.

This expression suggests the inverse probability of treatment weighted estimator, or IPTW
estimator:

τ̂ IPTW ≜
1

n

∑

i

YiAi
ĝ(Xi)

− Yi(1−Ai)
1− ĝ(Xi)

. (36.28)
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Here, ĝ is an estimate of the propensity score function. Recall from Section 14.2.1 that if a model is well-
specified and the loss function is a proper scoring rule then risk minimizer g∗ = argming E[L(A, g(X))]
will be g∗(X) = P(A = 1|X). That is, we can estimate the propensity score by fitting a model that
predicts A from X. Cross-entropy and squared loss are both proper scoring rules, so we may use
standard supervised learning methods.

In summary, the procedure is to estimate the propensity score function (with machine learning),
and then to plug the estimated propensity scores ĝ(xi) into Equation (36.28). The IPTW estimator
computes a difference of weighted averages between the treated and untreated group. The effect is to
upweight the outcomes of units who were unlikely to be treated but who nevertheless actually, by
chance, recieved treatment (and similarly for untreated). Intuitively, such units are typical for the
untreated population. So, their outcomes under treatment are informative about what would have
happened had a typical untreated unit received treatment.

A word of warning is in order. Although the IPTW is asymtotically valid and popular in practice,
it can be very unstable in finite samples. If estimated propensity scores are extreme for some values
of x (that is, very close to 0 or 1), then the corresponding IPTW weights can be very large, resulting
in a high-variance estimator. In some cases, this instability can be mitigated by instead using the
Hajek version of the estimator.

τ̂h−IPTW ≜
∑

i

YiAi
1/ĝ(Xi)∑
i
Ai/ĝ(Xi)

−
∑

i

Yi(1−Ai)
1/(1−ĝ(Xi))∑

i
(1−Ai)/(1−ĝ(Xi))

. (36.29)

However, extreme weights can persist even after self-normalization, either because there are truly
strata of X where treatment assignment is highly imbalanced, or because the propensity score
estimation method has overfit. In such cases, it is common to apply heuristics such as weight clipping.

See Khan and Ugander [KU21] for a longer discussion of inverse-propensity type estimators,
including some practical improvements.

36.4.2.3 Double machine learning

We have seen how to estimate the average treatment effect using either the relationship between
confounders and outcome, or the relationship between confounders and treatment. In each case,
we follow a two step estimation procedure. First, we fit models for the expected outcome or the
propensity score. Second, we plug these fitted models into a downstream estimator of the effect.

Unsurprisingly, the quality of the estimate of τ depends on the quality of the estimates Q̂ or ĝ. This
is problematic because Q and g may be complex functions that require large numbers of samples to
estimate. Even though we’re only interested in the 1-dimensional parameter τ , the naive estimators
described thus far can have very slow rates of convergence. This leads to unreliable inference or very
large confidence intervals.

Remarkably, there are strategies for combining Q and g in estimators that, in principle, do better
than using either Q or g alone. The augmented inverse probability of treatment weighted
estimator (AIPTW) is one such estimator. It is defined as

τ̂AIPTW ≜
1

n

∑

i

Q̂(1, Xi)− Q̂(0, Xi) +Ai
Yi − Q̂(1, Xi)

ĝ(Xi)
− (1−Ai)

Yi − Q̂(0, Xi)

1− ĝ(Xi)
. (36.30)

That is, τ̂AIPTW is the outcome adjustment estimator plus a stabilization term that depends on
the propensity score. This estimator is a particular case of a broader class of estimators that are
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refered to as semi-parametrically efficient or double machine-learning estimators [Che+17e;
Che+17d]. We’ll use the later terminology here.

We now turn to understanding the sense in which double machine learning estimators are robust
to misestimation of the nuisance functions Q and g. To this end, we define the influence curve
of τ to be the function ϕ defined by6

ϕ(Xi, Ai, Yi;Q, g, τ) ≜ Q(1, Xi)−Q(0, Xi) +Ai
Yi −Q(1, Xi)

g(xi)
− (1−Ai)

Yi −Q(0, Xi)

1− g(Xi)
− τ.

(36.31)

By design, τ̂AIPTW − τ = 1
n

∑
i ϕ(Xi; Q̂, ĝ, τ), where Xi = (Xi, Ai, Yi). We begin by considering

what would happen if we simply knew Q and g, and didn’t have to estimate them. In this case, the
estimator would be τ̂ ideal = 1

n

∑
i ϕ(Xi;Q, g, τ) + τ and, by the central limit theorem, we would have:

√
n(τ̂ ideal − τ) d−→ Normal(0,E[ϕ(Xi;Q, g, τ)

2]). (36.32)

This result characterizes the estimation uncertainity in the best possible case. If we knew Q and g,
we could rely on this result for, e.g., finding confidence intervals for our estimate.

The question is: what happens when Q and g need to be estimated? For general estimators and
nuisance function models, we don’t expect the

√
n-rate of Equation (36.32) to hold. For instance,√

n(τ̂Q − τ) only converges if
√
nE[(Q̂−Q)2]

1
2 → 0. That is, for the naive estimator we only get the√

n rate for estimating τ if we can also estimate Q at the
√
n rate — a much harder task! This is

the issue that the double machine learning estimator helps with.
To understand how, we decompose the error in estimating τ as follows:
√
n(τ̂AIPTW − τ) (36.33)

=
1√
n

∑

i

ϕ(Xi;Q, g, τ) (36.34)

+
1√
n

∑

i

ϕ(Xi; Q̂, ĝ, τ)− ϕ(Xi;Q, g, τ)− E[ϕ(X; Q̂, ĝ, τ)− ϕ(X;Q, g, τ)] (36.35)

+
√
nE[ϕ(X; Q̂, ĝ, τ)− ϕ(X;Q, g, τ)] (36.36)

We recognize the first term, Equation (36.34), as
√
n(τ̂ ideal − τ), the estimation error in the optimal

case where we know Q and g. Ideally, we’d like the error of τ̂AIPTW to be asymptotically equal to
this ideal case—which will happen if the other two terms go to 0.

The second term, Equation (36.35), is a penalty we pay for using the same data to estimate Q, g
and to compute τ . For many model classes, it can be shown that such “empirical process” terms go
to 0. This can also be guaranteed in general by using different data for fitting the nuisance functions
and for computing the estimator (see the next section).

The third term, Equation (36.36), captures the penalty we pay for misestimating the nuisance
functions. This is where the particular form of the AIPTW is key. With a little algebra, we can show

6. Influence curves are the foundation of what follows, and the key to generalizing the analysis beyond the ATE.
Unfortunately, going into the general mathematics would require a major digression, so we omit it. However, see
references at the end of the chapter for some pointers to the relevant literature.
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that

E[ϕ(X; Q̂, ĝ)− ϕ(X;Q, g)] = E[
1

g(X)
(ĝ(X)− g(X))(Q̂(1, X)−Q(1, X)) (36.37)

+
1

1− g(X)
(ĝ(X)− g(X))(Q̂(0, X)−Q(0, X))]. (36.38)

The important point is that estimation errors of Q and g are multiplied together. Using the Cauchy-
Schwarz inequality, we find that

√
nE[ϕ(X; Q̂, ĝ)− ϕ(X;Q, g)]→ 0 as long as

√
nmaxa E[(Q̂(a,X)−

Q(a,X))2]
1
2E[(ĝ(X)− g(X))2]

1
2 → 0. That is, the misestimation penalty will vanish so long as the

product of the misestimation errors is o(
√
n). For example, this means that τ can be estimated at

the (optimal)
√
n rate even when the estimation error of each of Q and g only decreases as o(n−1/4).

The upshot here is that the double machine learning estimator has the special property that the
weak condition

√
nE(Q̂(T,X)−Q(T,X))2E(ĝ(X)− g(X))2 → 0 suffices to imply that

√
n(τ̂AIPTW − τ) d−→ Normal(0,E[ϕ(Xi;Q, g, τ)

2]) (36.39)

(though strictly speaking this requires some additional technical conditions we haven’t discussed).
This is not true for the earlier estimators we discussed, which require a much faster rate of convergence
for the nuisance function estimation.

The AIPTW estimator has two further nice properties that are worth mentioning. First, it is
non-parametrically efficient. This means that this estimator has the smallest possible variance of
any estimator that does not make parametric assumptions; namely, E[ϕ(Xi;Q, g, τ)

2]. This means,
for example, that this estimator yields the smallest confidence intervals of any approach that does not
rely on parametric assumptions. Second, it is doubly robust: the estimator is consistent (converges
to the true τ as n→∞) as long as at least one of either Q̂ or ĝ is consistent.

36.4.2.4 Cross fitting

The term Equation (36.35) in the error decomposition above is the penalty we pay for reusing the
same data to both fit Q, g and to compute the estimator. For many choices of model for Q, g, this
term goes to 0 quickly as n gets large and we achieve the (best case)

√
n error rate. However, this

property doesn’t always hold.
As an alternative, we can always randomly split the available data and use one part for model fitting,

and the other to compute the estimator. Effectively, this means the nuisance function estimation and
estimator computation are done using independent samples. It can then be shown that the reuse
penalty will vanish. However, this comes at the price of reducing the amount of data available for
each of nuisance function estimation and estimator computation.

This strategy can be improved upon by a cross fitting approach. We divide the data into K
folds. For each fold j we use the other K − 1 folds to fit the nuisance function models Q̂−j , ĝ−j .
Then, for each datapoint i in fold j, we take Q̂(ai, xi) = Q̂−j(ai, xi) and ĝ(xi) = ĝ−j(xi). That is,
the estimated conditional outcomes and propensity score for each datapoint are predictions from a
model that was not trained on that datapoint. Then, we estimate τ by plugging {Q̂(ai, xi), ĝ(xi)}i
into Equation (36.30). It can be shown that this cross fitting procedure has the same asymptotic
guarantee — the central limit theorem at the

√
n rate — as described above.
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36.4.3 Uncertainty quantification

In addition to the point estimate τ̂ of the average treatment effect, we’d also like to report a measure
of the uncertainity in our estimate. For example, in the form of a confidence interval. The asymptotic
normality of

√
nτ̂ (Equation (36.39)) provides a means for this quantification. Namely, we could

base confidence intervals and similar on the limiting variance E[ϕ(Xi;Q, g, τ)
2]. Of course, we don’t

actually know any of Q, g, or τ . However, it turns out that it suffices to estimate the asymptotic
variance with 1

n

∑
i ϕ(Xi; Q̂, ĝ, τ̂)

2 [Che+17e]. That is, we can estimate the uncertainity by simply
plugging in our fitted nuisance models and our point estimate of τ into

V̂[τ̂ ] = 1/n
∑

i

ϕ(Xi; Q̂, ĝ, τ̂)
2. (36.40)

This estimated variance can then be used to compute confidence intervals in the usual manner. E.g.,

we’d report a 95% confidence interval for τ as τ̂ ± 1.96

√
V̂[τ̂ ]/n.

Alternatively, we could quantify the uncertainity by bootstrapping. Note, however, that this would
require refitting the nuisance functions with each bootstrap model. Depending on the model and
data, this can be prohibitively computationally expensive.

36.4.4 Matching

One particularly popular approach to adjustment-based causal estimation is matching. Intuitively,
the idea is to match each treated to unit to an untreated unit that has the same (or at least similar)
values of the confounding variables and then compare the observed outcomes of the treated unit and
its matched control. If we match on the full set of common causes, then the difference in outcomes is,
intuitively, a noisy estimate of the effect the treatment had on that treated unit. We’ll now build
this up a bit more carefully. In the process we’ll see that matching can be understood as, essentially,
a particular kind of outcome model adjustment.

For simplicity, consider the case where X is a discrete random variable. Define Ax to be the set of
treated units with covariate value x, and Cx to be the set of untreated units with covariate value x.
In this case, the matching estimator is:

τ̂matching =
∑

x

P̂(x)
( 1

|Ax|
∑

i∈Ax
Yi −

1

|Cx|
∑

j∈Cx
Yj
)
, (36.41)

where P̂(x) is an estimator of P(X = x) — e.g., the fraction of units with X = x. Now, we can rewrite
Yi = Q(Ai, Xi) + ξi where ξi is a unit-specific noise term defined by the equation. In particular, we
have that E[ξi|Ai, Xi] = 0. Substituting this in, we have:

τ̂matching =
∑

x

P̂(x)
(
Q(1, x)−Q(0, x)

)
+
∑

x

P̂(x)
( 1

|Ax|
∑

i∈Ax
ξi −

1

|Cx|
∑

j∈Cx
ξj
)
. (36.42)

We can recognize the first term as an estimator of usual target parameter τ (it will be equal to τ if
P̂(x) = P(x)). The second term is a difference of averages of random variables with expectation 0,
and so each term will converge to 0 as long as |Ax| and |Cx| each go to infinity as we see more and
more data. Thus, we see that the matching estimator is a particular way of estimating the parameter
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τ . The procedure can be extended to continuous covariates by introducing some notion of values of
X being close, and then matching close treatment and control variables.

There are two points we should emphasize here. First, notice that the argument here has nothing
to do with causal identification. Matching is a particular technique for estimating the observational
parameter τ . Whether or not τ can be interpreted as an average treatment effect is determined by
the conditions of Theorem 2 — the particular estimation strategy doesn’t say anything about this.
Second, notice that in essence matching amounts to a particular choice of model for Q̂. Namely,
Q̂(1, x) = 1

|Ax|
∑
i∈Ax Yi and similarly for Q̂(0, x). That is, we estimate the conditional expected

outcome as a sample mean over units with the same covariate value. Whether this is a good idea
depends on the quality of our model for Q. In situations where better models are possible (e.g., a
machine-learning model fits the data well), we might expect to get a more accurate estimate by using
the conditional expected outcome predictor directly.

There is another important case we mention in passing. In general, when using adjustment based
identification, it suffices to adjust for any function ϕ(X) of X such that A ⊥⊥ X|ϕ(X). To see that
adjusting for only ϕ(X) suffices, first notice that g(X) = P(A = 1|X) = P(A = 1|ϕ(X)) only depends
on ϕ(X), and then recall that can write the target parameter as τ = E[ Y Ag(X) −

Y (1−A)
1−g(X) ], whence

τ only depends on X through g(X). That is: replacing X by a reduced version ϕ(X) such that
g(X) = P(A = 1|ϕ(X)) can’t make any difference to τ . Indeed, the most popular choice of ϕ(X) is
the propensity score itself, ϕ(X) = g(X). This leads to propensity score matching, a two step
procedure where we first fit a model for the propensity score, and then run matching based on the
estimated propensity score values for each unit. Again, this is just a particular estimation procedure
for the observational parameter τ , and says nothing about whether it’s valid to interpret τ as a
causal effect.

36.4.5 Practical considerations and procedures

when performing causal analysis, many issues can arise in practice, some of which we discuss below.

36.4.5.1 What to adjust for

Choosing which variables to adjust for is a key detail in estimating causal effects using covariate
adjustment. The criterion is clear when one has a full causal graph relating A, Y , and all covariates
X to each other. Namely, adjust for all variables that are actually causal parents of A and Y . In
fact, with access to the full graph, this criterion can be generalized somewhat — see Section 36.8.

In practice, we often don’t actually know the full causal graph relating all of our variables.
As a result, it is common to apply simple heuristics to determine which variables to adjust for.
Unfortunately, these heuristics have serious limitations. However, exploring these is instructive.

A key condition in Theorem 2 is that the covariates X that we adjust for must include all the
common causes. In the absence of a full causal graph, it is tempting to condition on as many observed
variables as possible to try to ensure this condition holds. However, this can be problematic. For
instance, suppose that M is a mediator of the effect of A on Y — i.e., M lies on one of the directed
paths between A and Y . Then, conditioning on M will block this path, removing some of the causal
effect. Note that this does not always result in an attenuated, or smaller-magnitude, effect estimate.
The effect through a given mediator may run in the opposite direction of other causal pathways
from the treatment; thus conditioning on a mediator can inflate or even flip the sign of a treatment
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A Y

U1

X

U2

Figure 36.4: The M-bias causal graph. Here, A and Y are not confounded. However, conditioning on the
covariate X opens a backdoor path, passing through U1 and U2 (because X is a colider). Thus, adjusting for
X creates bias. This is true even though X need not be a pre-treatment variable.

effect. Alternatively, if C is a collider between A and Y — a variable that is caused by both — then
conditioning on C will induce an extra statistical dependency between A and Y .

Both pitfalls of the “condition on everything” heuristic discussed above both involve conditioning
on variables that are downstream of the treatment A. A natural response is to this is to limit
conditioning to all pre-treatment variables, or those that are causally upstream of the treatment.
Importantly, if there is a valid adjustment set in the observed covariates X, then there will also be a
valid adjustment set among the pre-treatment covariates. This is because any open backdoor path
between A and Y must include a parent of A, and the set of pre-treatment covariates includes these
parents. However, it is still possible that conditioning on the full set of pre-treatment variables can
induce new backdoor paths between A and Y through colliders. In particular, if there is a covariate
D that is separately confounded with the treatment A and the outcome Y then D is a collider, and
conditioning on D opens a new backdoor path. This phenomenon is known as m-bias because of the
shape of the graph [Pea09c], see Figure 36.4.

A practical refinement of the pre-treatment variable heuristic is given in VanderWeele and Shpitser
[VS11]. Their heuristic suggests conditioning on all pre-treatment variables that are causes of the
treatment, outcome, or both. The essential qualifier in this heuristic is that the variable is causally
upstream of treatment and/or outcome. This eliminates the possibility of conditioning on covariates
that are only confounded with treatment and outcome, avoiding m-bias. Notably, this heuristic
requires more causal knowledge than the above heuristics, but does not require detailed knowledge of
how different covariates are causally related to each other.

The VanderWeele and Shpitser [VS11] criterion is a useful rule of thumb, but other practical
considerations often arise. For example, if one has more knowledge about the causal structure
among covariates, it is possible to optimize adjustment sets to minimize the variance of the resulting
estimator [RS20]. One important example of reducing variance by pruning adjustment sets is the
exclusion of variables that are known to only be a parent of the treatment, and not of the outcome
(so called instruments, as discussed in Section 36.5).

Finally, adjustment set selection criteria operate under the assumption that there actually exists a
valid adjustment set among observed covariates. When there is no set of observed covariates in X
that block all backdoor paths, then any adjusted estimate will be biased. Importantly, in this case,
the bias does not necessarily decrease as one conditions on more variables. For example, conditioning
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on an instrumental variable often results in an estimate that has higher bias, in addition to the
higher variance discussed above. This phenomenon is known as bias amplification or z-bias; see
Section 36.7.2. A general rule of thumb is that variables that explain away much more variation in
the treatment than in the outcome can potentially amplify bias, and should be treated with caution.

36.4.5.2 Overlap

Recall that in addition to no-unobserved-confounders, identification of the average treatment effect
requires overlap: the condition that 0 < P (A = 1|x) < 1 for the population distribution P . With
infinite data, any amount of overlap will suffice for estimating the causal effect. In realistic settings,
even near failures can be problematic. Equation (36.39) gives an expression for the (asymptotic)
variance of our estimate: E[ϕ(Xi; Q̂, ĝ, τ̂)

2]/n. Notice that ϕ(Xi; Q̂, ĝ, τ̂)
2 involves terms that are

proportional to 1/g(X) and 1/(1 − g(X). Accordingly, the variance of our estimator will balloon
if there are units where g(x) ≈ 0 or g(x) ≈ 1 (unless such units are rare enough that they don’t
contribute much to the expectation).

In practice, a simple way to deal with potential overlap violation is to fit a model ĝ for the
treatment assignment probability — which we need to do anyways — and check that the values
ĝ(x) are not too extreme. In the case that some values are too extreme, the simplest resolution is
to cheat. We can simply exclude all the data with extreme values of ĝ(x). This is equivalent to
considering the average treatment effect over only the subpopulation where overlap is satisfied. This
changes the interpretation of the estimand. The restricted subpopulation ATE may or may not
provide a satisfactory answer to the real-world problem at hand, and this needs to be justified based
on knowledge of the real-world problem.

36.4.5.3 Choice of estimand and average treatment effect on the treated

Usually, our goal in estimating a causal effect is qualitative. We want to know what the sign of the
effect is, and whether it’s large or small. The utility of the ATE is that it provides a concrete query
we can use to get a handle on the qualitative question. However, it is not sacrosanct; sometimes
we’re better off choosing an alternative causal estimand that still answers the qualitative question but
which is easier to estimate statistically. The average treatment effect on the treated or ATT,

ATT ≜ EX|A=1[E[Y |X,do(A = 1)]− E[Y |X,do(A = 0)]], (36.43)

is one such an estimand that is frequently useful.
The ATT is useful when many members of the population are very unlikely to receive treatment,

but the treated units had a reasonably high probability of receiving the control. This can happen if,
e.g., we sample control units from the general population, but the treatment units all self-selected
into treatment from a smaller subpopulation. In this case, it’s not possible to (non-parametrically)
determine the treatment effect for the control units where no similar unit took treatment. The ATT
solves this obstacle by simply omitting such units from the average.

If we have the causal structure Figure 36.3, and the overlap condition P(A = 1|X = x) < 1 for all
X = x then the ATT is causally identified as

τATT = EX|A=1[E[Y |A = 1, X]− E[Y |A = 0, X]]. (36.44)

Note that the required overlap condition here is weaker than for identifying the ATE. (The proof is
the same as Theorem 2.)
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The estimation strategies for the ATE translate readily to estimation strategies for the ATT.
Namely, estimate the nuisance functions the same way and then simply replace averages over all
datapoints by averages over the treated datapoints only. In principle, it’s possible to do a little
better than this by making use of the untreated datapoints as well. A corresponding double machine
learning estimator is

τ̂ATT−AIPTW ≜
1

n

∑

i

Ai
P(A = 1)

(Yi − Q̂(0, Xi))−
(1−Ai)ĝ(Xi)

P(A = 1)(1− ĝ(Xi))
(Yi − Q̂(0, Xi). (36.45)

. The variance of this estimator can be estimated by

ϕATT(Xi;Q, g, τ) ≜
1

n

∑

i

[
Ai

P(A = 1)
(Yi − Q̂(0, Xi))

− (1−Ai)ĝ(Xi)

P(A = 1)(1− ĝ(Xi))
(Yi − Q̂(0, Xi)−

Aiτ

P(A = 1)

]
(36.46)

V̂[τ̂ATT−AIPTW] ≜
1

n

∑

i

ϕATT(Xi; Q̂, ĝ, τ̂
ATT−AIPTW)2. (36.47)

Notice that the estimator for the ATT doesn’t require estimating Q(1, X). This can be a considerable
advantage when the treated units are rare. See Chernozhukov et al. [Che+17e] for details.

36.4.6 Summary and practical advice

We have seen a number of estimators that follow the general procedure:

1. Fit statistical or machine-learning models Q̂(a, x) as a predictor for Y , and/or ĝ(x) as a predictor
for A

2. Compute the predictions Q̂(0, xi), Q̂(1, xi), ĝ(xi) for each datapoint, and

3. Combine these predictions into an estimate of the average treatment effect.

Importantly, no single estimation approach is a silver bullet. For example, the double machine-
learning estimator has appealing theoretical properties, such as asymptotic efficiency guarantees and
a recipe for estimating uncertainity without needing to bootstrap the model fitting. However, in
terms of the quality of point estimates, the double ML estimators can sometimes underperform their
more naive counterparts [KS07]. In fact, there are cases where each of outcome regression, propensity
weighting, or doubly robust methods will outperform the others.

One difficulty in choosing an estimator in practice is that there are fewer guardrails in causal
inference than there are in standard predictive modeling. In predictive modeling, we construct a
train-test split and validate our prediction models using the true labels or outcomes in the held-out
dataset. However, for causal problems, the causal estimands are functionals of a different data-
generating process from the one that we actually observed. As a result, it is impossible to empirically
validate many aspects of causal estimation using standard techniques.

The effectiveness of a given approach is often determined by how much we trust the specification of
our propensity score or outcome regression models ĝ(x) and Q̂(a, x), and how well the treatment and
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control groups overlap in the dataset. Using flexible models for the nuisance functions g and Q can
alleviate some of the concerns about model misspecification, but our freedom to use such models is
often constrained by dataset size. When we have the luxury of large data, we can use flexible models;
on the other hand, when the dataset is relatively small, we may need to use a smaller parametric
family or stringent regularization to obtain stable estimates of Q and g. Similarly, if overlap is poor
in some regions of the covariate space, then flexible models for Q may be highly variable, and inverse
propensity score weights may be large. In these cases, IPTW or AIPTW estimates may fluctuate
wildly as a function of large weights. Meanwhile, outcome regression estimates will be sensitive to
the specification of the Q model and its regularization, and can incur bias that is difficult to measure
if the specification or regularization does not match the true outcome process.

There are a number of practical steps that we can take to sanity-check causal estimates. The
simplest check is to compute many different ATE estimators (e.g., outcome regression, IPTW, doubly
robust) using several comparably complex estimators of Q and g. We can then check whether they
agree, at least qualitatively. If they do agree then this can provide some peace of mind (although it
is not a guarantee of accuracy). If they disagree, caution is warranted, particularly in choosing the
specification of the Q and g models.

It is also important to check for failures of overlap. Often, issues such as disagreement between
alternative estimators can be traced back to poor overlap. A common way to do this, particularly
with high-dimensional data, is to examine the estimated (ideally cross-fitted) propensity scores ĝ(xi).
This is a useful diagnostic, even if the intention is to use an outcome regression approach that only
incorporates and estimated outcome regression function Q̂(a, xi). If overlap issues are relevant, it
may be better to instead estimate either the average treatment effect on the treated, or the “trimmed”
estimand given by discarding units with extreme propensities.

Uncertainty quantification is also an essential part of most causal analyses. This frequently takes
the form of an estimate of the estimator’s variance, or a confidence interval. This may be important
for downstream decision-making, and can also be a useful diagnostic. We can calculate variance either
by bootstrapping the entire procedure (including refitting the models in each bootstrap replicate),
or computing analytical variance estimates from the AIPTW estimator. Generally, large variance
estimates may indicate issues with the analysis. For example, poor overlap will often (although
not always) manifest as extremely large variances under either of these methods. Small variance
estimates should be treated with caution, unless other checks, such as overlap checks, or stability
across different Q and g models, also pass.

The previous advice only addresses the statistical problem of estimating τ from a data sample. It
does not speak to whether or not τ can reasonably be interpreted as an average treatment effect.
Considerable care should be devoted to whether or not the assumption that there are no unobserved
confounders is reasonable. There are several methods for assessing the sensitivity of the ATE estimate
to violations of this assumption. See Section 36.7. Bias due to unobserved confounding can be
substantial in practice—often overwhelming bias due to estimation error—so it is wise to conduct
such an analysis.

36.5 Instrumental variable strategies

Adjustment-based methods rely on observing all confounders affecting the treatment and outcome.
In some situations, it is possible to identify interesting causal effects even when there are unobserved
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Z A Y

X U

Figure 36.5: Causal graph illustrating the instrumental variable setup. The treatment A and outcome Y are
both influenced by unobserved confounder U . Nevertheless, identification is sometimes possible due to the
presence of the instrument Z. We also allow for observed covariates X that we may need to adjust for. The
dashed arrow between U and X indicates a statistical dependency where we remain agnostic to the particular
causal relationship.

confounders. We now consider strateges based on instrumental variables. The instrumental
variable graph is shown in Figure 36.5. The key ingredient is the instrumental variable Z, a variable
that has a causal effect on Y only through its causal effect on A. Informally, the identification
strategy is to determine to the causal effect of Z on Y , the causal effect of Z on A, and then combine
these into an estimate of the causal effect of A on Y .

For this identification to strategy to work the instrument must satisfy three conditions. There are
observed variables (confounders) X such that:

1. Instrument relevance Z ̸⊥⊥ A|X: the instrument must actually affect the treatment assignment.

2. Instrument unconfoundedness Any backdoor path between Z and Y is blocked by X, even
conditional on A.

3. Exclusion restriction All directed paths from Z to Y pass through A. That is, the instrument
affects the outcome only through its effect on A.

(It may help conceptually to first think through the case where X is the empty set — i.e., where
the only confounder is the unobserved U). These assumptions are necessary for using instrumental
variables for causal identification, but they are not quite sufficient. In practice, they must be
supplemented by an additional assumption that depends more closely on the details of the problem
at hand. Historically, this additional assumption was usually that both the instrument-treatment and
treatment-outcome relationships are linear. We’ll examine some less restrictive alternatives below.

Before moving on to how to use instrumental variables for identification, let’s consider how we
might encounter instruments in practice. The key is that its often possible to find, and measure,
variables that affect treatment and that are assigned (as if) at random. For example, suppose we are
interested in measuring the effect of taking a drug A on some health outcome Y . The challenge is that
whether a study participant actually takes the drug can be confounded with Y—e.g., sicker people
may be more likely to take their medication, but have worse outcomes. However, the assignment
of treatments to patients can be randomized and this random assignment can be viewed as an
instrument. This random assignment with non-compliance scenario is common in practice.
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The random assignment — the instrument — satisfies relevance (so long as assigning the drug affects
the probability of the patient taking the drug). It also satisfies unconfoundedness (because the
instrument is randomized). And, it plausibly satisfies exclusion restriction: telling (or not telling)
a patient to take a drug has no effect on their health outcome except through influencing whether
or not they actually take the drug. As a second example, the judge fixed effects research design
uses the identity of the judge assigned to each criminal case to infer the effect of incarceration on
some life outcome of interest (e.g., total lifetime earnings). Relevance will be satisfied so long as
different judges have different propensities to hand out severe sentences. The assignment of trial
judges to cases is randomized, so unconfoundedness will also be satisfied. And, exclusion restriction
is also plausible: the particular identity of the judge assigned to your case has no bearing on your
years-later life outcomes, except through the particular sentence that you’re subjected to.

It’s important to note that these assumptions require some care, particularly exclusion restriction.
Relevance can be checked directly from the data, by fitting a model to predict the treatment from the
instrument (or vice versa). Unconfoundedness is often satisfied by design: the instrument is randomly
assigned. Even when literal random assignment doesn’t hold, we often restrict to instruments where
unconfoundedness is “obviously” satisfied — e.g., using number of rainy days in a month as an
instrument for sun exposure. Exclusion restriction is trickier. For example, it might fail in the
drug assignment case if patients who are not told to take a drug respond by seeking out alternative
treatment. Or, it might fail in the judge fixed effects case if judges hand out additional, unrecorded,
punishments in addition to incarceration. Assessing the plausibility of exclusion restriction requires
careful consideration based on domain expertise.

We now return to the question of how to make use of an instrument once we have it in hand. As
previously mentioned, getting causal identification using instrumental variables requires supplementing
the IV assumptions with some additional assumption about the causal process.

36.5.1 Additive unobserved confounding

We first consider additive unobserved confounding. That is, we assume that the structural caual
model for the outcome has the form:7

Y ← f(A,X) + fU (U). (36.48)

In words, we assume that there are no interaction effects between the treatment and the unobserved
confounder — everyone responds to treatment in the same way. With this additional assumption, we
see that E[Y |X,do(A = a)]−E[Y |X,do(A = a′)] = f(a,X)− f(a′, X). In this setting, our goal is to
learn this contrast.

Theorem 3 (Additive confounding identification). If the instrumental variables assumptions hold
and also additive unobserved confounding holds, then there is a function f̃(a, x) where

E[Y |x, do(A = a)]− E[Y |x,do(A = a′)] = f̃(a, x)− f̃(a′, x), (36.49)

for all x, a, a′ and such that f̃ satisfies

E[Y |z, x] =
∫
f̃(a, x)p(a|z, x)da. (36.50)

7. We roll the unit-specific variables ξ into U to avoid notational overload.
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Here, p(a|z, x) is the conditional probability density of treatment.
In particular, if there is a unique function g that satisfies

E[Y |z, x] =
∫
g(a, x)p(a|z, x)da, (36.51)

then g = f̃ and this relation identifies the target causal effect.

Before giving the proof, lets understand the point of this identification result. The key insight
is that both the left hand side of Equation (36.51) and p(a|z, x) (appearing in the integrand) are
identified by the data, since they involve only observational relationships between observed variables.
So, f̃ is identified implicitly as one of the functions that makes Equation (36.51) true. If there is a
unique such function, then this fully identifies the causal effect.

Proof. With the additive unobserved confounding assumption, the instrument unconfoundedness
implies that U ⊥⊥ Z|X. Then, we have that:

E[Y |Z,X] = E[f(A,X)|Z,X] + E[fU (U)|Z,X] (36.52)
= E[f(A,X)|Z,X] + E[fU (U)|X] (36.53)

= E[f̃(A,X)|Z,X], (36.54)

where f̃ = f(A,X)+E[fU (U)|X]. Now, identifying just f̃ would suffice for us, because we could then
identify contrasts between treatements: f(a, x)− f(a′, x) = f̃(a, x)− f̃(a′, x). (The term E[fU (U)|x]
cancels out). Accordingly, we rewrite Equation (36.54) as:

E[Y |z, x] =
∫
f̃(a, x)p(a|z, x)da. (36.55)

It’s worth dwelling briefly on how the IV assumptions come into play here. The exclusion restriction
is implied by the additive unobserved confounding assumption, which we use explicilty. We also use
the unconfoundedness assumption to conclude U ⊥⊥ Z|X. However, we do not use relevance. The
role of relevance here is in ensuring that few functions solve the relation Equation (36.51). Informally,
the solution g is constrained by the requirement that it hold for all values of Z. However, different
values of Z only add non-trivial constraints if p(a|z, x) differ depending on the value of z — this is
exactly the relevance condition.

Estimation The basic estimation strategy is to fit models for E[Y |z, x] and p(a|z, x) from the data,
and then solve the implicit equation Equation (36.51) to find g consistent with the fitted models. The
procedures for doing this can vary considerably depending on the particulars of the data (e.g., if Z is
discrete or continuous) and the choice of modeling strategy. We omit a detailed discussion, but see
e.g., [NP03; Dar+11; Har+17; SSG19; BKS19; Mua+20; Dik+20] for various concrete approaches.

It’s also worth mentioning an additional nuance to the general procedure. Even if relevance holds,
there will often be more than one function that satisfies Equation (36.51). So, we have only identified
f̃ as a member of this set of functions. In practice, this ambiguity is defeated by making some
additional structural assumption about f̃ . For example, we model f̃ with a neural network, and then
choose the network satisfying Equation (36.51) that has minimum l2-norm on the parameters (i.e.,
we pick the l2-regularized solution).
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36.5.2 Instrument monotonicity and local average treatment effect

We now consider an alternative assumption to additive unobserved confounding that is applicable
when both the instrument and treatment are binary. It will be convenient to conceptualize the
instrument as assignment-to-treatment. Then, the population divides into four subpopulations:

1. Compliers, who take the treatment if assigned to it, and who don’t take the treatment otherwise.

2. Always takers, who take the treatment no matter their assignment.

3. Never takers, who refuse the treatment no matter their assignment.

4. Defiers, who refuse the treatment if assigned to it, and who take the treatment if not assigned.

Our goal in this setting will be to identify the average treatment effect among the compliers. The
local average treatment effect (or complier average treatment effect) is defined to be8

LATE = E[Y |do(A = 1), complier]− E[Y |do(A = 0), complier]. (36.56)

The LATE requires an additional assumption for identification. Namely, instrument monotonic-
ity: being assigned (not assigned) the treatment only increases (decreases) the probability that each
unit will take the treatment. Equivalently, P(defier) = 0.

We can then write down the identification result.

Theorem 4. Given the instrumental variable assumptions and instrument monotonicty, the local
average treatment is identified as a parameter τLATE of the observational distributional; that is,
LATE = τLATE. Namely,

τLATE =
E[E[Y |X,Z = 1]− E[Y |X,Z = 0]]

E[P(A = 1|X,Z = 1)− P(A = 1|X,Z = 0)]
. (36.57)

Proof. We now show that, given the IV assumptions and monotonicity, LATE = τLATE. First, notice
that

τLATE =
E[Y |do(Z = 1)]− E[Y |do(Z = 0)]

P(A = 1|do(Z = 1))− P(A = 1|do(Z = 0))
. (36.58)

This follows from backdoor adjustment, Theorem 2, applied to the numerator and denominator
separately. Our strategy will be to decompose E[Y |do(Z = z)] into the contributions from the
compliers, the units that ignore the instrument (the always/never takers), and the defiers. To that
end, note that P(complier|do(Z = z)) = P(complier) and similarly for always/never takers and
defiers — interventions on the instrument don’t change the composition of the population. Then,

E[Y |do(Z = 1)]− E[Y |do(Z = 1)] (36.59)

=
(
E[Y |complier,do(Z = 1)]− E[Y |complier,do(Z = 0)]

)
P(complier) (36.60)

+
(
E[Y |always/never,do(Z = 1)]− E[Y |always/never,do(Z = 0)]

)
P(always/never) (36.61)

+
(
E[Y |defier,do(Z = 1)]− E[Y |defier,do(Z = 0)]

)
P(defier). (36.62)

8. We follow the econometrics literature in using “LATE” because “CATE” is already commonly used for conditional
average treatment effect.

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



36.5. Instrumental variable strategies 1207

The key is the effect on the complier subpopulation, Equation (36.60). First, by definition of the
complier population, we have that:

E[Y |complier,do(Z = z)] = E[Y |complier,do(A = z)]. (36.63)

That is, the causal effect of the treatment is the same as the causal effect of the instrument in this
subpopulation — this is the core reason why access to an instrument allows identification of the local
average treatment effect. This means that

LATE = E[Y |complier,do(Z = 1)]− E[Y |complier,do(Z = 0)]. (36.64)

Further, we have that P(complier) = P(A = 1|do(Z = 1)) − P(A = 1|do(Z = 0)). The reason is
simply that, by definition of the subpopulations,

P(A = 1|do(Z = 1)) = P(complier) + P(always taker) (36.65)
P(A = 1|do(Z = 0)) = P(always taker). (36.66)

Now, plugging the expression for P(complier) and Equation (36.64) into Equation (36.60) we have
that:
(
E[Y |complier,do(Z = 1)]− E[Y |complier,do(Z = 0)]

)
P(complier) (36.67)

= LATE× (P(A = 1|do(Z = 1))− P(A = 1|do(Z = 0))) (36.68)

This gives us an expression for the local average treatment effect in terms of the effect of the instrument
on the compliers and the probability that a unit takes the treatment when assigned/not-assigned.

The next step is to show that the remaining instrument effect decomposition terms, Equa-
tions (36.61) and (36.62), are both 0. Equation (36.61) is the causal effect of the instrument on the
always/never takers. It’s equal to 0 because, by definition of this subpopulation, the instrument has
no causal effect in the subpopulation — they ignore the instrument! Mathematically, this is just
E[Y |always/never,do(Z = 1)] = E[Y |always/never,do(Z = 0)]. Finally, Equation (36.62) is 0 by the
instrument monotonicity assumption: we assumed that P(defier) = 0.

In totality, we now have that Equations (36.60) to (36.62) reduces to:

E[Y |do(Z = 1)]− E[Y |do(Z = 1)] (36.69)

= LATE×
(
P(A = 1|do(Z = 1))− P(A = 1|do(Z = 0))

)
+ 0 + 0 (36.70)

Rearranging for LATE and plugging in to Equation (36.58) gives the claimed identification result.

36.5.2.1 Estimation

For estimating the local average treatment effect under the monotone instrument assumption, there
is a double-machine learning approach that works with generic supervised learning approaches. Here,
we want an estimator τ̂LATE for the parameter

τLATE =
E[E[Y |X,Z = 1]− E[Y |X,Z = 0]]

E[P(A = 1|X,Z = 1)− P(A = 1|X,Z = 0)]
. (36.71)
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To define the estimator, it’s convenient to introduce some additional notation. First, we define the
nuisance functions:

µ(z, x) = E[Y |z, x] (36.72)
m(z, x) = P(A = 1|x, z) (36.73)

p(x) = P(Z = 1|x). (36.74)

We also define the score ϕ by:

ϕZ→Y (X;µ, p) ≜ µ(1, X)− µ(0, X) +
Z(Y − µ(1, X))

p(X)
− (1− Z)(Y − µ(0, X))

1− p(X)
(36.75)

ϕZ→A(X;m, p) ≜ m(1, X)−m(0, X) +
Z(A−m(1, X))

p(X)
− (1− Z)(A−m(0, X))

1− p(X)
(36.76)

ϕ(X;µ,m, p, τ) ≜ ϕZ→Y (X;µ, p)− ϕZ→A(X;m, p)× τ (36.77)

Then, the estimator is defined by a two stage procedure:

1. Fit models µ̂, m̂, p̂ for each of µ,m, p (using supervised machine learning).

2. Define τ̂LATE as the solution to 1
n

∑
i ϕ(Xi; µ̂, m̂, p̂, τ̂

LATE) = 0. That is,

τ̂LATE =
1
n

∑
i ϕZ→Y (Xi; µ̂, p̂)

1
n

∑
i ϕZ→A(Xi; m̂, p̂)

(36.78)

It may help intuitions to notice that the double machine learning estimator of the LATE is effectively
the double machine learning estimator of of the average treatment effect of Z on Y divided by the
double machine learning estimator of the average treatment effect of Z on A.

Similarly to Section 36.4, the nuisance functions can be estimated by:

1. Fit a model µ̂ that predicts Y from Z,X by minimizing mean square error.

2. Fit a model m̂ that predicts A from Z,X by minimizing mean cross-entropy.

3. Fit a model p̂ that predicts Z from X by minimizing mean cross-entropy.

As in Section 36.4, reusing the same data for model fitting and computing the estimator can
potentially cause problems. This can be avoided with use a cross-fitting procedure as described in
Section 36.4.2.4. In this case, we split the data into K folds and, for each fold k, use all the but
the k’th fold to compute estimates µ̂−k, m̂−k, p̂−k of the nuisance parameters. Then we compute
the nuisance estimates for each datapoint i in fold k by predicting the required quantity using the
nuisance model fit on the other folds. That is, if unit i is in fold k, we compute µ̂(zi, xi) ≜ µ̂−k(zi, xi)
and so forth.

The key result is that if we use the cross-fit version of the estimator and the estimators for the
nuisance functions converge to their true values in the sense that

1. E(µ̂(Z,X)− µ(Z,X))2 → 0, E(m̂(Z,X)−m(Z,X))2 → 0, and E(p̂(X)− p(X))2 → 0

2.
√
E[(p̂(X)− p(X))2]×

(√
E[(µ̂(Z,X)− µ(Z,X))2] +

√
E[(m̂(Z,X)−m(Z,X))2]

)
= o(
√
n)
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then (with some omitted technical conditions) we have asymptotic normality at the
√
n-rate:

√
n(τ̂LATE−cf − τLATE)

d−→ Normal(0,
E[ϕ(X;µ,m, p, τLATE)2]

E[m(1, X)−m(0, X)]2
). (36.79)

As with double machine learning for the confounder adjustment strategy, the key point here is that
we can achieve the (optimal)

√
n rate for estimating the LATE under a relatively weak condition on

how well we estimate the nuisance functions — what matters is the product of the error in p and the
errors in µ,m. So, for example, a very good model for how the instrument is assigned (p) can make
up for errors in the estimation of the treatment-assignment (m) and outcome (µ) models.

The double machine learning estimator also gives a recipe for quantifying uncertainity. To that
end, define

τ̂Z→A ≜
1

n

∑

i

ϕZ→A(Xi; m̂, p̂) (36.80)

V̂[τ̂LATE] ≜
1

τ̂2Z→A

1

n

∑

i

ϕ(Xi; µ̂, m̂, p̂, τ̂
LATE)2. (36.81)

Then, subject to suitable technical conditions, V̂[τ̂LATE−cf ] can be used as an estimate of the variance
of the estimator. More precisely,

√
n(τ̂LATE − τLATE)

d−→ Normal(0, V̂[τ̂LATE]). (36.82)

Then, confidence intervals or p-values can be computed using this variance in the usual way. The main
extra condition required for the variance estimator to be valid is that the nuisance parameters must
all converge at rate O(n−1/4) (so an excellent estimator for one can’t fully compensate for terrible
estimators of the others). In fact, even this condition is unnecessary in certain special cases — e.g.,
when p is known exactly, which occurs when the instrument is randomly assigned. See Chernozhukov
et al. [Che+17e] for technical details.

36.5.3 Two stage least squares

Commonly, the IV assumptions are supplemented with the following linear model assumptions:

Ai ← α0 + αZi + δAXi + γAXi + ξAi (36.83)

Yi ← β0 + βAi + δYXi + γYXi + ξYi (36.84)

That is, we assume that the real-world process for treatment assignment and the outcome are both
linear. In this case, plugging Equation (36.83) into Equation (36.84) yields

Yi ← β̃0 + βαZi + δ̃Xi + γ̃Xi + ξ̃i. (36.85)

The point is that β, the average treatment effect of A on Y , is equal to the coefficient βα of the
instrument in the outcome-instrument model divided by the coefficient α of the instrument in the
treatment-instrument model. So, to estimate the treatment effect, we simply fit both linear models
and divide the estimated coefficients. This procedure is called two stage least squares.
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The simplicity of this procedure is seductive. However, the required linearity assumptions are hard
to satisfy in practice and frequently lead to severe issues. A particularly pernicious version of this
is that linear-model misspecfication together with weak relevance can yield standard errors for the
estimate that are far too small. In practice, this can lead us to find large, significant estimates from
two stage least squares when the truth is actually a weak or null effect. See [Rei16; You19; ASS19;
Lal+21] for critical evaluations of two stage least squares in practice.

36.6 Difference in differences

Unsurprisingly, time plays an important role in causality. Causes precede effects, and we should be
able to incorporate this knowledge into causal identification. We now turn to a particular strategy
for causal identification that relies on observing each unit at multiple time points. Data of this kind
is sometimes called panel data. We’ll consider the simplest case. There are two time periods. In
the first period, none of the units are treated, and we observe an outcome Y0i for each unit. Then,
a subset of the units are treated, denoted by Ai = 1. In the second time period, we again observe
the outcomes Y1i for each unit, where now the outcomes of the treated units are affected by the
treatment. Our goal is to determine the average effect receiving the treatment had on the treated
units. That is, we want to know the average difference between the outcomes we actually observed
for the treated units, and the outcomes we would have observed on those same units if they had not
been treated. The general strategy we look at is called difference in differences.9

As a concrete motivating example, consider trying to determine the effect raising minimum wage
on employment. The concern here is that, in an efficient labor market, increasing the price of workers
will reduce the demand for them, thereby driving down employment. As such, it seems increasing
minimum wage may hurt the people the policy is nominally intended to help. The question is: how
strong is this effect in practice? Card and Krueger [CK94a] studied this effect using difference in
differences. The Philadelphia metropolitan area includes regions in both Pennsylvania and New
Jersey (different US states). On April 1st 1992, New Jersey raised its minimum wage from $4.25 to
$5.05. In Pennsylvania, the wage remained constant at $4.25. The strategy is to collect employment
data from fast food restaurants (which pay many employees minimum wage) in each state before
and after the change in minimum wage. In this case, for restaurant i, we have Y0i, the number of
full time employees in February 1992, and Y1i, the number of full time employees in November 1992.
The treatment is simply Ai = 1 if the restaurant was located in New Jersey, and Ai = 0 if located in
Pennsylvania. Our goal is to estimate the average effect of the minimum wage hike on employment
in the restaurants affected by it (i.e., the ones in New Jersey).

The assumption in classical difference-in-differences is the following structural equation:

Yti ←Wi + St + τAiI (t = 1) + ξti, (36.86)

with E[ξti|Wi, St, Ai] = 0. Here, Wi is a unit specific effect that is constant across time (e.g., the
location of the restuarant or competence of the management) and St is a time-specific effect that
applies to all units (e.g., the state of the US economy at each time). Both of these quantities are
treated as unobserved, and not explicitly accounted for. The parameter τ captures the target causal
effect. The (strong) assumption here is that unit, time, and treatment effects are all additive. This

9. See github.com/vveitch/causality-tutorials/blob/main/difference_in_differences.ipynb.
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assumption is called parallel trends, because it is equivalent to assuming that, in the absence of
treatment, the trend over time would be the same in both groups. It’s easy to see that under this
assumption, we have:

τ = E[Y1i − Y0i|A = 1]− E[Y1i − Y0i|A = 0]. (36.87)

That is, the estimand first computes the difference across time for both the treated and untreated
group, and then computes the difference between these differences across the groups. The obvious
estimator is then

τ̂ =
1

nA

∑

i:Ai=1

Y1i − Y0i −
1

n− nA
∑

i:Ai=0

Y1i − Y0i, (36.88)

where nA is the number of treated units.
The root identification problem addressed by difference-in-differences is that E[Wi|Ai = 1] ̸=

E[Wi|Ai = 0]. That is, restaurants in New Jersey may be systematically different from restuarants in
Pennsylvania in unobserved ways that affect employment.10 This is why we can’t simply compare
average outcomes for the treated and untreated. The identification assumption is that this unit-
specific effect is the only source of statistical association with treatment; in particular we assume the
time-specific effect has no such issue: E[S1i − S0i|Ai = 1] = E[S1i − S0i|Ai = 0]. Unfortunately, this
assumption can be too strong. For instance, administrative data shows employment in Pennsylvania
falling relative to employment in New Jersey between 1993 and 1996 [AP08, §5.2]. Although this
doesn’t directly contradict the parallel trends assumption used for indentification, which needs to
hold only in 1992, it does make it seem less credible.

To weaken the assumption, we’ll look at a version that requires parallel trends to hold only after
adjusting for covariates. To motivate this, we note that there were several different types of fast food
restaurant included in the employment data. These vary, e.g., in the type of food they serve, and
in cost per meal. Now, it seems reasonable the trend in employment may depend on the type of
restuarant. For example, more expensive chains (such as KFC) might be more affected by recessions
than cheaper chains (such as McDonald’s). If expensive chains are more common in New Jersey
than in Pennsylvania, this effect can create a violation of parallel trends — if there’s recession
affecting both states, we’d expect employment to go down more in New Jersey than in Pennsylvania.
However, we may find it credible that McDonald’s restaurants in New Jersey have the same trend as
McDonald’s in Pennsylvania, and similarly for KFC.

The next step is to give a definition of the target causal effect that doesn’t depend on a parametric
model, and a non-parametric statement of the identification assumption to go with it. In words, the
causal estimand will be the average treatment effect on the units that received the treatment. To
make sense of this mathematically, we’ll introduce a new piece of notation:

PA=1(Y |do(A = a)) ≜
∫

P(Y |A = a, parents of Y )dP(parents of Y |A = 1) (36.89)

EA=1[Y |do(A = a)] ≜ EPA=1(Y |do(A=a))[Y ]. (36.90)

In words: recall that the ordinary do operator works by replacing P(parents|A = a) by the marginal
distribution P(parents), thereby breaking the backdoor associations. Now, we’re replacing the

10. This is similar to the issue that arises from unobserved confounding, except Wi need not be a cause of the treatment
assignment.
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A

U Y1 − Y0

X

Figure 36.6: Causal graph assumed for the difference-in-differences setting. Here, the outcome of interest
is the difference between the pre- and post-treatment period, Y1 − Y0. This difference is influenced by the
treatment, unobserved factors U , and observed covariates X. The dashed arrow between U and A indicates a
statistical dependency between the variables, but where we remain agnostic to the precise causal mechanism.
For example, in the minimum wage example, U might be the average income in restaurant’s neighbourhood,
which is dependent on the state, and hence also the treatment.

distribution P(parents|A = a) by P(parents|A = 1), irrespective of the actual treatment value. This
still breaks all backdoor associations, but is a better match for our target of estimating the treatment
effect only among the treated units.

To formalize a causal estimand using the do-calculus, we need to assume some partial causal
structure. We’ll use the graph in Figure 36.6. With this in hand, our causal estimand is the average
treatment effect on the units that received the treatment, namely:

ATTDiD = EA=1[Y1 − Y0|do(A = 1)]− EA=1[Y1 − Y0|do(A = 0)]] (36.91)

In the minimum wage example, this is the average effect of the minimum wage hike on employment
in the restaurants affected by it (i.e., the ones in New Jersey).

Finally, we formalize the identification assumption that, conditional on X, the trends in the treated
and untreated groups are the same. The conditional parallel trends assumption is:

EA=1[Y1 − Y0|X,do(A = 0)] = E[Y1 − Y0|X,A = 0]. (36.92)

In words, this says that for treated units with covariates X, the trend we would have seen had we not
assigned treatment is the same as the trend we actually saw for the untreated units with covariates
X. That is, if New Jersey had not raised its minimum wage, then McDonald’s in New Jersey would
have the same expected change in employment as McDonald’s in Pennsylvania.

With this in hand, we can give the main identification result:

Theorem 5 (Difference in differences identification). We observe A, Y0, Y1, X ∼ P . Suppose that

1. (Causal structure) The data follows the causal graph in Figure 36.6.

2. (Conditional parallel trends) EA=1[Y1 − Y0|X,do(A = 0)] = E[Y1 − Y0|X,A = 0].
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3. (Overlap) P(A = 1) > 0 and P(A = 1|X = x) < 1 for all values of x in the sample space. That is,
there are no covariate values that only exist in the treated group.

Then, the average treatment effect on the treated is identified as ATTDiD = τDiD, where

τDiD = E[E[Y1 − Y0|A = 1, X]− E[Y1 − Y0|A = 0, X]|A = 1]. (36.93)

Proof. First, by unrolling definitions, we have that

EA=1[Y1 − Y0|do(A = 1), X] = E[Y1 − Y0|A = 1, X]. (36.94)

The interpretation is the near-tautology that the average effect among the treated under treatment
is equal to the actually observed average effect among the treated. Next,

EA=1[Y1 − Y0|do(A = 0), X] = E[Y1 − Y0|A = 0, X]. (36.95)

is just the conditional parallel trends assumption. The result follows immediately.
(The overlap assumption is required to make sure all the conditional expectations are well defined).

36.6.1 Estimation

With the identification result in hand, the next task is to estimate the observational estimand
Equation (36.93). To that end, we define Ỹ ≜ Y1 − Y0. Then, we’ve assumed that Ỹ, X,A iid∼ P for
some unknown distribution P , and our target estimand is E[E[Ỹ |A = 1, X]− E[Ỹ |A = 0, X]|A = 1].
We can immediately recognize this as the observational estimand that occurs in estimating the
average treatment effect through adjustment, described in Section 36.4.5.3. That is, even though
the causal situation and the identification argument are different between the adjustment setting
and the difference in differences setting, the statistical estimation task we end up with is the same.
Accordingly, we can use all of the estimation tools we developed for adjustment. That is, all of the
techniques there — expected outcome modeling, propensity score methods, double machine learning,
and so forth — were purely about the statistical task, which is the same between the two scenarios.

So, we’re left with the same general recipe for estimation we saw in Section 36.4.6. Namely,

1. Fit statistical or machine-learning models Q̂(a, x) as a predictor for Ỹ = Y1 − Y0, and/or ĝ(x) as
a predictor for A.

2. Compute the predictions Q̂(0, xi), Q̂(1, xi), ĝ(xi) for each datapoint.

3. Combine these predictions into an estimate of the average treatment effect on the treated.

The estimator in the third step can be the expected outcome model estimator, the propensity weighted
estimator, the double machine learning estimator, or any other strategy that’s valid in the adjustment
setting.

36.7 Credibility checks

Once we’ve chosen an identification strategy, fit our models, and produced an estimate, we’re faced
with a basic question: should we believe it? Whether the reported estimate succeeds in capturing
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the true causal effect depends on whether the assumptions required for causal identification hold, the
quality of the machine learning models, and the variability in the estimate due to only having access
to a finite data sample. The latter two problems are already familiar from machine learning and
statistical practice. We should, e.g., assess our models by checking performance on held out data,
examining feature importance, and so forth. Similarly, we should report measures of the uncertainity
due to finite sample (e.g., in the form of confidence intervals). Because these procedures are already
familiar practice, we will not dwell on them further. However, model evaluation and uncertainity
quantification are key parts of any credible causal analysis.

Assessing the validity of identification assumptions is trickier. First, there are assumptions that
can in fact be checked from data. For example, overlap should be checked in analysis using backdoor
adjustment or difference in differences, and relevance should be checked in the instrumental variable
setting. Again, checking these conditions is absolutely necessary for a credible causal analysis. But,
again, this involves only familiar data analysis, so we will not discuss it further. Next, there are the
causal assumptions that cannot be verified from data; e.g., no unobserved confounding in backdoor
adjustment, the exclusion restriction in IV, and conditional parallel trends in DiD. Ultimately, the
validity of these assumptions must be assessed using substantive causal knowledge of the particular
problem under consideration. However, it is possible to conduct some supplementary analyses that
make the required judgement easier. We now discuss two such two such techniques.

36.7.1 Placebo checks

In many situations we may be able to find a variable that can be interepreted as a “treatment” that is
known to have no effect on the outcome, but which we expect to be confounded with the outcome in
a very similar fashion to the true treatment of interest. For example, if we’re trying to estimate the
efficacy of a COVID vaccine in preventing symptomatic COVID, we might take our placebo treatment
to be vaccination against HPV. We do not expect that there’s any causal effect here. However, it
seems plausible that latent factors that cause an individual to seek (or avoid) HPV vaccination and
COVID vaccination are similar; e.g., health concientiousness, fear of needles, and so forth. Then, if
our identification strategy is valid for the COVID vaccine, we’d also expect it to be to be valid for
HPV vaccination. Accordingly, our estimation procedure we use for estimating the COVID effect
should, when applied to HPV, yield τ̂ ≈ 0. Or, more precisely, the confidence interval should contain
0. If this does not happen, then we may suspect that there are still some confounding factors lurking
that are not adequately handled by the identification procedure.

A similar procedure works when there is a variable that can be interpreted as an outcome which
is known to not be affected by the treatment, but that shares confounders with the outcome we’re
actually interested in. For example, in the COVID vaccination case, we might take the null outcome
to be symptomatic COVID within 7 days of vaccination [Dag+21]. Our knowledge of both the
biological mechanism of vaccination and the amount of time it takes to develop symptoms after
COVID infection (at least 2 days) lead us to conclude that it’s unlikely that the treatment has a
causal effect on the outcome. However, the properties of the treated people that affect how likely they
are to develop symptomatic COVID are largely the same in the 7 day and, e.g., 6 month window.
That includes factors such as risk aversion, baseline health, and so forth. Again, we can apply our
identification strategy to estimate the causal effect of the treatment on the null outcome. If the
confidence interval does not include 0, then we should doubt the credibility of the analysis.
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36.7.2 Sensitivity analysis to unobserved confounding

We now specialize to the case of estimating the average causal effect of a binary treatment by
adjusting for confounding variables, as described in Section 36.4. In this case, causal identification
is based on the assumption of ‘no unobserved confounding’; i.e., the assumption that the observed
covariates include all common causes of the treatment assignment and outcome. This assumption is
fundamentally untestable from observed data, but its violation can induce bias in the estimation of
the treatment effect — the unobserved confounding may completely or in part explain the observed
association. Our aim in this part is to develop a sensitivity analysis tool to aid in reasoning about
potential bias induced by unobserved confounding.

Intuitively, if we estimate a large positive effect then we might expect the real effect is also positive,
even in the presence of mild unobserved confounding. For example, consider the association between
smoking and lung cancer. One could argue that this association arises from a hormone that both
predisposes carriers to both an increased desire to smoke and to a greater risk of lung cancer. However,
the association between smoking and lung cancer is large — is it plausible that some unknown
hormonal association could have a strong enough influence to explain the association? Cornfield et al.
[Cor+59] showed that, for a particular observational dataset, such an umeasured hormone would
need to increase the probability of smoking by at least a factor of nine. This is an unreasonable effect
size for a hormone, so they conclude it’s unlikely the causal effect can be explained away.

We would like a general procedure to allow domain experts to make judgments about whether
plausible confounding is “mild” relative to the “large” effect. In particular, the domain expert must
translate judgments about the strength of the unobserved confounding into judgments about the
bias induced in the estimate of the effect. Accordingly, we must formalize what is meant by strength
of unobserved confounding, and to show how to translate judgments about confounding strength into
judgments about bias.

A prototypical example, due to Imbens [Imb03] (building on [RR83]), illustrates the broad approach.
As above, the observed data consists of a treatment A, an outcome Y , and covariates X that may
causally affect the treatment and outcome. Imbens [Imb03] then posits an additional unobserved
binary confounder U for each patient, and supposes that the observed data and unobserved confounder
were generated according to the following assumption, known as Imbens’ Sensitivity Model:

Ui
iid∼ Bern(1/2) (36.96)

Ai|Xi, Ui
ind∼ Bern(sig(γXi + αUi)) (36.97)

Yi|Xi, Ai, Ui
ind∼ N (τAi + βXi + δUi, σ

2). (36.98)

where sig is the sigmoid function.
If we had observed Ui, we could estimate (τ̂, γ̂, β̂, α̂, δ̂, σ̂2) from the data and report τ̂ as the

estimate of the average treatment effect. Since Ui is not observed, it is not possible to identify the
parameters from the data. Instead, we make (subjective) judgments about plausible values of α —
how strongly Ui affects the treatment assignment — and δ — how strongly Ui affects the outcome.
Contingent on plausible α = α∗ and δ = δ∗, the other parameters can be estimated. This yields an
estimate of the treatment effect τ̂(α∗, δ∗) under the presumed values of the sensitivity parameters.

The approach just outlined has a major drawback: it relies on a parametric model for the full data
generating process. The assumed model is equivalent to assuming that, had U been observed, it
would have been appropriate to use logistic regression to model treatment assignment, and linear
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Figure 36.7: Austen plot showing how strong an unobserved confounder would need to be to induce a bias
of 2 in an observational study of the effect of combination blood pressure medications on diastolic blood
pressure [Dor+16]. We chose this bias to equal the nominal average treatment effect estimated from the data.
We model the outcome with Bayesian Additive Regression Trees and the treatment assignment with logistic
regression. The curve shows all values treatment and outcome influence that would induce a bias of 2. The
colored dots show the influence strength of (groups of) observed covariates, given all other covariates. For
example, an unobserved confounder with as much influence as the patient’s age might induce a bias of about
2.

regression to model the outcome. This assumption also implies a simple, parametric model for the
relationships governing the observed data. This restriction is out of step with modern practice, where
we use flexible machine-learning methods to model these relationships. For example, the assumption
forbids the use of neural networks or random forests, though such methods are often state-of-the-art
for causal effect estimation.

Austen plots We now turn to developing an alternative an adaptation of Imbens’ approach that
fully decouples sensitivity analysis and modeling of the observed data. Namely, the Austen plots
of [VZ20]. An example Austen plot is shown in Figure 36.7. The high-level idea is to posit a
generative model that uses a simple, interpretable parametric form for the influence of the unobserved
confounder, but that puts no constraints on the model for the observed data. We then use the
parametric part of the model to formalize “confounding strength” and to compute the induced bias
as a function of the confounding.

Austen plots further adapt two strategies pioneered by Imbens [Imb03]. First, we find a parame-
terization of the model so that the sensitivity parameters, measuring strength of confounding, are on
a standardized, unitless scale. This allows us to compare the strength of hypothetical unobserved
confounding to the strength of observed covariates, measured from data. Second, we plot the curve
of all values of the sensitivity parameter that would yield given level of bias. This moves the analyst
judgment from “what are plausible values of the sensitivity parameters?” to “are sensitivity parameters
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this extreme plausible?”
Figure 36.7, an Austen plot for an observational study of the effect of combination medications on

diastolic blood pressure, illustrates the idea. A bias of 2 would suffice to undermine the qualitative
conclusion that the blood-pressure treatment is effective. Examining the plot, an unobserved
confounder as strong as age could induce this amount of confounding, but no other (group of)
observed confounders has so much influence. Accordingly, if a domain expert thinks an unobserved
confounder as strong as age is unlikely then they may conclude that the treatment is likely effective.
Or, if such a confounder is plausible, they may conclude that the study fails to establish efficacy.

Setup The data are generated independently and identically (Yi, Ai, Xi, Ui)
iid∼ P , where Ui is not

observed and P is some unknown probability distribution. The approach in Section 36.4 assumes that
the observed covariates X contain all common causes of Y and A. If this ‘no unobserved confounding’
assumption holds, then the ATE is equal to parameter, τ , of the observed data distribution, where

τ = E[E[Y |X,A = 1]− E[Y |X,A = 0]]. (36.99)

This observational parameter is then estimated from a finite data sample. Recall from Section 36.4 that
this involves estimating the conditional expected outcome Q(A,X) = E[Y |A,X] and the propensity
score g(X) = P(A = 1|X), then plugging these into an estimator τ̂ .

We are now concerned with the case of possible unobserved confounding. That is, where U causally
affects Y and A. If there is unobserved confounding then the parameter τ is not equal to the
ATE, so τ̂ is a biased estimate. Inference about the ATE then divides into two tasks. First, the
statistical task: estimating τ as accurately as possible from the observed data. And, second, the
causal (domain-specific) problem of assessing bias = ATE− τ . We emphasize that our focus here is
bias due to causal misidentification, not the statistical bias of the estimator. Our aim is to reason
about the bias induced by unobserved confounding — the second task — in a way that imposes no
constraints on the modeling choices for Q̂, ĝ, and τ̂ used in the statistical analysis.

Sensitivity model Our sensitivity analysis should impose no constraints on how the observed data
is modeled. However, sensitivity analysis demands some assumption on the relationship between
the observed data and the unobserved confounder. It is convenient to formalize such assumptions
by specifying a probabilistic model for how the data is generated. The strength of confounding is
then formalized in terms of the parameters of the model (the sensitivity parameters). Then, the
bias induced by the confounding can be derived from the assumed model. Our task is to posit a
generative model that both yields a useful and easily interpretable sensitivity analysis, and that
avoids imposing any assumptions about the observed data.

To begin, consider the functional form of the sensitivity model used by Imbens [Imb03].

logit(P(A = 1|x, u)) = h(x) + αu (36.100)
E[Y |a, x, u] = l(a, x) + δu, (36.101)

for some functions h and l. That is, the propensity score is logit-linear in the unobserved confounder,
and the conditional expected outcome is linear.

By rearranging Equation (36.100) to solve for u and plugging in to Equation (36.101), we see
that it’s equivalent to assume E[Y |t, x, u] = l̃(t, x) + δ̃logitP(A = 1|x, u). That is, the unobserved
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confounder u only influences the outcome through the propensity score. Accordingly, by positing a
distribution on P(A = 1|x, u) directly, we can circumvent the need to explicitly articulate U (and h).

Definition 36.7.1. Let g̃(x, u) = P(A = 1|x, u) denote the propensity score given observed covariates
x and the unobserved confounder u.

The insight is that we can posit a sensitivity model by defining a distribution on g̃ directly. We
choose:

g̃(X,U)|X ∼ Beta(g(X)(1/α− 1), (1− g(X))(1/α− 1)).

That is, the full propensity score g̃(X,U) for each unit is assumed to be sampled from a Beta
distribution centered at the observed propensity score g(X). The sensitivity parameter α plays the
same role as in Imbens’ model: it controls the influence of the unobserved confounder U on treatment
assignment. When α is close to 0 then g̃(X,U)|X is tightly concentrated around g(X), and the
unobserved confounder has little influence. That is, U minimally affects our belief about who is
likely to receive treatment. Conversely, when α is close to 1 then g̃ concentrates near 0 and 1; i.e.,
knowing U would let us accurately predict treatment assignment. Indeed, it can be shown that α is
the change in our belief about how likely a unit was to have gotten the treatment, given that they
were actually observed to be treated (or not):

α = E[g̃(X,U)|A = 1]− E[g̃(X,U)|A = 0]. (36.102)

With the g̃ model in hand, we define the Austen sensitivity model as follows:

g̃(X,U)|X ∼ Beta(g(X)(1/α− 1), (1− g(X))(1/α− 1)) (36.103)
A|X,U ∼ Bern(g̃(X,U)) (36.104)

E[Y |A,X,U ] = Q(A,X) + δ
(
logitg̃(X,U)− E[logitg̃(X,U)|A,X]

)
. (36.105)

This model has been constructed to satisfy the requirement that the propensity score and conditional
expected outcome are the g and Q actually present in the observed data:

P(A = 1|X) = E[E[T |X,U ]|X] = E[g̃(X,U)|X] = g(X)

E[Y |A,X] = E[E[Y |A,X,U ]|A,X] = Q(A,X).

The sensitivity parameters are α, controlling the dependence between the unobserved confounder the
treatment assignment, and δ, controlling the relationship with the outcome.

Bias We now turn to calculating the bias induced by unobserved confounding. By assumption, X
and U together suffice to render the average treatment effect identifiable as:

ATE = E[E[Y |A = 1, X, U ]− E[Y |A = 0, X, U ]].

Plugging in our sensitivity model yields,

ATE = E[Q(1, X)−Q(0, X)] + δ(E[logitg̃(X,U)|X,A = 1]− E[logitg̃(X,U)|X,A = 0]).

The first term is the observed-data estimate τ , so

bias = δ(E[logitg̃(X,U)|X,A = 1]− E[logitg̃(X,U)|X,A = 0]).

Then, by invoking beta-Bernoulli conjugacy and standard beta identities,11 we arrive at,

11. We also use the recurrence relation ψ(x+ 1)− ψ(x) = 1/x, where ψ is the digamma function.
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Theorem 6. Under the Austen sensitivity model, Equation (36.105), an unobserved confounder with
influence α and δ induces bias in the estimated treatment effect equal to

bias =
δ

1/α− 1
E
[ 1

g(X)
+

1

1− g(X)
].

That is, the amount of bias is determined by the sensitivity parameters and by the realized
propensity score. Notice that more extreme propensity scores lead to more extreme bias in response
to unobserved confounding. This means, in particular, that conditioning on a covariate that affects
the treatment but that does not directly affect the outcome (an instrument) will increase any bias
due to unobserved confounding. This general phenomena is known as z-bias.

Sensitivity parameters The Austen model provides a formalization of confounding strength
in terms of the parameters α and δ and tells us how much bias is induced by a given strength of
confounding. This lets us translate judgments about confounding strength to judgments about bias.
However, it is not immediately obvious how to translate qualitative judgements such as “I think any
unobserved confounder would be much less important than age” to judgements about the possible
values of the sensitivity parameters.

First, because the scale of δ is not fixed, it may be difficult to compare the influence of potential
unobserved confounders to the influence of reference variables. To resolve this, we reexpress the
outcome-confounder strength in terms of the (non-parametric) partial coefficient of determination:

R2
Y,par(α, δ) = 1− E(Y − E[Y |A,X,U ])2

E(Y −Q(A,X))2
.

The key to computing the reparameterization is the following result

Theorem 7. Under the Austen sensitivity model, Equation (36.105), the outcome influence is

R2
Y,par(α, δ) = δ2

1∑

a=0

E
[
ψ1

(
g(X)a(1− g(X))1−a(1/α− 1) + 1[A = a]

)]

E[(Y −Q(A,X))2]
,

where ψ1 is the trigamma function.

See Veitch and Zaveri [VZ20] for the proof.
By design, α — the strength of confounding influence on on treatment assignment — is already

on a fixed, unitless scale. However, because the measure is tied to the model it may be difficult
to interpret, and it is not obvious how to compute reference confounding strength values from the
observed data. The next result clarifies these issues.

Theorem 8. Under the Austen sensitivity model, Equation (36.105),

α = 1− E[g̃(X,U)(1− g̃(X,U))]

E[g(X)(1− g(X))]
.

See Veitch and Zaveri [VZ20] for the proof. That is, the sensitivity parameter α is measures how
much more extreme the propensity scores become when we condition on U . That is, α is a measure
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of the extra predictive power U adds for A, above and beyond the predictive power in X. It may
also be insightful to notice that

α = R2
A,par = 1− E[(A− g̃(X,U))2]

E[(A− g(X))2]
. (36.106)

That is, α is just the (non-parametric) partial coefficient of determination of U on A—the same
measure used for the outcome influence. (To see this, just expand the expectations conditional on
A = 1 and A = 0).

Estimating bias In combination, Theorems 6 and 7 yield an expression for the bias in terms of α
and R2

Y,par. In practice, we can estimate the bias induced by confounding by fitting models for Q̂
and ĝ and replacing the expectations by means over the data.

36.7.2.1 Calibration using observed data

The analyst must make judgments about the influence a hypothetical unobserved confounder might
have on treatment assignment and outcome. To calibrate such judgments, we’d like to have a reference
point for how much the observed covariates influence the treatment assignment and outcome. In the
sensitivity model, the degree of influence is measured by partial R2

Y and α. We want to measure the
degree of influence of an observed covariate Z given the other observed covariates X\Z.

For the outcome, this can be measured as:

R2
Y ·Z|T,X\Z ≜ 1− E(Y −Q(A,X))2

E(Y − E[Y |A,X\Z])2 .

In practice, we can estimate the quantity by fitting a new regression model Q̂Z that predicts Y from
A and X\Z. Then we compute

R2
Y ·Z|T,X\Z = 1−

1
n

∑
i(yi − Q̂(ti, xi))

2

1
n

∑
i(yi − Q̂Z(ti, xi\zi))2

.

Using Theorem 8, we can measure influence of observed covariate Z on treatment assignment given
X\Z in an analogous fashion to the outcome. We define gX\Z(X\Z) = P(A = 1|X\Z), then fit a
model for gX\Z by predicting A from X\Z, and estimate

α̂Z|X\Z = 1−
1
n

∑
i ĝ(xi)(1− ĝ(xi))

1
n

∑
i ĝX\Z(xi\zi)(1− ĝX\Z(xi\zi))

.

Grouping covariates The estimated values α̂X\Z and R̂2
Y,X\Z measure the influence of Z condi-

tioned on all the other confounders. In some cases, this can be misleading. For example, if some piece
of information is important but there are multiple covariates providing redundant measurements,
then the estimated influence of each covariate will be small. To avoid this, group together related
or strongly dependent covariates and compute the influence of the entire group in aggregate. For
example, grouping income, location, and race as ‘socioeconomic variables’.
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36.7.2.2 Practical use

We now have sufficient results to produce Austen plots such as Figure 36.7. At a high level, the
procedure is:

1. Produce an estimate τ̂ using any modeling tools. As a component of this, estimate the propensity
score ĝ and conditional outcome model Q̂.

2. Pick a level of bias that would suffice to change the qualitative interpretation of the estimate (e.g.,
the lower bound of a 95% confidence interval).

3. Plot the values of α and R2
Y,par that would suffice to induce that much bias. This is the black

curve on the plot. To calculate these values, use Theorems 6 and 7 together with the estimated ĝ
and Q̂.

4. Finally, compute reference influence level for (groups of) observed covariates. In particular, this
requires fitting reduced models for the conditional expected outcome and propensity that do not
use the reference covariate as a feature.

In practice, an analyst only needs to do the model fitting parts themselves. The bias calculations,
reference value calculations, and plotting can be done automatically with standard libraries.12.

Austen plots are predicated on Equation (36.105). This assumption replaces the purely parametric
Equation (36.98) with a version that eliminates any parametric requirements on the observed data.
However, we emphasize that Equation (36.105) does, implicitly, impose some parametric assumption
on the structural causal relationship between U and A, Y . Ultimately, any conclusion drawn from
the sensitivity analysis depends on this assumption, which is not justified on any substantive grounds.
Accordingly, such sensitivity analyses can only be used to informally guide domain experts. They
do not circumvent the need to thoroughly adjust for confounding. This reliance on a structural
assumption is a generic property of sensitivity analysis.13 Indeed, there are now many sensitivity
analysis models that allow the use of any machine learning model in the data analysis [e.g., RRS00;
FDF19; She+11; HS13; BK19; Ros10; Yad+18; ZSB19; Sch+21a]. However, none of these are yet in
routine use in practice. We have presented Austen plots here not because they make an especially
virtuous modeling assumption, but because they are (relatively) easy to understand and interpret.

Austen plots are most useful in situations where the conclusion from the plot would be ‘obvious’
to a domain expert. For instance, in Figure 36.7, we can be confident that an unobserved confounder
similar to socioeconomic status would not induce enough bias to change the qualitative conclusion.
By contrast, Austen plots should not be used to draw conclusions such as, “I think a latent confounder
could only be 90% as strong as ‘age’, so there is evidence of a small non-zero effect”. Such nuanced
conclusions might depend on issues such as the particular sensitivity model we use, or finite-sample
variation of our bias and influence estimates, or on incautious interpretation of the calibration dots.
These issues are subtle, and it would be difficult resolve them to a sufficient degree that a sensitivity
analysis would make an analysis credible.

12. See github.com/vveitch/causality-tutorials/blob/main/Sensitivity_Analysis.ipynb.
13. In extreme cases, there can be so little unexplained variation in A or Y that only a very weak confounder could be
compatible with the data. In this case, essentially assumption free sensitivity analysis is possible [Man90].
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Calibration using observed data The interpretation of the observed-data calibration requires
some care. The sensitivity analysis requires the analyst to make judgements about the strength
of influence of the unobserved confounder U , conditional on the observed covariates X. However,
we report the strength of influence of observed covariate(s) Z, conditional on the other observed
covariates X\Z. The difference in conditioning sets can have subtle effects.

Cinelli and Hazlett [CH20] give an example where Z and U are identical variables in the true
model, but where influence of U given A,X is larger than the influence of Z given A,X\Z. (The
influence of Z given X\Z,U would be the same as the influence of U given X). Accordingly, an
analyst is not justified in a judgment such as, “I know that U and Z are very similar. I see Z has
substantial influence, but the dot is below the line. Thus, U will not undo the study conclusions”. In
essence, if the domain expert suspects a strong interaction between U and Z then naively eyeballing
the dot-vs-line position may be misleading. A particular subtle case is when U and Z are independent
variables that both strongly influence A and Y . The joint influence on A creates an interaction effect
between them when A is conditioned on (the treatment is a collider). This affects the interpretation
of R2

Y ·U |X,A. Indeed, we should generally be skeptical of sensitivity analysis interpretation when it is
expected that a strong confounder has been omitted. In such cases, our conclusions may depend
substantively on the particular form of our sensitivity model, or other unjustifiable assumptions.

Although the interaction problem is conceptually important, its practical significance is unclear.
We often expect the opposite effect: if U and Z are dependent (e.g., race and wealth) then omitting
U should increase the apparent importance of Z — leading to a conservative judgement (a dot
artifically towards the top right part of the plot).

36.8 The do-calculus

We have seen several strategies for identifying causal effects as parameters of observational distribu-
tions. Confounder adjustment (Section 36.4) relied only on the assumed causal graph (and overlap),
which specified that we observe all common causes of A and Y . On the other hand, instrumental
variable methods and difference-in-differences each relied on both an assumed causal graph and
partial functional form assumptions about the underlying structural causal model. Because functional
form assumptions can be quite difficult to justify on substantive grounds, it’s natural to ask when
causal identification is possible from the causal graph alone. That is, when can we be agnostic to the
particular functional form of the structural causal models?

There is a general “calculus of intervention”, known as the do-calculus, that gives a general
recipe for determining when the causal assumptions expressed in a causal graph can be used to
identify causal effects [Pea09c]. The do-calculus is a set of three rewrite rules that allows us to
replace statements where we condition on variables being set by intervention, e.g. P(Y |do(A = a)),
with statements involving only observational quantities, e.g. EX [P(Y |A = a,X)]. When causal
identification is possible, we can repeatedly apply the three rules to boil down our target causal
parameter into an expression involving only the observational distribution.

36.8.1 The three rules

To express the rules, let X, Y , Z, and W be arbitrary disjoint sets of variables in a causal DAG G.

“Probabilistic Machine Learning: Advanced Topics”. Online version. June 26, 2024



36.8. The do-calculus 1223

Rule 1 The first rule allows us to insert or delete observations z:

p(y|do(x), z, w) = p(y|do(x), w) if (Y ⊥ Z|X,W )GX (36.107)

where GX denotes cuting edges going into X, and (Y ⊥ Z|X,W )GX denotes conditional independence
in the mutilated graph. The rule follows from d-separation in the mutilated graph. This rule just
says that conditioniong on irrelevant variables leaves the distribution invariant (as we would expect).

Rule 2 The second rule allows us to replace do(z) with conditioning on (seeing) z. The simplest
case where can do this is: if Z is a root of the causal graph (i.e., it has no causal parents) then
p(y|do(z)) = p(y|z). The reason is that the do operator is equivalent to conditioning in the mutilated
causal graph where all the edges into Z are removed, but, because Z is a root, the mutilated graph
is just the original causal graph. The general form of this rule is:

p(y|do(x),do(z), w) = p(y|do(x), z, w) if (Y ⊥ Z|X,W )GXZ (36.108)

where GXZ cuts edges going into X and out of Z. Intutively, we can replace do(z) by z as long as
there are no backdoor (non-directed) paths between z and y. If there are in fact no such paths, then
cutting all the edges going out of Z will mean there are no paths connecting Z and Y , so that Y ⊥⊥ Z.
The rule just generalizes this line of reasoning to allow for extra observed and intervened variables.

Rule 3 The third rule allows us to insert or delete actions do(z):

p(y|do(x),do(z), w) = p(y|do(x), w) if (Y ⊥ Z|X,W )G
XZ∗ (36.109)

where GXZ∗ cuts edges going into X and Z∗, and where Z∗ is the set of Z-nodes that are not
ancestors of any W -node in GX . Intuitively, this condition corresponds to intervening on X, and
checking whether the distribution of Y is invariant to any intervention that we could apply on Z.

36.8.2 Revisiting backdoor adjustment

We begin with a more general form of the adjustment formula we used in Section 36.4.
First, suppose we observe all of A’s parents, call them X. For notational simplicity, we’ll assume

for the moment that X is discrete. Then,

p(Y = y|do(A = a)) =
∑

x

p(Y = y|x,do(A = a))p(x|do(A = a)) (36.110)

=
∑

x

p(Y = y|x,A = a)p(x). (36.111)

The first line is just a standard probability relation (marginalizing over x). We are using causal
assumptions in two ways in the second line. First, p(x|do(A = a)) = p(x): the treatment has
no causal effect on X, so interventions on A don’t change the distribution of X. This is rule 3,
Equation (36.109). Second, p(Y = y|x,do(A = a)) = p(Y = y|x,A = a). This equality holds because
conditioning on the parents blocks all non-directed paths from A to Y , reducing the causal effect to
be the same as the observational effect. The equality is an application of rule 2, Equation (36.108).
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A M Y

U

Figure 36.8: Causal graph illustrating the frontdoor criterion setup. The effect of the treatment A on outcome
Y is entirely mediated by mediator M . This allows us infer the causal effect even if the treatment and outcome
are confounded by U .

Now, what if we don’t observe all the parents of A? The key issue is backdoor paths: paths
between A and Y that contain an arrow into A. These paths are the general form of the problem
that occurs when A and Y share a common cause. Suppose that we can find a set of variables S
such that (1) no node in S is a descendant of A; and (2) S blocks every backdoor path between A
and Y . Such a set is said to satisfy the backdoor criterion. In this case, we can use S instead X
in the adjustment formula, Equation (36.111). That is,

p(Y = y|do(A = a)) = ES [p(Y = y|S,A = a)]. (36.112)

The proof follows the invocation of rules 3 and 2, in the same way as for the case where S is just the
parents of A. Notice that requiring S to not contain any descendants of A means that we don’t risk
conditioning on any variables that mediate the effect, nor any variables that might be colliders —
either would undermine the estimate.

The backdoor adjustment formula generalizes the adjust-for-parents approach and adjust-for-all-
common-causes approach of Section 36.4. That’s because both the parents of A and the common
causes satisfy the backdoor criterion.

In practice, the full distribution p(Y = y|do(A = a)) is rarely used as the causal target. Instead,
we try to estimate a low-dimensional parameter of this distribution, such as the average treatment
effect. The adjustment formula immediately translates in the obvious way. If we define

τ = ES [E[Y |A = 1, S]− E[Y |A = 0, S]],

then we have that ATE = τ whenever S satisfies the backdoor criteria. The parameter τ can then
be estimated from finite data using the methods described in Section 36.4, using S in place of the
common causes X.

36.8.3 Frontdoor adjustment

Backdoor adjustment is applicable if there’s at least one observed variable on every backdoor path
between A and Y . As we have seen, identification is sometimes still possible even when this condition
doesn’t hold. Frontdoor adjustment is another strategy of this kind. Figure 36.8 shows the causal
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structure that allows this kind of adjustment strategy. Suppose we’re interested in the effect of
smoking A on developing cancer Y , but we’re concerned about some latent genetic confounder U .

Suppose that all of the directed paths from A to Y pass through some set of variables M . Such
variables are called mediators. For example, the effect of smoking on lung cancer might be entirely
mediated by the amount of tar in the lungs and measured tissue damage. It turns out that if all
such mediators are observed, and the mediators do not have an unobserved common cause with A or
Y , then causal identification is possible. To understand why this is true, first notice that we can
identify the causal effect of A on M and the causal effect of M on A, both by backdoor adjustment.
Further, the mechanism of action of A on Y is: A changes M which in turn changes Y . Then, we
can combine these as:

p(Y |do(A = a)) =
∑

m

p(Y |do(M = m))p(M = m|do(A = a)) (36.113)

=
∑

m

∑

a′

p(Y |a′,m)p(a′)p(m|a) (36.114)

The second line is just backdoor adjustment applied to identify each of the do expressions (note that
A blocks the M -Y backdoor path through U).

Equation (36.114) is called the front-door formula [Pea09b, §3.3.2]. To state the result in more
general terms, let us introduce a definition. We say a set of variables M satisfies the front-door
criterion relative to an ordered pair of variables (A, Y ) if (1) M intercepts all directed paths from
A to Y ; (2) there is no unblocked backdoor path from A to M ; and (3) all backdoor paths from M
to Y are blocked by A. If M satisfies this criterion, and if p(A,M) > 0 for all values of A and M ,
then the causal effect of A on Y is identifiable and is given by Equation (36.114).

Let us interpret this theorem in terms of our smoking example. Condition 1 means that smoking
A should have no effect on cancer Y except via tar and tissue damage M . Conditions 2 and 3 mean
that the genotype U cannot have any effect on M except via smoking A. Finally, the requirement
that p(A,M) > 0 for all values implies that high levels of tar in the lungs must arise not only due to
smoking, but also other factors (e.g., pollutants). In other words, we require p(A = 0,M = 1) > 0 so
we can assess the impact of the mediator in the untreated setting.

We can now use the do-calculus to derive the frontdoor criterion; following [PM18b, p236]. Assuming

Author: Kevin P. Murphy. (C) MIT Press. CC-BY-NC-ND license



1226 Chapter 36. Causality

the causal graph G shown in Figure 36.8:

p(y|do(a)) =
∑

m

p(y|do(a),m)p(m|do(a)) (probability axioms)

=
∑

m

p(y|do(a),do(m))p(m|do(a)) (rule 2 using GST )

=
∑

m

p(y|do(a),do(m))p(m|a) (rule 2 using GS)

=
∑

m

p(y|do(m))p(m|a) (rule 3 using GST∗)

=
∑

a′

∑

m

p(y|do(m), a′)p(a′|do(m))p(m|a) (probability axioms)

=
∑

a′

∑

m

p(y|m, a′)p(a′|do(m))p(m|a) (rule 2 using GT )

=
∑

a′

∑

m

p(y|m, a′)p(a′)p(m|a) (rule 3 using GT∗)

Estimation To estimate the causal distribution from data using the frontdoor criterion we need to
estimate each of p(y|m, a), p(a), and p(m|a). In practice, we can fit models p̂(y|m, a) by predicting
Y from M and A, and p̂(m|a) by predicting M from A. We can estimate p(a) by the empirical
distribution of A. Then,
∑

a′

∑

m

p̂(a′)p̂(y|m, a′)p̂(m|a), (36.115)

We usually have more modest targets than the full distribution p(y|do(a)). For instance, we may
be content with just estimating the average treatment effect. It’s straightforward to derive a formula
for this using the frontdoor adjustment. Similarly to backdoor adjustment, more advanced estimators
of the ATE through frontdoor effect are possible in principle. For example, we might combine fitted
models for E[Y |m, a] and P(M |a). See Fulcher et al. [Ful+20] for an approach to robust estimation
via front door adjustment, as well as a generalization of the front door approach to more general
settings.

36.9 Further reading

There is an enormous and growing literature on the intersection of causality and machine learning.
First, there are many textbooks on theoretical and practical elements of causal inference. These

include Pearl [Pea09c], focused on causal graphs, Angrist and Pischke [AP08], focused on econometrics,
Hernán and Robins [HR20b], with roots in epidemiology, Imbens and Rubin [IR15], with origin in
statistics, and Morgan and Winship [MW15], for a social sciences perspective. The introduction to
causality in Shalizi [Sha22, §7] is also recommended, particularly the treatment of matching.

Double machine-learning has featured prominently in this chapter. This is a particular instantiation
of non-parametric estimation. This topic has substantial theoretical and practical importance in
modern causal inference. The double machine learning work includes estimators for many commonly
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encountered scenarios [Che+17e; Che+17d]. Good references for a lucid explanation of how and
why non-parametric estimation works include [Ken16; Ken17; FK21]. Usually, the key guarantees of
non-parametric estimator are asymptotic. Generally, there are many estimators that share optimal
asymptotic guarantees (e.g., the AIPTW estimator given in Equation (36.30)). Although these are
asymptotically equivalent, in finite samples their behavior can be very different. There are estimators
that preserve asymptotic guarantees but aim to improve performance in practical finite sample
regimes [e.g., vR11].

There is also considerable interest in the estimation of heterogeneous treatment effects. The
question here is: what effect would this treatment have when applied to a unit with such-and-such
specific characteristics? E.g., what is the effect of this drug on women over the age of 50? The causal
identification arguments used here are more-or-less the same as for the estimation of average case
effects. However, the estimation problems can be substantially more involved. Some reading includes
[Kün+19; NW20; Ken20; Yad+21].

There are several commonly applicable causal identification and estimation strategies beyond the
ones we’ve covered in this chapter. Regression discontinuity designs rely on the presence of
some sharp, arbitrary non-linearity in treatment assignment. For example, eligibility for some aid
programs is determined by whether an individual has income below or above a fixed amount. The
effect of the treatment can be studied by comparing units just below and just above this threshhold.
Synthetic controls are a class of methods that try to study the effect of a treatment on a given
unit by constructing a synthetic version of that unit that acts as a control. For example, to study the
effect of legislation banning smoking indoors in California, we can construct a synthetic California
as a weighted average of other states, with weights chosen to balance demographic characteristics.
Then, we can compare the observed outcome of California with the outcome of the synthetic control,
constructed as the weighted average of the outcomes of the donor states. See Angrist and Pischke
[AP08] for a textbook treatment of both strategies. Closely related are methods that use time series
modeling to create synthetic outcomes. For example, to study the effect of an advertising campaign
beginning at time T on product sales Yt, we might build a time series model for Yt using data in the
t < T period, and then use this model to predict the values of (Ŷt)t>T we would have seen had the
campaign not been run. We can estimate the causal effect by comparing the factual, realized Yt to
the predicted, counterfactual, Ŷt. See Brodersen et al. [Bro+15] for an instantiation of this idea.

In this chapter, our focus has been on using machine learning tools to estimate causal effects.
There is also a growing interest in using the ideas of causality to improve machine learning tools.
This is mainly aimed at building predictors that are robust when deployed in new domains [SS18b;
SCS19; Arj+20; Mei18b; PBM16a; RC+18; Zha+13a; Sch+12b; Vei+21] or that do not rely on
particular ‘spurious’ correlations in the training data [RPH21; Wu+21; Gar+19; Mit+20; WZ19;
KCC20; KHL20; TAH20; Vei+21].
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bivariate Gaussian, 22
black box attack, 765
black swan event, 69
blackbox, 454
blackbox EP, 480
blackbox matrix-matrix multiplica-

tion, 713
blackbox shift estimation, 748
blackbox variational inference, 454
blind inverse problem, 933
blind source separation, 967
block length, 251
block stacking, 1163
blocked Gibbs sampling, 511
BLOG, 211
BN, 633
BNP, 1043
BOA, 311
Bochner’s theorem, 686
BOCPD, 1001
Boltzmann machine, 172
Boltzmann policy, 1144
bond variables, 515
Bonnet’s theorem, 276, 285
boolean satisfiability problems, 305
bootstrap, 73
bootstrap filter, 549
bootstrap sampling, 656
bootstrapping, 1143, 1147
Borel sigma-algebra, 6
Borel sigma-field, 6
borrow statistical strength, 108
bottom-up inference model, 806
bound optimization, 287, 289
Box-Muller, 487
BP, 401
branching factor, 238
Bregman divergence, 233, 234
Brier score, 578
BRMS, 594
Brownian motion, 522, 523, 684,

1003
Brownian noise, 533, 873
BSS, 967
BSTS, 1022
BTT, 134
bucket elimination, 428
BUGS, 505
building blocks, 311, 629
burn-in phase, 524
burn-in time, 499
BYOL, 1063

calculus of intervention, 1222
calculus of variations, 43
calibrated, 578
calibration set, 586
canonical correlation analysis, 952,

1049
canonical form, 25, 34
canonical link function, 592
canonical parameters, 25, 34, 38,

177
CAQL, 1128
cart-pole swing-up, 1162
cascaded generation, 882
casino HMM, 977

CASP, 170
catastrophic forgetting, 760
categorical, 9
categorical distribution, 84
categorical PCA, 953, 963
CatPCA, 953
Cauchy, 12
Cauchy sequence, 697
causal classifier, 142
causal convolution, 818
causal DAGs, 735
causal discovery, 1041
Causal graphs, 1182
causal hierarchy, 216
causal impact, 217, 1027
Causal inference, 1179
causal Markov assumption, 212
causal model, 618
causal models, 212
causal prediction, 735
causal representation learning,

1065
causally sufficient, 212
causes, 617
causes of effects, 215
CAVI, 456, 456
cavity distribution, 479
CCA, 952
cdf, 6, 11
CEB, 255
CelebA, 779, 780, 789
Centered kernel alignment (CKA),

1049
centering matrix, 92
central composite design, 718
central interval, 67
central limit theorem, 485, 727
central moment, 13
centroid estimator, 1106
certify, 767
ceteris paribus, 217
chain components, 199
chain compositions, 266
chain graph, 182, 199, 200
chain rule, 265
chance nodes, 1107
change of variables, 44
changepoint detection, 738, 999,

1001
channel coding, 219, 251
channel coding theorem, 426
Chapman-Kolmogorov, 48
Chapman-Kolmogorov equation,

361
characteristic length scale, 683
ChatGPT, 821
Chernoff-Hoeffding inequality,

1120
chi-squared distance, 57
chi-squared distribution, 14
chi-squared test, 140
children, 143
choice theory, 619
Cholesky decomposition, 487
Chomsky normal form, 189, 190
chordal, 195
Chow-Liu algorithm, 311

chromosomes, 308
CI, 143
circuits, 268
circular flow, 840
circular normal, 18
citation matching, 211
CKF, 385
clamped phase, 184, 849
class imbalance, 610
class incremental learning, 758
classical statistics, 72
classifier guidance, 882
classifier-free guidance, 882
Claude Shannon, 247
clausal form, 209
click through rate, 1114, 1117
clinical trials, 1117
CLIP, 823, 1062
clique, 165
clique tree, 434
cliques, 431
closed world assumption, 211,

1014
closing the loop, 561
closure, 180
cluster variational method, 424
clustering, 926
CMA-ES, 313, 1164
CMGF, 386
CNN, 640
co-information, 241
co-parents, 153
coalescence, 550
cocktail party problem, 967
code words, 247
codebook, 811
codebook loss, 812
codewords, 219
coffee, lemon, milk, and tea, 322
cold posterior, 662
collapsed, 161, 450
collapsed Gibbs sampler, 511
collapsed particles, 557
collective classification, 209
collider, 149, 1183
collocation, 1161
coloring, 505
commitment loss, 813
common corruptions, 733
common random number, 1163
common random numbers, 494
common random numbers trick, 453
compact support, 713
Compactness, sparsity, 1083
compatible, 1159
complement rule, 7
complementary log-log, 592
complete, 697
complete data, 183
Completeness, 1083, 1085
complexity penalty, 125
complier average treatment effect,

1206
components, 1019
composite likelihood, 185
compositional pattern-producing

network, 765
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compressible, 257
compression lemma, 228
computation graph, 629
computation tree, 421
concave, 42
concentration inequality, 1120
concentration of measure, 768
concept drift, 757
concept shift, 676, 737
concrete distribution, 278
condensation, 549
conditional entropy bottleck, 255
conditional expected outcome,

1192
conditional GAN, 908
conditional generative model, 771,

773
Conditional generative models, 908
conditional independence, 143
conditional KL divergence, 223
conditional log marginal likelihood,

123
conditional moments, 386
conditional moments Gaussian fil-

tering, 386
conditional parallel trends, 1212
conditional probability, 7
conditional probability distribution,

144
conditional probability table, 145
conditional random field, 186, 1107
conditional random fields, 165, 166
conditional shift, 737
conditional value at risk, 1141
conditionally conjugate, 93
conditioner, 832, 833
conditioning case, 145
conditioning matrix, 273
conductance, 525
confidence interval, 67, 80
confidence score, 740
conformal prediction, 585, 661, 739,

740, 761
conformal score, 585
conformalized quantile regression,

588
confounder, 202
confounders, 1190
conical combination, 830
conjugate, 348
conjugate gradients, 712
conjugate prior, 29, 34, 65, 83, 83
conjugate priors, 71
conjunction of features, 846
conjunctive normal form, 209
consensus sequence, 982
conservative policy iteration, 1157
constant symbols, 209
contact map, 170
content addressable memory, 170
content constrained, 766
context free grammar, 189
context variables, 752
Context., 1071
contextual bandit, 1116
contingency table, 140
continual learning, 670, 743, 756

continuation method, 540
continuing task, 1125
continuous normalizing flow, 876
continuous task-agnostic learning,

758
continuous time, 873
continuous-discrete SSM, 1003
continuous-ranked probability

score, 1032
continuous-time flows, 840
contraction, 1129
contrastive divergence, 184, 848
contrastive learning, 1060
Contrastive multiview coding, 1061
Contrastiveness, 1085
control, 1111
control as inference, 1173
control theory, 1125
control variate, 495, 534
control variates, 274, 455
controller, 1125
converge, 525
conversions, 1114
convex BP, 424
convex combination, 66
ConvNeXt, 640
convolution, 631
convolutional layer, 632
convolutional Markov model, 819
convolutional neural network, 640,

818
convolutional neural networks, 192
cooling schedule, 541
cooperative cut, 328
coordinate ascent variational infer-

ence, 456, 456
coreset, 703
correlated topic model, 963
correlation coefficient, 23
correspondence, 1013
cosine distance, 18
cosine kernel, 685
count-based exploration, 1144
counterfactual, 1027
Counterfactual queries, 1186
counterfactual question, 215
coupled HMM, 998
coupling flows, 831
coupling layer, 831
covariance function, 679
covariance graph, 201, 246
covariance inflation, 390
covariance matrix, 22
covariate shift, 736
coverage, 80, 586
Cox process, 701
Cox’s theorem, 7
CPD, 144
CPPN, 765
CPT, 145
CQR, 588
credible interval, 67, 67, 90
CRF, 165, 186
CRFs, 166
critic, 891
critical temperature, 168, 516
critical value, 131

cross correlation, 631
cross entropy, 231, 237
cross entropy method, 310
cross fitting, 1196
cross validation, 122
cross-entropy method, 312, 569,

1161
cross-stitch networks, 750
crossover, 308
crowd computing, 1132
CRPS, 1032
CTR, 1117
cubature, 483
cubature Kalman filter, 385
cubatures, 385
cumulants, 39
cumulative distribution function, 6,

11
cumulative regret, 1123
cumulative reward, 1116
curse of dimensionality, 776, 1129
curse of horizon, 1170
curved exponential family, 34
CV, 455
cycle consistency, 916
cyclical annealing, 803

d-separated, 149
D3PM, 883
D4PG, 1159
DAGs, 143
DALL-E, 822
DALL-E 2, 823
damped updates, 459
damping, 421, 481
dark knowledge, 662
DARN, 147
data assimilation, 388
data association, 1013
data augmentation, 621, 744
data cleaning, 739
Data compression, 247
data compression, 219, 775, 780
data generating process, 1, 736
data processing inequality, 229,

239
data tempering, 545
data-driven MCMC, 504
dataset shift, 733
daydream phase, 477
DBL, 645
DBN, 174, 999
DCGAN, 911
DDIM, 878
DDP, 1161
DDPG, 1159
DDPMs, 863
de Finetti’s theorem, 72
dead leaves, 932
decision diagram, 1107
decision nodes, 1107
decision procedure, 1101
decision theory, 1101
decision tree, 1109
declarative approach, 212
decoder, 641, 787, 925
decomposable, 184, 195, 432
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decompose, 157
decoupled EKF, 673
deduction, 81
deep autoregressive network, 147
deep Bayesian learning, 645
deep belief network, 174
deep Boltzmann machine, 174
deep Boltzmann network, 174
deep CCA, 952
deep deterministic policy gradient,

1159
deep ensembles, 656
Deep Factors, 1032
deep fakes, 773, 914
deep Gaussian process, 729
deep generative model, 147
deep generative models, 771
deep image prior, 649
Deep kernel learning, 724
deep latent Gaussian model, 787
deep latent variable model, 787
deep learning, 1, 629
deep Markov model, 1033
deep neural network, 629
deep PILCO, 1163
deep Q-network, 1150
deep state-space model, 1033
deep submodular function, 328
deep unfolding, 428
DeepAR, 1032
DeepGLO, 1032
DeepSSM, 1031
default prior, 102
deformable parts model, 193
degenerate kernel, 690
degree of normality, 12
degrees of freedom, 12, 87, 126
deleted interpolation, 116
delta function, 70
delta VAE, 804
demand forecasting, 1024
denoising autoencoder, 1058
denoising diffusion probabilistic

models, 863
denoising score matching, 853
DenseFlow, 773
density estimation, 775
density model, 741
density ratio estimation, 61
derivative function, 263
derivative operator, 263
Derivative-free optimization, 304
detailed balance, 501
detailed balance equations, 55
determinantal point process, 412
deterministic ADVI, 453
deterministic annealing, 989
deterministic inducing conditional,

706
deterministic policy gradient theo-

rem, 1158
deterministic training conditional,

707
deviance, 125
DFO, 304
DGP, 1, 729
diagonal covariance matrix, 23

diameter, 418
DIC, 706
dictionary learning, 973
diffeomorphism, 826
difference in differences, 1210
differentiable CEM, 312
differentiable simulators, 890
differential dynamic programming,

1161
differential entropy, 235
diffrax, 877
diffuse prior, 102
diffusion coefficient, 873
diffusion coefficients, 1004
diffusion kernel, 865
diffusion matrix, 523
diffusion models, 771, 863
diffusion process, 863
diffusion term, 522, 522
digamma function, 466
dilated convolution, 819
diminishing returns, 325
DINO, 1064
Dirac delta function, 68
direct coupling analysis, 170
direct method, 1167
directed acyclic graphs, 143
directed Gaussian graphical model,

148
Dirichlet, 20
Dirichlet distribution, 84
Dirichlet process mixture models,

468
discount factor, 1116, 1126, 1141
discrete task-agnostic learning, 758
discretized Gaussian, 886
discriminative model, 575
discriminative prediction, 735
discriminative reranking, 411
discriminator, 891
disease mapping, 701
disease transmission, 1039
disentangled, 794, 972, 1065
disentangled representation learn-

ing, 1048
dispersion parameter, 43
distillation, 662
distortion, 248
distributed representation, 173,

997
distribution free, 585
distribution shift, 733, 767, 1166
distributional particles, 557
distributional RL, 1152, 1159
distributionally robust optimiza-

tion, 744
diverged, 519
divergence metric, 55
DLGM, 787
DLM, 1019
DLVM, 787
DNN, 629
do-calculus, 1182, 1222
do-notation, 1186
domain adversarial learning, 747
domain drift, 756
domain generalization, 676, 750

domain randomization, 1165
domain shift, 736
domains, 750
dominates, 1103
donor, 1030
Donsker-Varadhan, 228, 245
dot product attention, 636
dot product kernel, 687
double DQN, 1152
double loop algorithms, 422
double machine-learning, 1195
double Q-learning, 1150
double sided exponential, 12
doubly intractable, 182
doubly reparameterized gradient es-

timator, 474
doubly robust, 1169, 1196
downstream, 780
DPGM, 143
DQN, 1150
DRE, 61
Dreamer, 1165
drift coefficient, 873
dropout, 633
DTC, 707
dual EKF, 390
DualDICE, 1171
dueling DQN, 1152
dyna, 1161
dynamic Bayesian network, 999
dynamic embedded topic model,

964
dynamic linear model, 1006, 1019
dynamic programming, 348, 401,

1128
dynamic programming., 434
dynamic topic model, 964
dynamic VAE, 800
dynamical variational autoencoders,

1033
dynamics model, 359

E step, 289, 291
EA, 307
earning while learning, 1116
EB, 114
EBM, 771, 845
ECE, 579
ECM, 296
ECME, 296
EDA, 310
edge potentials, 177
edit distance, 984
effective dimensionality, 665
effective sample size, 529, 531, 553
effects of causes, 215
EI, 300
eigenfunction, 690
eigengap, 525
eight schools, 111
Einstein summation, 435
einsum, 432, 435
einsum networks, 206
EKF, 375
elastic weight consolidation, 671,

761
ELBO, 290, 353, 440
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elementwise flow, 828
eligibility traces, 1148
elimination order, 430
elite set, 308
ELPD, 124
EM, 289
EMNA, 311
empirical Bayes, 114, 648
empirical distribution, 230
empirical Fisher, 284
empirical MBR, 1107
empirical priors, 71
empirical risk, 576
empirical risk minimization, 273,

576
emulate, 569
encoder, 641
End-task., 1071
endogeneous, 212
energy, 166
energy based models, 771
energy disaggregation, 997
energy function, 307, 351, 845
energy score, 740
energy-based model, 166
Energy-based models, 845
EnKF, 388
ensemble, 634, 1135
ensemble Kalman filter, 388
ensemble square root filter, 389
ensembling, 121
entity resolution, 208
entropy, 234, 290
entropy sampling, 1134
entropy search, 302
environment, 1116, 1124
environments, 750
EP, 478
epidemiology, 550
episodic task, 1125
epistemic uncertainty, 70, 582
EPLL, 931
epsilon-greedy, 1144
epsiode, 1125
equal odds, 1107
equal opportunity, 1107
equilibrium distribution, 52
equivalent sample size, 65
ergodic, 54
ERM, 273, 576
error correcting codes, 251, 425
error correction, 219
error-correcting codes, 205
ES-RNN, 1031
ESS, 529, 553
estimated potential scale reduction,

529
estimation of distribution, 310
estimation of multivariate normal

algorithm, 311
estimator, 73, 73, 1101
Etsy, 984
EUBO, 474
Euler approximation, 533
Euler’s method, 518, 841, 876
Euler-Maruyama, 874, 876
event space, 5

evidence, 63, 69, 119, 353
evidence lower bound, 290, 353,

440
evidence maximization, 648
evidence procedure, 114
evidence upper bound, 474
Evolution strategies, 312
evolutionary algorithm, 307
evolutionary programming, 310
evolutionary search, 304
EWC, 671
excess kurtosis, 13
exchangeable, 162, 964
exchangeable with, 108
Exclusion restriction, 1203
exclusive KL, 225
execution traces, 212
exogenous, 212
exp-sine-squared kernel, 685
expanded parameterization, 929
expectation backpropagation, 673
expectation maximization, 289
expectation propagation, 398, 478
expected calibration error, 579
expected complete data log likeli-

hood, 291
expected free energy, 1176
expected improvement, 300
expected LPPD, 124
expected patch log likelihood, 931
expected sufficient statistics, 160,

291
expectimax, 259
experience replay, 761, 1150
explainability, 216
explaining away, 93, 146, 151, 155,

243
explicit duration HMM, 994
explicit layers, 638
explicit probabilistic models, 889
exploration bonus, 1120, 1145
exploration-exploitation tradeoff,

1111, 1117, 1144
exponential cooling schedule, 541
exponential dispersion family, 43
exponential distribution, 14
exponential family, 33, 34, 44, 99
exponential family factor analysis,

952
exponential family harmonium, 173
exponential family PCA, 952
exponential family state-space

model, 1017
Exponential linear unit, 631
exponentiated quadratic, 682
extended Kalman filter, 375, 376,

1017
extended Kalman smoother, 379
extended particle filter, 555
extended RTS smoother, 379
external field, 168
external validity, 735
extrapolation, 715
extrinsic variables, 463

f-divergence, 55
f-divergence max-ent IRL, 1178

F-statistic, 139
factor, 139, 165
factor analysis, 162
factor graph, 202, 418, 426
factor loading matrix, 163, 936
factor of variation, 794
factor rotations problem, 939
factorial HMM, 471, 997
factorization property, 154
FAIRL, 1178
fairness, 216, 1107
Faithfulness, fidelity, 1082
family marginal, 160
fan-in, 268
fan-out, 265, 268
fantasy data, 850
Fast Fourier Transform, 408
fast geometric ensembles, 654
fast gradient sign, 764
fast ICA, 971
fast weights, 658
FastSLAM, 563
FB, 404
feature induction, 175
feature-based, 326
feedback loop, 1118
feedforward neural network, 639
ferromagnetic, 167
few-shot learning, 745
Feynman-Kac, 543
FFBS, 362
FFG, 204
FFJORD, 841
FFNN, 639
FGS, 764
FIC, 708
FID, 783
fill-in edges, 431
FiLM, 638
filter, 631
filter response normalization, 633
filtering, 359
filtering distribution, 403
filtering SMC, 570
filtering variational objective, 570
FIM, 75
fine-tuning, 1047
finite horizon, 1116
finite horizon problem, 1126
finite state machine, 1125
finite sum objective, 273
finite-state Markov chain, 47
first-order logic, 209
Fisher divergence, 852
Fisher information, 103
Fisher information matrix, 41, 75,

75, 103
FITC, 707
fitness, 308
fitness proportionate selection, 308
fitted value iteration, 1152
FIVO, 570
fixed effects, 624
Fixed lag smoothing, 360
fixed-form VI, 441
flat minima, 523, 663
flow cytometry, 777
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flow matching, 842, 878
folded over, 11
folds, 122
FOO-VB, 675
fooling images, 765
force, 535
forest plot, 111
fork, 149
formula syntax, 594
Forney factor graph, 204
Forney factor graphs, 202
forward adversarial inverse RL,

1178
forward-mode automatic differenti-

ation, 266
forwards algorithm, 403, 433, 983
forwards filtering backwards sam-

pling, 412
forwards filtering backwards

smoothing, 362
forwards kernel, 564
forwards KL, 225
forwards mapping, 923
forwards process, 863
forwards transfer, 760
forwards-backwards, 404, 434
founder variables, 940
Fourier basis, 973
Fourier transform, 686
Fréchet Inception distance, 783
Fréchet inception distance, 60
free bits, 804
free energy, 440
free energy principle, 1176
free-form VI, 441, 457
freeze-thaw algorithm, 304
frequentist decision theory, 1101
frequentist risk, 1101
frequentist sampling distribution,

598
frequentist statistics, 63, 72
friction, 535
front-door criterion, 1225
front-door formula, 1225
frustrated, 516
frustrated system, 167
Fubini’s theorem, 1103
full batch, 273
full conditional, 153, 505
full conditionals, 355
full conformal prediction, 586
full covariance matrix, 23
fully connected CRF, 191
fully connected layer, 630
fully independent conditional, 708
fully independent training condi-

tional, 707
function space, 694
functional, 261
functional causal model, 212
fundamental problem of causal in-

ference, 217
funnel shape, 113
funnel transformer, 800

g-prior, 598
GA, 308

GAE, 1156
GAIL, 919, 1178
GAM, 720
gamma distribution, 14
gamma function, 12, 17
GAN, 771
GANs, 889
GaP, 957
gap, 1123
gated recurrent unit, 642
Gauss-Hermite integration, 385
Gauss-Hermite Kalman filter, 385
Gaussian bandit, 1119, 1121
Gaussian Bayes net, 148
Gaussian copula, 1032
Gaussian distribution, 10
Gaussian filtering, 392
Gaussian graphical model, 177
Gaussian kernel, 682
Gaussian mixture model, 926
Gaussian MRF, 177
Gaussian process, 298, 679, 1043
Gaussian processes, 730, 1162
Gaussian quadrature, 385
Gaussian scale mixture, 294, 602,

928
Gaussian soap bubble, 23
Gaussian sum filter, 393
GELU, 631
GEM, 296
Gen, 212
GenDICE, 1171
general Gaussian filtering, 383
Generality, 1085
generalization, 781
generalized additive model, 720,

1031
generalized advantage estimation,

1156
generalized Bayesian inference, 577,

610
generalized belief propagation, 424
generalized CCA, 952
generalized EM, 296
generalized Gauss-Newton, 651
generalized linear mixed model,

624
generalized linear model, 589
generalized low rank models, 953
generalized policy improvement,

1131
generalized probit approximation,

614
generalized pseudo-Bayes filter, 393
generalized variational continual

learning, 675
generate and test, 504
generative adversarial imitation

learning, 1178
generative adversarial networks,

771, 889
generative AI, 773
generative design, 780
generative model, 771
generative neural samplers, 890
generative prediction, 735

Generative representation learning,
1055

generative weights, 968
generator networks, 890
genetic algorithm, 308
genetic programming, 308
geometric distribution, 10, 993
geometric path, 565
GGF, 383
GGM, 177
GGN, 651
GHKF, 385
Gibbs distribution, 166, 845
Gibbs kernel, 687
Gibbs posterior, 577
Gibbs sampling, 168, 355, 505
gist, 965
Gittins index, 1119
Glauber dynamics, 505
GLIE, 1149
GLM, 589
GLM predictive distribution, 660
GLMM, 624
global balance equations, 52
global latent variables, 346
global Markov property, 149, 179
global variables, 157
globally normalized, 188, 198
Glorot initialization, 646
GMM, 926
GMM-HMM, 978
GNNs, 643
goodness-of-fit, 55
GP, 298
GP-LVM, 954
GP-MPC, 1163
GP-UCB, 301
GPT, 821
GPT-2, 821
GPT-3, 821
gradient EM algorithm, 296
gradient sign reversal, 748
gradient-based meta-learning, 755
Gram matrix, 681
grammar VAE, 802
grammars, 189
grand mean, 139
graph neural networks, 643
graph surgery, 215, 1184
graphical lasso, 177, 1040
greatest common divisor, 53
greedy action, 1128
greedy search, 305
grid approximation, 351
grid search, 306
grid world, 1128
grid-based approximation, 398
ground network, 207
ground states, 167
ground terms, 206
group lasso, 603
group normalization, 633
GRU, 642
GSM, 928
guided cost learning, 1178
guided particle filter, 554
Gumbel distribution, 278
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Gumbel-max trick, 278
Gumbel-softmax, 814
Gumbel-softmax distribution, 278

half Cauchy, 12
half-Cauchy distribution, 604
half-edge, 204
half-normal distribution, 11
hallucinate, 822
Halton sequence, 497
Hamilton’s equations, 517
Hamiltonian, 517
Hamiltonian mechanics, 516
Hamiltonian Monte Carlo, 355,

516, 535, 615
Hamiltonian variational inference,

472
Hammersley-Clifford theorem, 166
Hamming distance, 1106
Hamming loss, 1105
hard clustering, 927
hard EM, 295
hard negative mining, 1062
hard tanh, 279
harmonic mean estimator, 121
harmonium, 172
Hastings correction, 500
hazard function, 1000
hBOA, 311
HDI, 68
HDP-HMM, 991
heads, 639
heat bath, 505
heavy tailed, 15
heavy tails, 15
Hebb’s rule, 849
Hebbian learning, 849
Hebbian term, 849
Hellinger distance, 57
Helmholtz machine, 788
Hessian free optimization, 284
heteroskedastic, 639
Heun’s method, 876
heuristic function, 1160
heuristic search, 1160
hidden Gibbs random field, 185
hidden Markov model, 402, 817,

976
hidden semi-Markov model, 994
hidden state, 817
hidden state predictive distribution,

361
hidden variables, 155, 289
hierarchical Bayesian model, 108,

623, 675
hierarchical Bayesian models, 531
hierarchical GLM, 624
hierarchical HMM, 995
hierarchical kernel learning, 719
hierarchical priors, 71
hierarchical VAE, 805
hierarchical variational model, 472
highest density interval, 68
highest posterior density, 67
Hilbert space, 697
hill climbing, 305
hindsight, 360

hinge-loss MRFs, 210
Hinton diagram, 50
Hinton diagrams, 945
histogram binning, 580
HMC, 109, 355, 516
HMM, 402, 976
HMM filter, 365
homogeneous, 47
Hopfield network, 170
horseshoe distribution, 929
horseshoe prior, 603
HPD, 67
HSMM, 994
Huffman coding, 247
Hungarian algorithm, 1014
Hutchinson trace estimator, 839
Hutter prize, 247
hybrid CNN-HMM, 980
hybrid MC, 516
hybrid system, 1011
hyper-parameters, 64
hypernetwork, 637
hyperparameters, 108
hypothesis test, 1114
hypothesis testing, 81, 131
Hyvärinen score function, 848

I-map, 149
I-projection, 227
IAF, 837
IBIS, 567
ICA, 968
ICM, 171
ID, 739
identifiable, 876, 1065, 1185
identification strategy, 1185
identified, 1185
identity uncertainty, 208
iid, 64, 72
image captioning, 773
image deblurring, 931
image denoising, 931
image imputation, 949
image inpainting, 931
image super-resolution, 931
image to image translation, 915
Image-text supervision, 1054
image-to-image, 773
image-to-image translation, 883
image-to-text, 773
Imagen, 823, 882
imagination-augmented agents,

1161
Imbens’ Sensitivity Model, 1215
Imitation learning, 1177
IMM, 394
implicit generative models, 782,

889
implicit layers, 638
implicit models, 569, 771
implicit probabilistic model, 889
implicit probabilistic models, 889
implicit probability distributions,

472
implicit probability model, 795
importance ratio, 1168
importance sampling, 354, 490

importance weighted autoencoder,
473

importance weighted autoencoders,
492

importance weights, 491
imputation, 776
impute, 142
in-context learning, 745, 821
in-distribution, 739
in-domain, 734
in-painting, 777
inception, 60
Inception score, 783
inclusive KL, 225
income inequality, 16
incomplete data, 185
incremental EM, 297
incremental importance weights,

547
incumbent, 300
independence sampler, 502
independent and identically dis-

tributed, 64
independent components analysis,

968
independent events, 8
independent t-test, 135
induced width, 432
inducing points, 705
induction, 81
inference, 63, 155, 345
inference compilation, 444
inference network, 444, 629, 787
infinite horizon, 1116
infinitely exchangeable, 72
infinitely wide neural networks, 648
influence curve, 1195
influence diagram, 215, 1107
influence model, 998
infomax, 972
InfoNCE, 245
InfoNCE loss, 1062
information arc, 1109
information bottleneck, 1066
information bottleneck principle,

252
information criterion, 125
information diagram, 239, 242
information diagrams, 240, 1137
information extraction, 188
information filter, 370
information form, 25, 38, 177
information gain, 221, 302, 1135
information processing, 219
information projection, 227, 392
information state, 1118
informative vector machine, 703
InfoVAE, 795, 805
inhomogeneous polynomial kernel,

687
injective, 44
INLA, 179
inner product, 696
innovation term, 366
input nodes, 268
inside outside, 997
inside-outside algorithm, 190
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instance normalization, 633
InstructGPT, 821
instrument monotonicity, 1206
Instrument relevance, 1203
Instrument unconfoundedness,

1203
instrumental variables, 1203
integral probability metric, 57
integrated risk, 1102
integrating out, 70
inter-causal reasoning, 151
interaction information, 241
interactive multiple models, 394
Interactivity, 1083
interpolated Kneser-Ney, 118
interpolator, 691
interrupted time series, 1027
intervention, 217
Interventional queries, 1186
interventions, 214, 1182
intrinsic uncertainty, 70
intrinsic variables, 463
invariant, 103, 501
invariant causal prediction, 752
invariant distribution, 52
invariant risk minimization, 752
inventory, 1026
inverse autoregressive, 836
inverse chi-squared distribution, 87
inverse gamma, 86, 596
inverse gamma distribution, 15
inverse mass matrix, 517, 520
inverse of a partitioned matrix, 25
inverse optimal control, 1177
inverse probability of treatment

weighted estimator,
1193

inverse probability theory, 63
inverse probability transform, 486
inverse reinforcement learning,

1177
inverse temperature, 565
inverse Wishart, 19, 91, 93
IPF, 184
IPLF, 387
IPLS, 387
IPM, 57
iResNet, 838
IRLS, 289, 593
IRM, 752
irreducible, 53
Ising model, 167, 169
Ising models, 506
isotonic regression, 580
isotropic covariance matrix, 23
Itô calculus, 873
iterated batch importance sampling,

567
iterated EKF, 377, 377
iterated EKS, 379, 387
iterated posterior linearization fil-

ter, 387
iterated posterior linearization

smoother, 387
iterative amortized inference, 445
iterative conditional modes, 171
iterative proportional fitting, 184

iteratively reweighted least squares,
593

IWAE, 473
IWAE bound, 473

Jacobi, 423
Jacobian, 44
Jacobian determinant, 826
Jacobian vector product, 855
Jacobian-vector product (JVP),

263
JAGS, 505
JamBayes, 1041
Jeffrey’s conditionalization rule,

232
Jeffrey’s prior, 70
Jeffreys prior, 89, 103
Jensen’s inequality, 222, 290, 473
JMLS, 1011
join tree, 434
JPDA, 1014
JTA, 434
judge fixed effects, 1204
jump Markov linear system, 1011
junction tree, 434
junction tree algorithm, 434

K-means clustering, 928
Kalahari, 599
Kalman Bucy filter, 370
Kalman filter, 359, 364, 365, 370,

1004, 1022
Kalman filter algorithm, 29
Kalman gain matrix, 29, 366
Kalman smoother, 359, 364, 1004
Kalman smoothing, 370, 964
KDE, 776
kernel, 500, 631
kernel basis function expansion,

606
kernel density estimation, 776
kernel function, 681, 697
kernel Inception distance, 783
kernel inception distance, 60
kernel mean embedding, 59
kernel ridge regression, 696, 698
kernel trick, 59, 690
kernelized Stein discrepancy, 860
keys, 635
KF, 365
KFAC, 283, 651
kinetic energy, 517
KISS, 720
KISS-GP, 714
KL annealing, 803
KL divergence, 221, 290
knots, 830
knowledge gradient, 303
known knowns, 739
known unknowns, 739
Kolmogorov axioms, 7
Kolmogorov complexity, 256
Kolmogorov–Smirnov test, 46
Krichevski-Trofimov estimator, 70
kriging, 680
Kronecker factored curvature, 651

Kruskal-Wallis test, 139
Krylov subspace methods, 712
KT estimator, 70
Kullback Leibler divergence, 56
Kullback-Leibler divergence, 221,

290
kurtosis, 13, 971

L0 norm, 601
L0 regularization, 601
L2, 697
L2 loss, 1104
label bias, 198
label shift, 737, 748
label smoothing, 581
label switching, 935, 989
ladder network, 807
lag, 360
Lagrange multipliers, 43
Lagrangian, 43
lambda-return, 1148
Langevin diffusion, 522, 533
Langevin MCMC, 848
Langevin Monte Carlo, 521
language models, 49
LapGAN, 912
Laplace approximation, 351, 612
Laplace bridge, 614, 660, 660
Laplace distribution, 12
Laplace Gaussian filter, 555
Laplace propagation, 480
Laplace’s rule of succession, 69
large language models, 822
lasso, 601, 602
latent Dirichlet allocation, 959
latent factor models, 925
latent factors, 923
latent Gaussian models, 179
latent overshooting, 1036
latent semantic analysis, 960
latent space arithmetic, 779
latent space interpolation, 779, 801
latent variable, 925
latent variable collapse, 810
latent variable model, 923, 925
law of iterated expectation, 1103
law of total probability, 8
layer, 630
layer normalization, 633
layers, 629
lazy training, 729
LBP, 417
LDA, 959
LDA-HMM, 965
LDM, 881
LDPC code, 425
LDS, 363, 1002
Leaky ReLU, 631
leapfrog integrator, 518
learned loss function, 910
learning, 1141
learning from demonstration, 1177
learning rate, 271
learning rate schedule, 272, 272
least confident sampling, 1134
least favorable prior, 1102
least mean squares, 1006
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leave-one-out cross validation, 122
LeCun initialization, 646
left-to-right, 408
left-to-right transition matrix, 48
legal reasoning, 216
Lempel Ziv, 257
length-scale, 682
leptokurtic, 13
level sets, 23
Levin complexity, 257
Levin search, 257
LG-SSM, 363, 1002
life-long learning, 756
lifted inference, 210
likelihood, 8, 63
likelihood ratio, 82, 132, 741
likelihood ratio gradient estimator,

274
likelihood tempering, 545
likelihood-free inference, 569, 890
lily pads, 978
limiting distribution, 53
linear discriminant analysis, 959
linear dynamical system, 363, 1002
Linear evaluation, 1046
linear flow, 828
linear Gaussian CPD, 148
linear Gaussian state space model,

363
linear Gaussian system, 28
linear layer, 630
linear programming, 1128
Linear regression, 594
linear regression bandit, 1119
linear-Gaussian CPD, 200
linear-Gaussian state-space model,

1002
linear-quadratic-Gaussian, 1161
linearization point, 263
link function, 589, 592
linkage learning, 311
Lipschitz constant, 57
LKJ distribution, 102
LLMs, 822
LM, 49
LMC, 521
LMS, 1006
local and global latent variables,

347
local average treatment effect, 1206
local evidence, 458
local factor, 478
local latent variables, 347
local level model, 1020
local linear trend, 1020
local Markov property, 154
local reparameterization trick, 652
local variables, 157
local+global, 1031
localist representation, 173
locally normalized, 188, 196, 198
locally optimal proposal distribu-

tion, 554
location-scale family, 106
log derivative trick, 274
log loss, 576, 578
log partition function, 34

log-derivative trick, 184
log-linear, 175
log-linear model, 175
log-odds score, 983
log-pointwise predictive-density,

124
log-returns, 1018
log-sum-exp trick, 934
logistic, 608
logistic distribution, 620, 970
logistic normal, 963
Logistic regression, 608
logistic regression bandit, 1119
logit adjusted softmax cross-

entropy loss, 610
logit adjustment, 610
logits, 609
long short term memory, 642
long tails, 15
LOO-CV, 122
lookahead function, 570
loopy belief propagation, 417, 426
Lorentz, 12
loss function, 1101
lossless compression, 247
lossy compression, 248
low discrepancy sequences, 497
low variance resampling, 552
low-density parity check code, 425
low-discrepancy sampler, 869
low-resource languages, 986
LPPD, 124
LQG, 1161
LSGM, 881
LSTM, 642
LVM, 925

M step, 289
M-complete, 119
M-open, 119
M-projection, 226
m-separation, 200
M2, 799
M4 forecasting competition, 1031
Möbius inversion formula, 243
machine translation, 773
MADE, 818
MAE, 1059
MAF, 836
Mahalanobis distance, 22
majorize-minimize, 287
MALA, 521
MAML, 755
manifestation shift, 737
Mann-Whitney U test, 138
MAP estimate, 409, 576, 1104
MAPIE, 585
MAR, 141
margin sampling, 1134
marginal calibration error, 579
marginal likelihood, 8, 63, 69, 99,

114, 119, 225
marginalization paradox, 133
marginalizing out, 70
Mariner 10, 370
Markov, 149
Markov assumption, 47, 817

Markov blanket, 153, 180, 505
Markov chain, 47
Markov chain Monte Carlo, 354,

499
Markov decision process, 1124
Markov kernel, 47
Markov logic network, 209
Markov mesh, 165
Markov model, 47, 817
Markov model of order n, 49
Markov network, 165
Markov random field, 165
Markovian SCM, 212
Martin-Löf randomness, 257
masked attention, 636
masked autoencoder, 1059
masked autoregressive flow, 836
masked convolution, 818
masked language modeling, 1058
masked language models, 887
MaskGIT, 887
Matérn kernel, 683
matching, 1197
matrix determinant lemma, 839
matrix inversion lemma, 26, 29, 366
matrix normal, 18
matrix normal inverse Wishart, 607
matrix vector multiplication, 712
max margin Markov networks, 194
max marginals, 416, 1105
max-product belief propagation,

416
maxent prior, 103
maximal clique, 165
maximal weight bipartite matching,

1014
maximization bias, 1149
maximizer of posterior marginals,

1105
maximizer of the max marginal,

416
maximizer of the posterior

marginal, 416
maximum a posteriori, 1104
maximum entropy, 102
maximum entropy Markov model,

188, 197
maximum entropy model, 43, 175
maximum entropy RL, 1174
maximum expected utility principle,

1102
maximum likelihood estimation,

576
maximum mean discrepancy, 57, 58,

796, 897
maximum risk, 1102
MBIE, 1145
MBIE-EB, 1145
MBRL, 1159
MCAR, 141
MCEM, 296
MCMC, 354, 499
MCTS, 1160
MDL, 126
MDP, 1124
mean canonical correlation, 1050
mean field, 354, 441, 456
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mean function, 589, 679
mean squared canonical correlation,

1050
mean value imputation, 776
measure, 697
measurement model, 359
measurement update step, 366
mediators, 1225
membership query synthesis, 1132
memetic algorithm, 310
MEMM, 198
MEMO, 749
memory methods, 761
mental model, 1084
Mercer kernel, 679, 681
Mercer’s theorem, 690
merit function, 300
MERL, 1174
message passing, 412
message passing algorithms, 401
messages, 401, 406
meta learning, 259
meta-data, 752
meta-learning, 753
Method., 1072
metric learning, 1062
Metrics., 1072
Metropoli-Hastings, 500
Metropolis adjusted Langevin algo-

rithm, 521
Metropolis within Gibbs, 510
Metropolis-Hastings, 307, 539
Metropolis-Hastings algorithm, 354
MH, 500
min-fill heuristic, 432
min-max, 900
min-max optimization problem,

744
min-weight heuristic, 432
minibatch, 273
minimal, 34
minimal I-map, 149
minimal representation, 35
minimal sufficient statistic, 240,

252, 252
minimally informative prior, 102
minimax estimator, 1102
minimum Bayes risk, 1107
minimum description length, 126
minimum mean squared error, 1104
minimum message length, 126
minorize-maximize, 287
missing at random, 141
missing completely at random, 141
missing data, 141, 289, 292
missing data mechanism, 141
missing not at random, 141
mixed effects model, 624
mixed graph, 200
mixed membership model, 958,

959
mixing matrix, 968
mixing time, 499, 524, 525
mixing weights, 99
mixture model, 925
mixture of Bernoullis, 928
mixture of beta distributions, 99

mixture of conjugate priors, 99
mixture of experts, 658, 846
mixture of factor analyzers, 943
mixture of Gaussians, 926
mixture of Kalman filters, 557
mixture proposal, 503
MLE, 576
MLP, 639
MM, 287
MMD, 57, 58, 796, 897
MMD VAE, 796
MMI, 241
MMM, 416
MMSE, 1104
MNAR, 141
MNIST, 779
MoCo, 1064
mode, 1104
mode collapse, 903
mode connectivity, 664
mode hopping, 903
mode-covering, 225
mode-seeking, 225
model checking, 128
model predictive control, 1160
model-agnostic meta-learning, 755
model-based approach, 1
model-based RL, 1141, 1143, 1159
model-free RL, 1141
modified Euler’s method, 518
Modularity, 1083
modus tollens, 81
MoG, 926
molecular graph structure, 802
moment matching, 42, 116, 184,

226, 383, 394, 479, 898
moment parameters, 25, 34
moment projection, 226, 392
monference, 788
Monte Carlo, 350
Monte Carlo approximation, 354
Monte Carlo control, 1146
Monte Carlo dropout, 634, 649
Monte Carlo EM, 296
Monte Carlo estimation, 1146
Monte Carlo integration, 483, 486
Monte Carlo methods, 483
Monte Carlo rollouts, 1143
Monte Carlo tree search, 1160
moralization, 181, 196
Mormons, 130
most probable explanation, 417
motion capture, 955
MPC, 1160
mPCA, 958
MPE, 417
MPM, 416, 1105
MQ-CNN, 1032
MRF, 165
multi-armed bandit, 1116
multi-entity Bayesian networks,

211
multi-head attention, 636
multi-headed DNN, 759
multi-information, 241
multi-level model, 108
multi-sample ELBO, 473

multi-scale, 809
multi-stage likelihood, 1026
multi-target tracking, 1012
multi-task learning, 749
multiclass logistic regression, 608
multiclass N-pair loss, 1062
multilayer perceptron, 639
multilevel model, 623
multimodal VAE, 796
multinomial coefficient, 9
multinomial diffusion, 883
multinomial distribution, 9, 84
Multinomial logistic regression, 609
multinomial logistic regression, 608
multinomial PCA, 958
multinomial probit, 623
multinomial resampling, 552
multiple hypothesis tracking, 1012,

1015
multiple imputation, 777
multiple kernel learning, 719
multiple mutual information, 241
multiple plays, 1117
multiple restarts, 989
multiple sequence alignment, 170,

983
multiplexer, 208
multiplication rule, 7
multiplicative interaction, 635
multiplicative interactions, 637
multiplicative layers, 637
multiplicative noise, 929
MultiSWAG, 656
multivariate Gaussian, 17, 22, 22
multivariate linear regression, 606
multivariate mutual information,

241
multivariate normal, 17, 22, 22
multivariate probit, 623
multivariate Student distribution,

17
multiview representation learning,

1060
mutation, 308
mutual information, 238
MuZero, 1161
MVAE, 796
MVM, 712
MVN, 17, 22
myopic, 1126, 1128

N-BEATS, 1032
N-best list, 411
n-gram model, 49
NADE, 818
NAGVAC, 652
NAGVAC-1, 449
naive Bayes classifier, 164
named entity extraction, 189
named variable, 261
nats, 224, 235
natural evolution strategies, 313
natural evolutionary strategies, 284
natural exponential family, 34
natural gradient, 233, 281, 971
natural gradient descent, 75, 279,

1157
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natural gradient Gaussian vari-
ational approximation,
449

natural language processing, 188
natural parameters, 25, 34, 38
Neal’s funnel, 532, 626
nearest neighbor data association,

1014
NEF, 34
negative binomial, 994
negative binomial distribution, 10
negative log likelihood, 576, 781
negative phase, 184
negative transfer, 750
Negative-free representation learn-

ing, 1063
negentropy, 971
neighbors, 305
nested dissection, 432
nested dissection order, 432
nested plates, 164
nested sampling, 122
nested SMC, 557
neural architecture search, 649
neural auto-regressive density esti-

mator, 818
neural bandit, 1119
neural CRF parser, 190
neural enhanced BP, 428
neural net kernel, 728
neural network Gaussian process,

648
neural ODE, 841, 876
neural process, 755
neural spike trains, 556, 1017
neural tangent kernel, 729
neural-linear, 652
neuroevolution, 310
neuron, 630
NeuTra HMC, 520
NGD, 279
NHST, 81, 131
NICE, 842
NIW, 93
NIX, 88
NLDS, 1016
NLG-SSM, 1016
NLP, 188
NMF, 957
NN-GP, 727
no-U-turn sampler, 520
node decoupled EKF, 673
node potentials, 177
noise conditional score network,

872
Noise contrastive estimation, 856
noisy channel, 251
noisy channel model, 984
noisy nets, 1152
non-centered parameterization,

113, 532, 627
non-contrastive representation

learning, 1063
non-descendants, 154
non-factorial prior, 606
non-Gaussian SSM, 1017
non-linear squared flow, 829

non-Markovian, 878
non-Markovian models, 544
non-negative matrix factorization,

957
non-null recurrent, 54
non-parametric Bayesian, 1043
non-parametric Bayesian models,

924
non-parametric bootstrap, 74
non-parametric BP, 421, 563
non-parametric models, 575
non-parametrically efficient, 1196
non-stationary kernel, 728
non-terminals, 189
noninformative, 102
nonlinear dynamical system, 1016
nonlinear factor analysis, 954
nonlinear Gaussian SSM, 1016
nonparametric copula, 1032
nonparametric models, 679
nonparametric tests, 137
nonstationary kernel, 687
normal distribution, 10
normal factor graph, 204
normal inverse chi-squared, 88
normal inverse gamma, 88, 596
normal-inverse-Wishart, 93
normalization layers, 633
normalized compression distance,

257
normalized occupancy distribution,

1132
normalized weights, 492, 546
normalizes, 825
normalizing flow, 979
Normalizing flows, 472
normalizing flows, 771, 825
noun phrase chunking, 189
noun phrases, 188
Nouveau VAE, 810
novelty detection, 739
NP-hard, 433
NSSM, 1017
NTK, 729
nuisance functions, 1195
nuisance variables, 155, 417
null hypothesis, 81, 132
null hypothesis significance testing,

81, 131
numerical integration, 483
NUTS, 520
NUV, 604
NWJ lower bound, 245
Nyström approximation, 705

object detection, 192
objective, 102
observation function, 975
observation model, 359, 975, 977
observation noise, 975, 1003, 1004
observation overshooting, 1035
observed predictive distribution,

361
Occam factor, 126
Occam’s razor, 945
occasionally dishonest casino, 402
occlusion, 192

ODE, 874
off-policy, 1149
off-policy policy-gradient, 1168
offline reinforcement learning, 1167
offspring, 308
Olivetti faces dataset, 726
OLS, 595
on-policy, 1149
one sample t-test, 137
one-armed bandit, 1116
one-max, 310
one-shot, 1103
one-step-ahead predictive distribu-

tion, 391
one-to-one, 44
one-way ANOVA test, 139
online advertising system, 1117
online Bayesian inference, 1004
online EM, 297
online EWC, 675
online learning, 670, 761
online structured Laplace, 675
OOD, 669, 739
open class, 189
open set recognition, 743
open world, 1014
open world classification, 743
open world recognition, 737
open-universe probability models,

211
OpenGAN, 742
opportunity cost, 1111
optimal action-value function, 1127
optimal partial policy, 1130
optimal policy, 1102, 1127
optimal resampling, 559
optimal state-value function, 1127
optimal transport, 313
optimism in the face of uncertainty,

1119
optimization problems, 261
optimizer’s curse, 1149
Optimus, 800
oracle, 297
order statistics, 137
ordered Markov property, 143, 154
ordinal regression, 622
ordinary differential equation, 874
ordinary least squares, 595
Ornstein-Uhlenbeck process, 684
Orstein-Uhlenbeck process, 714
orthodox statistics, 72
orthogonal additive kernel, 720
orthogonal Monte Carlo, 498
orthogonal random features, 691
OUPM, 211
out-of-distribution detection, 739
out-of-domain, 734
outer product method, 171
outlier detection, 739, 775
outlier exposure, 739
over-complete representation, 35
overcomplete representation, 973
overdispersed, 526
overfitting, 69, 576
overlap, 1191
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p-value, 81, 130, 131
PAC-Bayes, 577, 667
padding, 632
PageRank, 52
paired data, 908
paired sample t-test, 135, 138
pairwise Markov property, 180
panel data, 1026, 1210
parallel prefix scan, 372, 408, 730
parallel tempering, 526, 542
parallel trends, 1211
parallel wavenet, 837
parameter learning, 156
parameter tying, 47, 108, 205
parametric Bayesian model, 1043
parametric bootstrap, 73
parametric model, 1043
parametric models, 575
parent, 308
parents, 143
Pareto distribution, 15
Pareto index, 16
Pareto smoothed importance sam-

pling, 125
parity check bits, 251
part of speech, 188, 966
part of speech tagging, 198
PARTI, 823
partial least squares, 951
partially directed acyclic graph,

199
partially exchangeable, 72
partially observable Markov deci-

sion process, 1125
partially observed data, 292
partially observed Markov model,

975
partially pooled model, 623
particle BP, 421, 563
particle filter, 545
particle filtering, 355, 400, 543
particle impoverishment, 547
particle smoothing, 563
partition function, 34, 166, 845
parts, 957
patchGAN, 915
path consistency learning, 1172
path degeneracy, 550
path diagram, 214
path sampling, 474
pathwise derivative, 275
pattern completion, 170
PBIL, 310
PBP, 652, 673
PCFG, 189
PCL, 1172
PDAG, 199
pdf, 6
peaks function, 540
Pearson correlation coefficient, 135,

138
peeling algorithm, 428
PEGASUS, 1163
per-decision importance sampling,

1168
per-step importance ratio, 1168
per-step regret, 1123

perceptual aliasing, 923
perceptual distance metrics, 782
perfect elimination ordering, 432
perfect information, 1113
perfect intervention, 215
perfect map, 194
period, 53
periodic kernel, 685, 699
permuted MNIST, 758
perplexity, 237, 781
persistent contrastive divergence,

851
persistent variational inference, 183
perturb-and-MAP, 436
perturbation, 263
PETS, 1163
PGD, 764
PGMs, 143
phase space, 517
phase transition, 168
phi-exponential family, 39
phone, 996
phosphorylation state, 777
Picard-Lindelöf theorem, 841
pictorial structure, 192
PILCO, 1162
Pilot studies, 1092
pinball loss, 587, 1032
pipe, 149
Pitman-Koopman-Darmois theo-

rem, 42, 241
pix2pix, 915
pixelCNN, 819
pixelCNN++, 820
pixelRNN, 820
PixelSNAIL, 814
placebo, 1117
planar flow, 840
PlaNet, 1165
planning, 1128, 1141
planning horizon, 1160
plant, 1125
plates, 162
Platt scaling, 580
platykurtic, 13
PLS, 951
plug in, 68
plug-in estimator, 1167
plugin approximation, 68, 70
plutocratic, 16
pmf, 6
PoE, 846
Poisson, 10
Poisson regression, 591
policy, 1101, 1116, 1124
policy evaluation, 1128, 1130
policy gradient, 1143
policy gradient theorem, 1153
policy improvement, 1130
policy iteration, 1130
policy optimization, 1128
policy search, 1143, 1152
Polyak-Ruppert averaging, 654
polymatroid function, 325
polynomial kernel, 687, 688
polynomial regression, 601
polysemy, 961

polytrees, 415
POMDP, 1125
pool-based-sampling, 1132
pooled, 108
pooling layer, 632
population, 307
population mean, 131
population-based incremental learn-

ing, 310
position-specific scoring matrix,

982
positive definite, 19
positive definite kernel, 681
positive phase, 184
possible worlds, 207, 209
post-order, 414
posterior collapse, 468, 802
posterior distribution, 63
posterior expected loss, 1102, 1102
posterior inference, 63, 359
posterior marginal, 155
posterior mean, 1104
posterior predictive check, 128
posterior predictive distribution,

68, 70, 121
posterior predictive p-value, 130
posterior probability, 8
potential energy, 517
potential function, 30, 165
potential outcome, 216
potential outcomes, 1186
Potts model, 169
Potts models, 506
power EP, 481
power law, 15
power posterior, 662
PPCA, 940
PPL, 212
PPO, 1158
pre-order, 414
pre-train and fine-tune, 745
precision, 11, 85
precision matrix, 25, 38
precision-weighted mean, 25
preconditioned SGD, 273
preconditioned SGLD, 533
predict-update, 361
prediction, 217
prediction step, 361
predictive coding, 1176
predictive entropy search, 302
predictive model, 575
predictive sparse decomposition,

973
predictive state representation, 991
prequential analysis, 123
prequential prediction, 761
prescribed probabilistic models,

889
pretext tasks, 1058
prevalence shift, 737
Price’s theorem, 276, 285
primitive nodes, 268
primitive operations, 266
principle of insufficient reason, 103
prior, 63
prior network, 21, 656, 660
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prior predictive distribution, 600
prior probability, 8
prior shift, 737
prioritized experience replay, 1152
probabilistic backpropagation, 652,

673
probabilistic circuit, 205
probabilistic ensembles with trajec-

tory sampling, 1163
Probabilistic graphical models, 143
probabilistic graphical models, 771
probabilistic LSA, 960
probabilistic principal components

analysis, 940
probabilistic programming lan-

guage, 212
probabilistic soft logic, 210
probability density function, 6
probability distribution, 6
probability flow ODE, 875
probability integral transform, 45
probability mass function, 6
probability matching, 1121
probability measure, 5
probability of improvement, 300,

1134
probability simplex, 20
probability space, 5
probit approximation, 614
probit function, 619
probit link function, 592
probit regression, 619
problem of induction, 257
procedural approach, 212
process noise, 671, 975, 1003
product of experts, 173, 798, 846
product partition model, 1000
production rules, 189
profile HMM, 983
progressive distillation, 879
projected gradient descent, 764
projecting, 392
projection, 199
projection pursuit, 971
Projection-weighted CCA

(PWCCA), 1050
prompt, 745
prompt tuning, 745
propensity score, 1193
propensity score matching, 1198
proper scoring rule, 578, 892
Properties., 1072
Prophet, 1031
proposal distribution, 354, 488,

490, 500, 540
propose, 500
protein sequence alignment, 982
protein structure prediction, 170
protein-protein interaction net-

works, 1039
prototypical networks, 756
proximal policy optimization, 1158
pseudo likelihood, 184
pseudocounts, 65
pseudoinputs, 705
pseudolabels, 749
pseudolikelihood, 184

pseudorandom number generator,
486

PSIS, 125
pure exploration, 1123
push forward, 316
pushforward, 826
pushing sums inside products, 428
Pyro, 212

Q-learning, 1143, 1149
QKF, 385
QT-Opt, 1128
quadratic approximation, 351
quadratic kernel, 687, 690
quadratic loss, 1104
quadrature, 483
quadrature Kalman filter, 385
quadratures, 385
Qualitative studies, 1092
quantile loss, 587
quantile regression, 587, 1032
quantization, 236
quasi-experimental, 1027
Quasi-Monte Carlo, 497
quasi-Newton EM algorithm, 296
queries, 297
query, 635
query by committee (QBC), 1135
query nodes, 155

R-hat, 529
radar, 1013
radial basis function, 682
radon, 624
rainbow, 1152, 1159
random assignment with non-

compliance, 1203
random effects, 624
random finite sets, 1015
random Fourier features, 691
random prior deep ensemble, 657
random restart, 305
random restart hill climbing, 305
random search, 306
random variable, 5
random walk kernel, 688
random walk Metropolis, 355, 502
random walk on the integers, 54
random walk proposal, 540
randomized control trials, 1188
Randomized QMC, 497
rank transform, 137
Rao-Blackwellization, 494
Rao-Blackwellized particle filtering,

557
rare event, 568
raster scan, 819
rate, 248
rate distortion curve, 249, 794
rational quadratic, 686, 731
rats, 110
RBF, 682
RBM, 172
RBPF, 557
Real NVP, 842
real-time dynamic programming,

1130

receeding horizon control, 1160
recognition network, 444, 787
recognition weights, 969
recombination, 308
recommender system, 207
reconstruction error, 248, 742
record linkage, 208
Rectified linear unit, 631
recurrent, 54
recurrent layer, 637
recurrent neural network, 642, 817
recurrent neural networks, 637
recurrent SSM, 1034
recursive, 212
recursive least squares, 365, 671,

1004
reduce-on-plateau, 272
reduced rank encoding, 139
redundancy, 242, 251
reference prior, 107
regime switching Markov model,

979, 1011
region of practical equivalence, 133
Regression discontinuity designs,

1227
regression estimator, 1167
regression model, 575
regret, 762, 1113, 1122, 1123
regular, 41, 54
regularization methods, 761
regularized evolution, 308
rehearsal, 761
REINFORCE, 274, 454, 1143,

1154
Reinforcement learning, 1141
reinforcement learning from human

feedback, 821
reject action, 1104
reject the null hypothesis, 131
rejection sampling, 487
relational probability models, 206
relational UGMs, 208
relational uncertainty, 207
relative entropy, 221
relative risk, 702
relevance network, 246
relevance vector machine, 606
reliability diagram, 579
reparameterization gradient, 275
reparameterization trick, 446, 651,

902
reparameterized VI, 447
representation, 252
Representation learning, 780, 1045
representation learning, 715
Representational similarity analysis

(RSA), 1048
representer theorem, 698
Reproducing Kernel Hilbert Space,

697
reproducing property, 697
resample, 549
resample-move, 563
residual belief propagation, 419,

423
residual block, 838
residual connections, 632, 838
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residual error, 366
residual flows, 838
residues, 170
ResNet, 640
resource allocation, 1117
response surface model, 297
responsibility, 927
restless bandit, 1117
restricted Boltzmann machine, 172
return, 1126
reverse KL, 225
reverse process, 863
reverse-mode automatic differentia-

tion, 267
reverse-time SDE, 875
reversible jump MCMC, 536, 945
reward, 1111, 1116
reward function, 1125
reward model, 1124
reward-to-go, 1126
reweighted wake-sleep, 475, 477
RFF, 691
rich get richer, 468
ridge regression, 595, 598, 696
Riemann manifold HMC, 521
Riemannian manifold, 281
risk, 1101
RJMCMC, 536
RKHS, 697
RL, 1141
RLHF, 821
RLS, 1004
RM-HMC, 521
RNA-Seq, 1024
RNADE, 818
RNN, 642
RNN-HSMM, 994
Robbins-Monro conditions, 272
robust BTT, 134
robust IEKS, 379
robust optimization, 767
robust priors, 100
robust regression, 703
robustness, 743
robustness analysis, 100
roll call, 958
ROPE, 133
roulette wheel selection, 308
row stochastic matrix, 145, 977
RPMs, 206
RStanARM, 594
rstanarm, 134
RTS smoother, 370
RTSS, 370
Rubin causal model, 217
run length, 999
Russian-roulette estimator, 839
rv, 5
RVI, 447

SAC, 1174
safe policy iteration, 1157
SAGA-LD, 535
SAGAN, 911
sample diversity, 781
sample inefficient, 1143
sample quality, 780

sample size, 64
sample space, 5
sample standard deviation, 90
sampling distribution, 73, 73, 598
sampling with replacement, 10
SARSA, 1143, 1149
satisfying assignment, 433
SBEED, 1172
scale-invariant prior, 107
scaled inverse chi-squared, 15
scaled likelihood trick, 980
scaling-binning calibrator, 580
scatter matrix, 92
SCFGs, 997
Schur complement, 26, 27
SCM, 212
score, 852
score function, 75, 77
score function estimator, 274, 454,

919
score matching, 852
score-based generative model, 856,

870
SDE, 714, 873
seasonality, 1022
second order EKF, 377
segmental HMM, 994
selection bias, 152, 738
selection function, 308
selective prediction, 742, 1104
self attention, 820
self attention GAN, 911
self-AIXI, 259
self-attention, 636
self-normalized importance sam-

pling, 491
self-train, 749
semantic segmentation, 187, 191
semi-amortized VI, 445
semi-Markov model, 994
semi-Markovian SCM, 213
semi-parametric model, 694
semi-parametrically efficient, 1195
semi-supervised learning, 141, 749,

799
semilocal linear trend, 1021
sensible PCA, 940
sensitive attribute, 1107
sensitivity analysis, 100
sensor fusion, 30
sequence-to-sequence, 773, 774
sequential Bayesian inference, 355,

670
sequential Bayesian updating, 361,

1004
sequential decision problem, 1115
sequential importance sampling,

547
sequential importance sampling

with resampling, 548
sequential model-based optimiza-

tion, 298
sequential Monte Carlo, 355, 543
sequential VAE, 800
sFA, 958
SFE, 274
SG-HMC, 535

SGD, 271
SGLD, 522, 533
SGLD-Adam, 533
SGLD-CV, 534
SGM, 870
SGPR, 711
SGRLD, 533
shaded nodes, 162
shared trunk network, 750
sharp minima, 663
Sherman-Morrison-Woodbury for-

mula, 26
shift equivariance, 632
shift invariance, 632
shift-invariant kernels, 682
shooting, 1161
shortcut features, 734
shortest path problems, 1130
shrinkage, 86, 110
sifting property, 68
sigma point filter, 379
sigma points, 385
sigmoid, 608
sigmoid belief net, 147
signal to noise ratio, 868
signed measure, 239
signed ranked, 137
significance level, 131
silent state, 986
SimCLR, 1061
simple regret, 1123
simplex factor analysis, 958
Simplicity, 1085
Simulability, 1084
Simulated annealing, 307
simulated annealing, 539
simulation-based inference, 569,

890
simultaneous localization and map-

ping, 560
single site updating, 510
single world intervention graph,

217
singular statistical model, 127
Singular vector CCA (SVCCA),

1050
SIS, 547
SISR, 548
site potential, 478
SIXO, 570
sketch-rnn, 801
SKI, 713, 714
SKIP, 714
skip connections, 632, 804, 805
skip-chain CRF, 189
skip-VAE, 804
SLAM, 560
SLDS, 1011
sleep phase, 476
slice sampling, 513
sliced Fisher divergence, 854
Sliced score matching, 854
sliding window detector, 192
slippage, 561
slot machines, 1116
slow weights, 658
SLR, 384
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SLS, 305
SMBO, 298
SMC, 355, 543
SMC sampler, 543
SMC samplers, 563
SMC2, 569
SMC-ABC, 569
SMILES, 802
smoothed Bellman error embedding,

1172
smoothing, 359, 362
smoothing distribution, 403
snapshot ensembles, 654
SNGP, 653
SNIS, 545
Sobol sequence, 497
social networks, 1039
soft actor-critic, 1174
soft clustering, 927
soft constraint, 846
soft Q-learning, 1175
soft-thresholding, 468
softmax, 36
softmax function, 609
Softplus, 631
SOLA, 675
Solomonoff induction, 258
SOR, 706
Soundness, 1085
source coding, 219, 247
source coding theorem, 247
source distribution, 733
source distributions, 749
source domain, 915
space filling, 497
SPADA, 1014
sparse, 20, 601
sparse Bayesian learning, 604
sparse coding, 973
sparse factor analysis, 940
sparse GP, 706
sparse GP regression, 711
sparse variational GP, 708
sparsity promoting priors, 648
Spearman rank correlation coeffi-

cient, 138
spectral density, 686, 723
spectral estimation, 991
spectral estimation method, 1009
spectral mixture kernel, 723
spectral mixture kernels, 686
speech-to-text, 773
spelling correction, 984
spherical covariance matrix, 23
spherical cubature integration, 385
spherical K-means algorithm, 18
spherical topic model, 18
sphering, 969
spike and slab, 929
spike-and-slab, 601
spin, 167
splines, 830
split conformal prediction, 586
split MNIST, 758
split-Rhat, 529
spurious correlations, 734
SQF-RNN, 1032

square root filter, 370
square root information filter, 370
square-integrable functions, 697
square-root schedule, 272
squared error, 1104
squared exponential, 682
SS, 601
SSID, 1009
SSM, 975
Stability, 1083
Stability AI, 881
Stable diffusion, 823
stable diffusion, 881
stacking, 658
standard error, 66, 485
standard error of the mean, 90
standard normal, 11
state estimation, 359
state of nature, 1101
state space, 6
state transition diagram, 48
state-space model, 975
state-space models, 359
state-value function, 1127
stateful, 637
static calibration error, 580
stationary, 47
stationary distribution, 51, 52
stationary kernels, 682
statistical decision theory, 1101
statistical estimand, 1185
statistical linear regression, 384
statistical parity, 1107
statistics, 63
steepest ascent, 305
Stein discrepancy, 859
step decay, 272
step size, 271
stepping out, 514
stepwise EM, 297
sticking the landing, 277
sticky, 503
STL, 277
stochastic approximation, 296
stochastic approximation EM, 296
stochastic automaton, 48
stochastic averaged gradient accel-

eration, 535
stochastic bandit, 1116
stochastic blocks model, 1039
stochastic computation graph, 278
stochastic context free grammars,

997
stochastic differential equation, 714,

873, 1003
stochastic EP, 481
stochastic gradient descent, 271
stochastic gradient Langevin de-

scent, 522
stochastic gradient Langevin dy-

namics, 533
stochastic gradient Riemannian

Langevin dynamics,
533

stochastic hill climbing, 305
stochastic Lanczos quadrature, 712

stochastic local search, 304, 305,
307

stochastic matrix, 47
stochastic meta descent, 193
Stochastic MuZero, 1161
stochastic process, 1043
stochastic RNN, 1033
stochastic variance reduced gradi-

ent, 534
stochastic variational inference,

444, 712
stochastic video generation, 1037
stochastic volatility model, 1018
stochastic weight averaging, 654
stop gradient, 812
stop words, 962
straight-through estimator, 279,

811
stratified resampling, 552
streaks, 403
stream-based selective sampling,

1132
streaming variational Bayes, 674
strict, 1103
strict overlap, 1191
strictly monotonic scalar function,

829
string kernel, 688
structural causal models, 212, 214,

1181
structural equation model, 200, 214
structural support vector machine,

194
structural time series, 1019
structural zeros, 177
structured kernel interpolation, 713
structured mean field, 471
structured prediction, 187
structured prediction energy net-

works, 194
structured prediction model, 1107
STS, 1019
Student distribution, 11
student network, 145, 146, 196, 428
Student t distribution, 11
style transfer, 917
sub-Gaussian, 13
subjective probability, 143
submodular, 1137
Submodular function, 324
subphones, 996
Subscale Pixel Network, 820
subset of regressors, 706
subset-of-data, 703
subspace identification, 1009
subspace neural bandit, 1119
sufficient, 252
sufficient statistic, 46, 240
sufficient statistics, 34, 34, 64
sum of squares, 94
sum-product algorithm, 414
sum-product networks, 205
SupCon, 1061
super-Gaussian, 13
super-resolution model, 882
supervised PCA, 950
surjective, 44
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surrogate assisted EA, 310
surrogate function, 287, 297
survival of the fittest, 549
suspicious coincidence, 120
SUTVA, 217
SVG, 1037
SVGP, 708
SVI, 444
SVRG-LD, 534
SWA, 654
SWAG, 655
Swendsen-Wang, 515
SWIG, 217
Swish, 631
Swiss roll, 870
switching linear dynamical system,

557, 1011
Sylvester flow, 840
symamd, 432
symmetric, 500
synchronous updates, 423
synergy, 242
syntactic sugar, 162
synthetic control, 1030
Synthetic controls, 1227
synthetic data, 773
systems biology, 1040
systems identification, 1007
systolic array, 418

t-statistic, 131
t-test, 134
T5, 800
tabu search, 305
tabular representation, 1125
tacotron, 819
TAN, 164
target aware Bayesian inference,

492
target distribution, 487, 490, 543,

733, 749
target domain, 915
target function, 490
target network, 1151
target policy, 1167
targeted attack, 764
TASA corpus, 961
task, 756
task interference, 750
task-aware learning, 758
Taylor series, 351
Taylor series expansion, 375
TD, 1147
TD error, 1143, 1147
TD(λ), 1148
TD3, 1159
telescoping sum, 866
temperature, 167, 523
temperature scaling, 580
tempered posterior, 662
tempering, 675
template, 207
templates, 932
temporal difference, 1143, 1147
tensor decomposition, 991
tensor train decomposition, 714
TENT, 749

terminal state, 1125
terminals, 189
test and roll, 1111
test statistic, 81, 131
test statistics, 128
test time adaptation, 748
text generation, 774
text to speech, 819
text-to-image, 773
text-to-speech, 918
the deadly triad, 1172
thermodynamic integration, 474
thermodynamic variational objec-

tive, 474
thin shell, 23
Thompson sampling, 302, 1121
threat model, 766
tilted distribution, 479
time reversal, 564
time reversible, 55
time series forecasting, 200, 1019
time update step, 365
time-invariant, 47
Toeplitz, 714
top-down inference model, 806
topic model, 959
topic vector, 959
topic-RNN, 967
topological order, 154
topological ordering, 143
total correlation, 241, 794
total derivative, 276
total regret, 1123
total variation distance, 61
tournament selection, 308
trace plot, 526
trace rank plot, 527
traceback, 410, 416
track, 1012
tracking, 364
tractable substructure, 471
trajectory, 1141
trankplot, 527
trans-dimensional MCMC, 536
transductive active learning, 584
transductive learning, 739
transfer learning, 745, 1046
transformer, 643, 643
transformer VAE, 800
transformers, 800
transient, 54
transition, 1124
transition function, 47, 975
transition kernel, 47
transition matrix, 47, 48
transition model, 359, 975, 977,

1124
translation invariant, 973
translation-invariant prior, 106
Translucence, 1083
Transparency, 1081
transportable, 735
treatment, 1111
treatment effect, 1029
tree-augmented naive Bayes classi-

fier, 164
treewidth, 432

trellis diagram, 409
trigram model, 49
triplet loss, 1062
TRPO, 1157
truncated Gaussian, 621
truncation selection, 308, 310
trust region policy optimization,

1157
TT-GP, 714
TTA, 748
TTT, 749
turbocodes, 425
Turing, 212
turning the Bayesian crank, 346
TVO, 474
Tweedie’s formula, 853
twin network, 217, 1027
twisted particle filters, 570
twisting function, 570
two part code, 250
two sample tests, 784
two stage least squares, 1209
two-filter smoothing, 372, 405
two-moons, 676
two-part code, 126
two-sample t-test, 135, 138
two-sample test, 55
two-sample testing, 739
two-way ANOVA test, 140
type I error rate, 131
type II maximum likelihood, 114
type signature, 206
typical set, 23, 236

U-net, 869
UCB, 301, 1120
UCBVI, 1145
UCRL2, 1145
UDA, 747
UKF, 379
ULA, 522
ULD, 535
UMDA, 310
UME, 59
unadjusted Langevin algorithm,

522
unary terms, 168, 177
unbiased, 1168
uncertainty metric, 740
uncertainty quantification, 585
uncertainty sampling, 1134
unclamped phase, 184, 849
unconstrained monotonic neural

networks, 830
underdamped Langevin dynamics,

535
underlying predictive model, 1000
underspecification, 645
undirected local Markov property,

180
unfaithful, 181
uniform dequantization, 781
unigram model, 49
unigram statistics, 51
uninformative, 102
uninformative prior, 64, 597
uninformative priors, 71
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units, 216
univariate marginal distribution al-

gorithm, 310
universal search, 257
universal similarity metric, 257
universal Turing machine, 256
unnormalized mean embedding, 59
unnormalized target distribution,

491
unnormalized weights, 492, 546
unobserved confounders, 618
unpaired data, 916
unpaired t-test, 135
unroll, 207, 209
unrolled, 162
unscented Kalman filter, 379, 1017
unscented Kalman smoother, 382
unscented particle filter, 555
unscented RTS smoother, 382
unscented transform, 379
unsupervised domain adaptation,

747
unsupervised domain translation,

916
untargeted attack, 764
update step, 362
UPGM, 165
UPM, 1000
upper confidence bound, 301, 1120
user rating profile model, 958
User studies, 1086
utility function, 1102
utility nodes, 1107

v-structure, 149, 151
VAE, 174, 771, 787
VAE-RNN, 800
VAFC, 449
vague prior, 600
validation set, 122
value function, 1127
value iteration, 1129
value nodes, 1107
value of perfect information, 1110
ValueDICE, 1178
values, 635
VAR, 200
variable binding problem, 823
variable duration HMM, 994
variable elimination, 428, 1110
variance exploding, 874
variance preserving, 874
variational approximation with fac-

tor covariance, 449
variational autoencoder, 787, 954

variational autoencoders, 771
variational Bayes, 352, 444, 459
variational Bayes EM, 464
variational continual learning, 675,

761
variational diffusion model, 868
variational EM, 118, 291, 295, 443,

464
variational free energy, 440, 708,

1176
variational GP, 472
variational IB, 253
variational inference, 33, 295, 352,

399, 439, 577, 782
variational message passing, 470
variational method, 439
variational online Gauss-Newton,

652
variational optimization, 284
variational overpruning, 675, 803
variational parameters, 352, 439
variational pruning, 810
variational pruning effect, 468
variational RNN, 1036
variational SMC, 570
varimax, 940
VB, 352
VCL, 675
VD-VAE, 807
VDM, 868
vector autoregressive, 200
vector quantization, 248
vector-Jacobian product (VJP),

263
verb phrases, 188
very deep VAE, 807
VFE, 708
VI, 352
VIB, 253
VICreg, 1063
VIM, 815
VIREL, 1175
virtual samples, 97
visible nodes, 155
vision as inverse graphics, 923
visual SLAM, 560
Visualization, 1081
Viterbi algorithm, 409, 983
Viterbi training, 989
VMP, 470
VOGN, 652
von Mises, 18
von Mises-Fisher, 18
VQ-GAN, 815
VQ-VAE, 811
VRNN, 1036

wake phase, 475
wake-phase q update, 477
wake-sleep, 788
wake-sleep algorithm, 475
Wald’s theorem, 1103
warm-up, 520
Wasserstein-1 distance, 58
Watanabe–Akaike information cri-

terion, 127
wavenet, 819
weak marginalization, 394
weak prior, 600
weak supervision, 211
weakly informative, 101
weakly informative priors, 134
weakly-supervised representation

learning, 1054
wealth, 16
website testing, 1114
weight degeneracy, 547
weight of evidence, 225
weight space, 694
weighted ERM, 746
weighted least squares, 294
Weinstein-Aronszajn identity, 839
Welch’s t-test, 135
white noise kernel, 699
white noise process, 1003
whitebox attack, 764
whitened coordinate system, 281
whitening, 969
widely applicable information crite-

rion, 127
Wiener noise, 533, 535
Wiener process, 873
Wilcoxon matched pairs, 138
Wilcoxon signed-ranked test, 137
wildcatter, 1108
Wishart, 19
witness function, 57
word error, 417
word2vec, 779
world model, 780

Xavier initialization, 646

z-bias, 1219
zero-avoiding, 225
zero-forcing, 225, 478
zero-inflated Poisson, 592, 1026
zero-one loss, 1104
zero-shot transfer, 1054
zero-sum losses, 900
ZIP, 592, 1026
Zipf’s law, 16
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